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ABSTRACT

The bubble nucleation plays a pivotal role in the boiling process. In order to

have a comprehensive understanding of this phenomenon, a critical consideration on

fluid-solid interaction at atomistic level is imperative. However, traditional Molecular

Dynamics simulation requires prohibited amount of computational efforts to accom-

plish a full scale study. Hybrid atomistic-continuum method is a promising solution

for this problem. It limits the atomistic region to a small scale where detailed in-

formation is preferable, while using continuum method for the rest of the domain.

Nevertheless, none of the current hybrid method is suitable for solving a rapid ex-

panding system like the bubble nucleation. In this study, a domain re-decomposition

hybrid atomistic-continuum method is developed to conduct a multiscale/multiphase

investigation on the bubble nucleation. In addition to the conventional coupling

scheme, this method is capable to re-partition the molecular and continuum domain

once it is necessary during the simulation. That is, the Computational Fluid Dy-

namics (CFD) and Molecular Dynamics (MD) regions are interchangeable on the fly

such that the bubble is absolutely confined within MD region. Giving the fact that

accurate modeling of interface tracking and phase change are still problematic for

continuum mechanics on microscale, our coupling method directly avoids these is-

sues since CFD domain takes care of a single-phase flow while the molecular domain

simulates the bubble growth. With this idea in mind, this approach enables us to in-

vestigate the nucleate boiling on nanostructured surface with higher resolution than

complete continuum mechanic model based simulation. In the present result, it is

observed that bubble grows at a curved surface imposed with a constant super heat

after nucleate boiling occurs. Meanwhile, the energy flux flows from solid to fluid is

measured during the entire process. It is believed that this coupling method is very

promising in studying nano-bubble related multiphase problems on microscale.

xiii



Chapter 1

INTRODUCTION

1.1 Background and Literature Review

Liquid-vapor phase change phenomena are frequently encountered in many engineer-

ing applications. It allows a fast heat removal from high performance electronic

device, which is widely utilized in almost the entire field of engineering and everyday

lives. However, the physics behind bubble nucleation and subsequent evaporation

process are not well understood. To some extent, it impedes the prominent trends of

miniaturization of electronic devices, which is essential for NEMS/MEMS. Although

a few models had been proposed/implemented to enable the simulation of boiling

in CFD code and obtains reasonable results [1–3], almost none of them has consid-

ered the complex interactions between micro structures and the surrounding fluid

from the atomistic level, which are critical for bubble nucleation on solid surface.

Moreover, some of them even need user to prescribe empirical coefficients which have

to be carefully tuned based on case-dependent experiments in order to produce a

good result [1]. Another fact is that those models are usually developed for solv-

ing macroscopic problems; they might not be suitable for microscale simulation of
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phase change phenomena because of the emergence of strong non-equilibrium state

and discontinuity in the process.

Molecular dynamics (MD) is a computational method for studying scientific and

engineering problems by simulating the motion of all single atom in a computational

domain. It is capable of providing an atomistic level insight into nanoscale where

continuum assumption breaks down. Previous studies indicate that this approach

has been used to unveil the molecular nature of many multiphase problems. Mecke

et al. [4] simulated a liquid-vapor interface of Lennard-Jones fluid, and obtained the

co-existing densities and surface tension. Alejandre et al. [5] used MD to measure

the surface tension of water from 316 K to 573 K, and the results agreed well with

experiments. Nijmeijer et al. [6] also studied the fluid interface and it was proved

that the truncated tail of the potential is very important for the evaluation of surface

tension. Zhou et al. [7] simulated the impingement of droplet on a liquid film. Bourg

et al. [8] studied the noble gas diffusion in ambient liquid water. Kalikmanov et al. [9]

compared the Tolman length theory with simulation result.

In addition, some studies considered the solid-fluid interactions. Werder et al. [10]

investigated the contact angles of water droplet on carbon nanotubes and non-wetting

behavior was observed. Koishi et al. [11] simulated a large scale transition between

Wenzel State and Cassie State on hydrophobic surface. They also investigated the

contact angle hysteresis for droplets on nanopillared surface [12] . Vrancken et al.

[13] demonstrated a simple design paradigm that allowed for reversible switching

of wetting states with electrowetting approach. Noorian et al. [14] simulated the

channel flow passing walls with nanoscale roughness. Sharma et al. [15] computed

the evaporation rate of water in hydrophobic confinement. Chen et al. [16] predicted

the solid-liquid interaction from the wetting phenomena. Weijs et al. [17] investigated

the line tension when three phases coexisted. Carey et al. [18] and Hu et al. [19]

measured the disjoining pressure in ultra-thin liquid films. Hu et al. [20] investigated
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nanofluids with nonequilibrium MD simulation. There were also a few attempts to

study bubble generation. Maruyama et al. [21] simulated a heterogeneous bubble

nucleation by expanding two surfaces that bounds the fluid. Nagayama et al. [22]

simulated a spontaneous bubble nucleation by creating a system with metastable

fluid as an initial configuration. These bubble-liquid systems were different from heat

induced boiling, but the phase change process under their conditions was successfully

reproduced. The numerous results from MD method indicate some basic physical

phenomena can be well simulated when the fluids are represented by molecules.

1.2 Molecular Dynamics Simulation of Multiphase

Problems

1.2.1 Surface Tension

When an interface exists between liquid and vapor phases, the difference between the

capillary forces across the liquid-vapor interface will result in a surface tension. From

thermodynamics definition, surface tension is the work done per unit area by free

energy to create new surfaces. For both droplets and bubbles, the surface tension

intends to minimize the surface free energy by decreasing its area [23]. Kirwood and

Buff were the first to derive expressions to relate surface tension with intermolecular

potential and distributed functions [24]. They calculated the principal stresses PT

and PN near a liquid-vapor interface, where PN is the stress normal to the interface,

and PT is the tangential stress, as shown in Figure 1.1. Then the formula for surface

tension can be written as

γ =

∫ r2

r1

[PN (z)− PT (z)] dz (1.1)

By doing this, it is assumed that the two points are sufficiently far from the
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interface. The idea behind this method is that the stress tensor is anisotropic in and

only in the liquid-vapor transition region [25]. In the region far from the interface,

both PT and PN are pressure-like. Therefore, the stress difference is all owning to the

surface tension effect, and its value can be calculated by an integration.

Figure 1.1: Principal stresses PT and PN near the liquid-vapor interface

1.2.2 Tolman Length

In macroscale multiphase problems, Young-Laplace equation is widely used to de-

scribe the pressure difference as a function of the surface shape.

∆p = −γ▽ · n̂ = γ

(
1

R1

+
1

R2

)
(1.2)

Where ∆p = pin − pout, γ is the surface tension, and R1 and R2 are the principle

radiuses of the surface. When modeling small droplets or bubbles, the size effect on

surface tension has to be taken into account. In many simulations, γ is defined as a

constant, as long as the temperature and pressure of the system is not significantly

changed. However, this assumption breaks down as the bubble size becomes very
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small. For a sphere bubble, the pressure difference equation has to be modified as

∆p =
2γ

R

(
1− δ

R
+O

(
R−2

))
(1.3)

δ is the Tolman Length, named after Tolman in 1949 [26]. Tolman Length is

defined as the distance between the location of the surface of tension and of the

equimolar dividing surface. The modification can also be interpreted as the surface

tension varies as a function of the radius.

γ (R) = γ

(
1− 2δ

R
+O

(
R−2

))
(1.4)

Song et al. [27] performed molecular dynamics simulation for small liquid drops

of argon. The pressure tensors and density profiles were monitored in the process.

From the results, the radius of equimolar surface and the radius of surface of tension

are obtained. Then the Tolman Length can be directly calculated. Though molecular

dynamics can be exploited to provide foundations for other modeling approaches, the

method itself can best represent the real physics related to this process.

1.2.3 Line Tension

In the interfaces between different material phases, there is a special region where all

three phases contact with each other. This region is referred to as the three-phases

line, as shown in Figure 1.2. The structure incurs interfacial forces that distort the

interface, and consequently change the bubble or droplet dynamics [28]. Therefore,

the theory of surface tension is no longer sufficient for this condition.

In order to describe this effect, the concept of line tension was introduced by Gibbs

and it is analogized with surface tension [29]. Line tension is defined as the work done

per unit length by free energy to create new contact line. If the bulk fluid energy,
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Figure 1.2: Three-phase line in a three phases system

surface tension and line tension are all considered at the same time, the system free

energy can be written as

dF = pdV +
∑
i

γidSi + τdL (1.5)

Where Si is the interface area, γi is the surface tension, and τ is the line tension,

and L is the length of three-phase line. Weijs et al. [17] described a method to measure

line tension with molecular dynamics. Assuming there are two configurations for

liquid on solid surface, as shown in Figure 1.3. The spherical caps cross section areas

are the same for the two cases. From equation 1.5, the contact angle for the first case

is stable when the free energy is minimized.

cosθ1 =
γSV − γSL

γ
− τ

γR
(1.6)

R is the radius of the liquid-solid contact circle. The droplet size remains the same

all the time. This equation takes both surface tension and line tension into account.

For the second case, the three-case line is a straight line. Its length cannot be changed

by an energy minimization. So the contact angle is given by only reflecting the surface

tension.

cosθ2 =
γSV − γSL

γ
(1.7)

6



The line tension can be calculated by comparing equations 1.6 and 1.7.

τ = γR (cosθ2 − cosθ1) (1.8)

Figure 1.3: 3-D droplet and 2-D droplet

1.3 Conventional Hybrid Atomistic-continuumMethod

Despite the continuous progress of molecular dynamics simulation in the past decades,

a further study of bubble growth is still impeded by its extremely high demand for

computational resource. Currently, most of molecular domains are limited to tens

of nanometers, within which a stable bubble can barely be observed. As a result,

those studies usually focus on a specific region of a multiphase system. However, if

computational cost is not a problem, a full MD simulation of bubble growth is more

desirable. Another difficulty for MD simulation is associated with the boundary

condition. Phase change leads to rapid volume expansion or shrink, therefore an

open boundary that allows inflow and outflow of molecules is necessary. It is worth

mentioning that inflow/outflow for finite volume method is quite natural while it is

difficult for molecular dynamics simulation [30]. Due to these facts, a concept of

hybrid atomistic-continuum methodology has been proposed to take the advantage of

both methods [31]. This methodology combined CM (continuum mechanics) and MD
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approaches, and potentially it is capable to solve challenging problems on microscale,

which is out of reach for full molecular dynamics simulation. Figure 1.4 illustrates a

typical geometry for a hybrid atomistic-continuum simulation. As shown, the entire

fluid domain is decomposed into continuum and particle regions while the hybrid

simulation interface (HSI) is used to exchange data between these two regions. A

literature review shows that hybrid atomistic-continuum method is mostly used to

study near wall effect on fluid flow on micro/nano-scale [31–34]. Since MD approach

is more time consuming, only the flows near solid walls are modeled by particles

to minimize the computational cost. In the first attempt, the hybrid method used

available multiphase CFD models. The bubble nucleates from MD and grows. When

it is big enough, the bubble interface penetrates the HSI, and CFD takes charge of

the interface transport with Volume of Fluid (VOF) method. This is not easy to

accomplish, though. MD method simulate the interface from a practical physical

view, it shows the liquid-vapor transition region has a depth of several nanometers.

However, in CFD, VOF method has a transition region with a depth of several cell

lengths. The cell size may vary based on the problem size and applications.

If the interface depths are not equal in the two methods, the bubble penetration

process cannot match well. In addition, once the bubble interface appears in CFD, all

the previous concerns about the various CFD models come back, and the simulation

will be less convincing in this way. If the process of bubble penetrating the HSI is

avoided, many problems will no longer exist. In this case, the liquid-vapor interface

also needs to be simulated by MD due to its complexity and discontinuity. The

problem arises as the liquid-vapor interface is not fixed, and its shape and position

vary as the bubble grows. If the interface is to be confined in the MD region, the HSI

has to be placed sufficiently far apart from the solid surface. With this restriction,

the simulation is only possible when the bubble is sufficiently small to stay within the

scope of MD region; the only benefit of this coupling scheme is to provide an open
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boundary.

Figure 1.4: Hybrid atomistic-continuum simulation domain

1.4 Objective of the Present Work

This study explores to develop a multi-scale model depicting the liquid-vapor phase

change phenomena with an expectation to enhance the capability of the present

simulation tool. For overcoming the shortage in coupling method, a dynamic re-

decomposition method is introduced in this code. The objective is to ensure the

interface stays in MD region, while minimizing the number of particles in the sys-

tem. The method is illustrated in Figure 1.5. Initially, only the regions near the

solid surface are simulated by MD. However, when the phase change occurs, the in-

terface moves away from the wall and approaches HSI. At that moment, the domain

is re-decomposed in order to use a larger MD region. The position of HSI is also

changed according to the new boundaries. In a bubble growing simulation, this re-

decomposition method can be applied multiple times to accommodate the interface

wherever/whenever necessary.

9



Figure 1.5: Schematic of dynamic re-decomposition method for film boiling. (a)
The initial CFD, MD region and HSI (b) domain is not changed (c) domain is re-
decomposed
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Chapter 2

METHODOLOGY

The domain re-decomposition method is based on a conventional hybrid atomistic-

continuum approach, in which the subdomains, namely CFD and MD regions, are

unchangeable during the computation. The simulation in the present work innova-

tively uses an adjustable hybrid simulation interface. In specific, the simulation fol-

lows the same way as the conventional fixed-decomposition method until the interface

approaches the HSI and finally falls into a trigger zone to activate a re-decomposition

process. After new HSI is determined, all the information from the original domain

will be mapped into the new regions, then the simulation is resumed and carried on

like a conventional hybrid method. In the following section, the fixed decomposition

hybrid simulation will be introduced and then the principles for re-decomposition

follows.
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2.1 Fixed decomposition hybrid simulation

2.1.1 MD Simulation

Molecular dynamics is a computer simulation method for the behavior of an atomic

system. The simulation is performed by numerically solving Newtons equations of

motion. For a simple system, it can be written as

mj v̇j = fj (2.1)

fj = −∂E

∂r
(2.2)

E is the atom potential energy. In this study, all particle interactions are dictated by

the Lennard-Jones (LJ) potential.

E = 4ϵ

[(σ
r

)12

−
(σ
r

)6
]

r < rc (2.3)

where ϵ is the depth of potential well, σ is the distance at which the potential energy

equals zero, and r < rc is the cutoff distance for particle interactions. In the following

simulation, two types of atoms, argon and copper, are used to create fluid and metallic

solid surface. For copper-copper interaction, the parameters are given as σ = 2.277

Å and ϵ = 0.415 eV , the potential parameters were determined from the known

experimental values of cohesive energy and lattice constant at room temperature [35].

The argon-argon interaction is defined by Rahman’s simulation [36], with σ = 3.405

Å and ϵ = 0.0103 eV . For the argon-copper interaction, the parameters are obtained

in terms of the sixth-power mixing rule as

ϵAr−Cu =
2
√
ϵArϵCuϵ

3
Arϵ

3
Cu

ϵ6Ar + ϵ6Cu

(2.4)

12



σAr−Cu =

(
σ6
Ar + σ6

Cu

2

)1/6

(2.5)

All simulations are performed under NVE ensemble, the pairwise cutoff is 13 Å, and

the time step is 5 fs. The molecular dynamics is performed with LAMMPS open-

source software package [37].

2.1.2 CFD Simulation

In order to facilitate the development of coupling schemes, the widely used CFD

open-source software OpenFOAM [38] is employed. For this study the solver is only

required to solve simple single phase laminar flow. The CFD domain is governed

by incompressible Navier-Stokes equations. Since the vapor phase is intentionally

isolated from CFD region, no multiphase model is necessary. The momentum and

energy equations employed are expressed as
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)
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The pressure velocity coupling is solved with PISO (Pressure Implicit with Split-

ting of Operator) algorithm. The influences of heat transfer on fluid properties are

negligible since the CFD region is placed far from the wall, and bubble is considered

to nucleate only at surface where liquid and solid are in contact. Therefore, it is

assumed that all fluid properties in CFD region remain constants.

2.1.3 CFD-MD Coupling Schemes

The most important component of hybrid atomistic-continuum method is the HSI

where ideally mass, momentum, and energy should match seamlessly. For the cur-
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rent problem of interest, it is expected that mass flow across the CFD and MD would

be significant due to the emerging of new bubbles. In order to simulate the mass

flux across the HSI, the number of molecules within this region has to be adjusted.

However, it is known that molecule insertion and removal will inevitably introduce

noise into the molecular system. The spurious energy change can be overwhelming

without special caution. Previous studies showed this effect could be reduced by

applying a control region right above the HSI [39], as shown in Figure 2.1. The

region is specially used for deleting or inserting molecules as needed. Adjacent to

that, there are continuum to particle region, buffer region and particle to continuum

region, which are responsible for matching the thermodynamics states in the overlap

region. This approach separates the most fluctuating region from the main computa-

tional domain, and allows for sufficient controlling over the boundary conditions. The

controlling schemes will be discussed in detail in the following. As the conventional

coupling scheme, Schwarz iteration [40–42] is adopted to carry out the simulation by

alternatively applying boundary conditions to each domain.

Figure 2.1: Schematic of the HSI with control region. The control region is defined
at the top of HSI
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Particle to Continuum (P2C) Schemes

The Particle to Continuum (P2C) region is located at the CFD boundary in over-

lap region. It functions by reconstructing atomic information from MD domain to

provide boundary conditions for CFD domain. The information to be transferred for

single-phase incompressible flow includes velocity and temperature. For this purpose,

the molecules in P2C region are selected for the calculation of local velocity and tem-

perature. For each element at the boundary, a square box centered at the boundary

is defined. The velocity can be found through temporally averaging over all atoms

within the box as

ū =

⟨
N∑
1

mjvj/

N∑
1

mj

⟩
(2.8)

The chevrons are used to denote an average over time, mj and vj are the mass

and velocity of a single atom, and N is the number of atoms in that region. To

minimize the fluctuations in MD approach, each selected region should contain suf-

ficient amount of atoms to produce a stable bulk velocity. The temperature in the

MD region can be found through the kinetic theory as

T =

⟨
2

3Nk

N∑
1

1

2
mj (vj − ū)2

⟩
(2.9)

where ū is the bulk velocity calculated in equation 2.8, k is the Boltzmann con-

stant. Again, the value is averaged over the period of MD simulation.

Continuum to Particle (C2P) schemes

The Continuum to Particle (C2P) Schemes are account for the boundary of MD

simulation. In comparison with P2C scheme, it is more difficult to build a C2P

principle because of the dramatic inconsistency of degrees of freedom (DOF ) between

continuum and discrete descriptions. For a mono atomic system with N particles,
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the reconstruction of microscope state requires DOFM of 6N from macroscopic state

where DOFC equals to 5 (DOFM and DOFC are degrees of freedom for particle

and continuum domains) [43]. Therefore, it is impossible to specify every degree of

freedom for particles from the known states provided by CFD. As a compromise,

external operations are introduced to match the macroscopic states, such as bulk

velocity and temperature, with the ones from continuum domain. In the other words,

at the end of each coupling interval, the sample atoms in C2P region are expected to

show the same average velocity and temperature as dictated in CFD domain. This

can be achieved with constraint dynamics [31]. Specifically, in order to match the

average velocity of atoms to CFD velocity, an additional force that is proportional to

velocity difference will be applied to each atom within the constrained region,

v̇j = kv (ui − v̄i) +
fj
mj

(2.10)

where v̄i is the average atomic velocity, ui is the target velocity, and kv is the coefficient

determining the strength of the constraint, mj is the mass of a single atom, fj is the

conservative force associated with atomic interactions.

In the aspect of temperature, the velocity of each atom is modified by directly

rescaling so as to meet the kinetic theory based temperature,

v∗j = v̄i +

√
TC

TP

(vj − v̄i) (2.11)

where TP is the kinetic temperature given by equation 2.9, and TC is the target

temperature from continuum domain. vj is the velocity of the atom, and v∗j is its

velocity after rescaling. This scheme directly changes the atom velocity so that the

temperature in this region equals to the target within a given coupling interval.

On the side of mass conservation, the control region is placed right above the C2P

region. Particles are inserted or removed to simulate the inflow or outflow at the MD
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boundary. And this operation depends on the mass flow rate at the same position

of CFD domain. Since all the particles used here are monoatomic molecules, the

number of atoms to be deleted or created within this control region is determined at

the beginning of each coupling interval through

Zi =
uifρlAjT

mj

(2.12)

where uif is the normal velocity at MD boundary, which is extracted from CFD part

of the overlapping region. ρl is the liquid density, Aj is the cross-section area, and

T is the equivalent time period of the coupling interval. The value Zi is rounded

to its nearest integer to represent the variation of atoms, and the error caused by

rounding is counted into the next coupling interval as an additional mass flux across

HSI. Assuming a positive uif points to the direction leaving MD domain, a positive

Zi denotes the number of atoms to be deleted, and a negative Zi denotes atoms to

be inserted.

Due to the lack of information from CFD domain, the exact positions of inserted

and removed atoms are not specified. The most significant problem is the spurious

change of potential energy. If atoms are inserted randomly, they may easily ruin

the system and soon cause a complete failure of a simulation. If atoms are deleted

randomly, small cavities, which disturb the energy distribution, are created around

the spots where atoms are removed. To minimize the disturbance due to atoms num-

ber adjustment, the control region is equilibrated on the fly before a follow-up MD

simulation. It should be noted that the atoms potential energy is not minimized, the

goal of this step is to relax the atoms in given region to approach a normal state.

The equilibration is a common method to prepare a molecular system before simu-

lation. As well known, in most MD simulations, the initial arrangement of atoms is

not appropriate since it is most likely not in equilibrium state. There are some high
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potential energy spots where atoms are too close to each other, and the uneven energy

distribution causes abnormal behaviours. For example, the temperature may auto-

matically increase as simulation goes on, since the high potential energy is gradually

released when the fluid atoms are back to equilibrium. In addition, the equilibrate

state of material is also a fundamental assumption in continuum approach, and thus

being a pre-request for matching at overlap region. To find a better configuration,

sufficiently long relaxation time to the atoms in the control region is required before

performing any further operation. This procedure is currently employed as part of

the coupling approach and is carried out after adjustment for number of atoms. As

shown in Figure 2.2 , at the beginning of atoms change, the whole MD domain is

frozen (Figure 2.2(a)). The designated number of atoms change is applied to the

control region, as shown in Figure 2.2(b). After that, the atoms in control region

are released, and their bulk velocity is adjusted to zero. Then the control region is

equilibrated with constraint dynamics (equation 2.11). This process gets rid of the

abnormal energy within the system, while maintaining the temperature correspond-

ing to CFD simulation because of the constraints (Figure 2.2(c)). Since all the atoms

except those in control region are held in their original position, there is no coupling

process happening in the main MD domain. The equilibration is not counted into the

simulation time of fluid and heat transfer. In the end, the bulk velocity of atoms in

each cell of control region is assigned with the corresponding values in CFD and all

the constraints are removed before the follow-up MD simulation. After performing

these steps, the new inserted atoms, surrounding atoms and those near the deleted

atoms are no longer distinguishable from other existing ones. Therefore, it is expected

that the influence caused by changing particle number can be reduced to some extent.

In the following, the potential energy disturbance due to the number control of

atoms is examined over a 2 nm× 2 nm× 2 nm simulation box with periodic boundary
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Figure 2.2: Equilibration of control region. (a)Initial control region (b) Atoms are
inserted. (c) Atoms are equilibrated

conditions. Initially the system contains 150 argon atoms equilibrated at 110 K,

corresponding to a density of 1244 kg/m3. The small case is studied since the cells in

control region are usually much smaller than the whole MD domain in hybrid method.

In order to simulate a mass flux entering MD domain, 1-10 atoms (0.67%-6.7% of the

total atoms) are randomly inserted into the system. The insertion scheme forces

a minimum distance of 0.22 nm between new and existing atoms. This constraint

is applied in order to accelerate the energy adjustment. The point of insertion is

randomly selected and tested until the coordinate meets the requirement. It takes

only a few attempts since the required distance is much shorter than the average

distance between atoms. Despite the limitation, the inserted atoms still have much

higher potential energy compared with existing atoms. The problem is remitted by

the energy minimization procedure which moves the new atoms along their force

direction to a lower energy state. After that, all atoms are equilibrated for 200 time

steps with constraint dynamics. Figure 2.3(a) shows the variation of the average

potential energy of fluid atoms after insertion. The variation of potential energy is

calculated by
(
Ūt − Ū0

)
/Ū0, where Ū0 is the initial average potential energy, and

Ūt is that for time t. The number of atoms is adjusted at the 100th time step

and causes an enormous change of the potential energy. The horizontal lines give

reference percentage changes of 5%, 0%, and -5%. Since the original potential energy

is negative, the increase of energy shows a negative percentage change. After a few

time steps, the average potential energy tends to be stable. However, due to the
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density change, the mean potential energy does not converge to the original value

and it deviates even more when more atoms are inserted. Upon inserting 10 atoms,

the mean potential energy produces a deviation of 5% from the original one. Figure

2.3(b) shows the energy variation after atoms are removed. Though the deletion will

not lead to a failure of simulation as atoms insertion, it still causes significant energy

change. The influence can also be reduced by the process of equilibration. In this

case, the energy change is about 5% after equilibration if 7 atoms (4.7%) are removed

from the system. Provided that only a small portion of the particles (less than 4.7%

in this case) is modified each time, the method is generally helpful to stabilize the

MD simulation where number of atoms changes.

2.2 Hybrid atomistic-continuum method

In a hybrid atomistic-continuum method, the simulation domain is decomposed into

CFD and MD regions. And the HSI is defined where the two regions overlap. The

critical part of this simulation is the bubble nucleation on the solid-liquid contact

surface, where phase change happens as a result of continuous heating. Apparently

MD should account for this region. In most hybrid methods, the particle region is

very small, the bubble will touch the HSI soon after it begins to grow. The classical

hybrid method has two difficulties in dealing with this situation. The first problem

is related to the intrinsic flaws in CFD fluid models. For example, at nano-micro

scale, the force caused by surface tension is considered to be a function of curvature,

and it is also likely to depends on many other conditions. In addition, the existing

liquid-vapor phase change models can hardly handle this case. While some phase

change models considered the molecular essence theoretically based on Herz-Knudsen

equation [44], it is very difficult to provide a reliable uptake coefficient. The accuracy

of interface tracking in CFD is also questionable. The second problem is the selection
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of CFD cell size. As a fundamental assumption of CFD simulation, the material must

be at local equilibrium. The size of cells in HSI should be at least one magnitude

larger than the mean free path. The mean free path of liquid is usually smaller

than molecular diameter, but for gas, the mean free path can be several hundreds of

molecular diameters. If the bubble is going to enter CFD region, the cell size has to

account for both liquid and gas conditions. It causes a dilemma in choosing the right

value. Assuming the gas mean free path is 100 times of molecular diameters, and the

cell size is 10 times of gas mean free path, the 3-D cubic cell will contain at least 109

molecules if it is filled with liquid. In this case, the detailed fluid dynamics are not

considered, and the simulation cost of one cell is already beyond the capability of most

machines. In this study, the problems are circumvented instead of being ignored. As

a matter of fact, all the potential problems are induced by liquid-vapor interface. If

the interface stays in MD region, the CFD approach has no problem in dealing with a

single phase flow. The CFD can even have different regions and different cell sizes for

the two phases separately, as long as the fluid phase in each region is already known.

2.3 Domain re-decomposition

In order to take full advantage of the MD approach while reducing the computational

cost, the hybrid simulation needs a proper distance between the liquid-vapor interface

and HSI. If the HSI is too far away, unnecessary computational effort has to be placed

on simulating bulk liquid. If the HSI is too close, its fluid properties will be greatly

influenced due to the phase change. Therefore, the liquid-vapor interface needs to be

detected every few time steps and a follow-up re-decomposition process should take

place to adjust the position of HSI according to the position of the bubble. As shown

in Figure 2.4, a trigger region is defined in MD to examine the phase distribution

of the fluid inside. The trigger region is at a proper distance (d1) away from CFD
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boundary so that fluid in HSI can be considered as bulk liquid. It is also at a proper

distance (d2) from solid surface since the fluid near the surface has to be simulated

by MD. Since the liquid and vapor densities are quite different, their interface can be

easily identified by counting the molecules in each selected region. When the interface

is too close to the HSI, the MD region will be extended, and when the interface is too

far from HSI, the MD region shrinks to reduce the number of particles. The trigger

zone is placed at a roughly constant distance away from CFD region, and it might

change shape or size wherever/whenever necessary. Once a least distance between

HSI and liquid-vapor interface is defined, the number of particles can be minimized

if the domain is re-decomposed every time step. However, considering the errors

introduced and time consumed by transferring the information, it would be better

to allow the trigger zone to stay in MD region and modify the domain only if the

interface is about to move out of this zone.

Figure 2.5 exhibits the possible situations when the dynamic re-decomposition

method is applied. In Figure 2.5 (a), the bubble shrinks so that it is too far from

the HSI. The simulation is suspended and the CFD and MD domains are reassigned.

The CFD information is mapped from the original mesh to the new mesh. For the

increased HSI region shown in the box, information cannot be extracted from the

previous mesh. However, it can be calculated by MD simulation in the same way as

P2C schemes (equation2.10 equation2.11). In addition, atoms that no longer belong

to the MD domain are removed with the rest remain unchanged. In Figure 2.5 (b),

the bubble grows and it is too close to the HSI. The overlap region is moved upward

and new atoms will be created to fill the new region. Since the fluid in the new region

has to be liquid, the number of atoms to be created is

Z =
ρlV

M
(2.13)
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where V is the volume of the new region, M is the atom weight. The atom creation

is similar to the atom insertion for the mass flux control, except that all atoms are

created at the same time. The information from CFD is used to dictate the states

of these new atoms. Since the large amount of randomly inserted atoms are far from

the equilibrium state, sufficient time is required for those atoms to equilibrate to a

lower energy state with constraints associated with CFD states. After that, their

bulk velocities are also changed to corresponding velocities in each CFD cell.

Once re-decomposition is accomplished, the simulation will be resumed. The hy-

brid method works again like a fixed decomposition method, until the bubble interface

changes too much that another re-decomposition process is required.

For the MD domain in boiling process, it should be noticed that only the fluid close

to the wall and HSI is liquid despite the expansion. The majority of the fluid after

phase change is in vapor state, which has a much lower density. Therefore, the total

number of atoms is expected to be only slightly changed. Since the computational

cost of MD mainly depends on the number of atoms, it is believed that simulation of

vapor phase is much cheaper than that of condense liquid.
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Figure 2.3: Variation of the average potential energy of argon atoms. The change of
the atoms number occurs at the 100th time step. (a) Atoms are inserted. (b) Atoms
are deleted
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Figure 2.4: Hybrid computational domain with a trigger region.
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Figure 2.5: Domain re-decomposition at different conditions. (a) The bubble is too
far from the HSI (b) The bubble is too close to the HSI. The dash line is the original
MD domain.
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Chapter 3

RESULTS

3.1 Model Validation

3.1.1 Sudden Start Couette Flow

A simulation of sudden start Couette flow with heat transfer is used to examine

the capability of the proposed schemes. As shown in Figure 3.1, a 2D computational

domain with 20 nm in width and 26 nm in height is prepared. The periodic boundary

condition is applied to the left and right sides. The domain from the bottom to 16

nm is the MD region, which contains 11,778 fluid argon atoms. It is bounded by a

fictitious top wall that imposes a perpendicular force to prevent atoms from drifting

away. The potential is also governed by equation 2.3, where r is defined as the distance

between the atom and the wall, with σ = 3.405 Å and ϵ = 0.0303 eV . The bottom

wall is composed of two layers of copper atoms, the top layer is held at 110 K, and

the atoms in bottom layer are stationary to model a semi-infinite potential of the

solid wall [45]. The domain from 8 nm to the top is the CFD region, and this part is

divided uniformly into 10×9 cells. Initially the fluid is equilibrated at 110 K and the
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bulk velocity is set to be 0 m/s. The bottom wall in MD is held at 110 K and kept

stationary, while the top boundary in CFD has a lower temperature of 90 K and a

constant velocity of 100 m/s. It should be pointed out that this problem is a classical

single-phase problem, which can be easily and accurately solved by a standard CFD

solver. Therefore, the full CFD result can serve as a reference result.

Figure 3.1: Coupling simulation domain for Couette flow with heat transfer. On the
right shows the geometry height, with the liquid-solid contact surface at 0 nm.

According to the statistical mechanics, MD simulation is always accompanied with

thermal fluctuations. When the fluid properties and variables are calculated based on

the simulation, the results will contain random noises. This influence can be reduced

by taking a time-average of the variables, however, there are insufficient timesteps

to evaluate for a transient problem. The hybrid method has the same problem since

MD is involved. To minimize its influence in this problem, the hybrid simulation

results are averaged over 10 cases, whose initial states are selected after different

equilibration times. The state velocity and temperature profiles at the same period
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are averaged and shown in Figure 3.2(a) and Figure 3.2(b), along with the results

of full CFD simulation. After the sudden change of the boundary conditions, the

velocity distribution arrives at steady state at about 1.2 ns, and for temperature it

takes about 2.4 ns. The profiles show a good agreement between the coupling method

and standard CFD method at all the selected time steps. It proves that the coupling

schemes mentioned above are able to handle the information transfer between the two

domains. However, the domain re-decomposition is not triggered due to the absence

of phase change. Therefore, the method functions like a fixed decomposition hybrid

scheme.

Figure 3.2: Comparison of pure CFD simulation and hybrid simulation results. Pure
CFD results are shown in lines. The points are MD and CFD results in coupling
method. (a) Velocity profile for simulation without re-decomposition (b) temperature
profile for simulation without re-decomposition (c) velocity profile for simulation with
re-decomposition (d) temperature profile for simulation with re-decomposition
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3.1.2 Couette Flow Simulation with Domain Re-decomposition

In order to examine the domain re-decomposition process, the same fluid problem

is simulated with the same setup. But this time the re-decomposition is artificially

triggered at the following times: 0.21 ns, 0.41 ns and 0.81 ns. The simulation domains

at different times are shown in Figure 3.3. At each time, the HSI is moved upward

by 2 nm. Correspondingly, new atoms are inserted into the system while CFD region

retreats at the same rate. The results of coupling simulation with re-decompositions

are also averaged over 10 cases. Figure 3.2(c) and Figure 3.2(d) show the comparison

of these cases with full CFD simulation case. In general, it is found that the hybrid

method can still reproduce the results provided by the standard CFD solver. In

addition, it is observed that the CFD data points decrease as MD data points increase

at the same pace due to the change of each region size. It is also noticed that the

combined domain remains unchanged all the time. In fact, it cannot be extended

during the simulation, since there is no information available for a newly created

region.

Figure 3.3: Coupling simulation domains at different times. The re-decomposition
times are 0.21 ns, 0.41 ns and 0.81 ns

In the studies above, the hybrid method is examined to be capable of solving

a transient Couette flow. The results from the combined domain match well with
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the results from full CFD simulation. In addition, the re-decomposition strategy is

applied to the same problem, and it is proved to have minimal effect on the simulation.

Based on these facts, the simulation can be modified as a vapor bubble nucleates

in the MD domain, while the functions of HSI and CFD domain remain unchanged.

As long as the bubble is limited within MD region, all multiphase physics can be con-

sidered intrinsically. Therefore, the hybrid method can be used to solve the specified

phase change problem without further assumptions.

3.2 Nucleate Boiling on Structured Surface

In the following, a nucleate boiling simulation is performed with the dynamic re-

decomposition coupling method. As shown in Figure 3.4, a solid surface with nanos-

tructure is created with atoms. The MD region has a height of 55 nm and a width

of 50 nm, and the cavity size is 5 nm × 5 nm. The top boundary of CFD is placed

sufficiently far away from the solid wall such that the boundary effect could be re-

duced as much as possible. The dynamic HSI introduced above is used to connect

these two regions. The system has an open boundary at the top where a constant

pressure of 1 MPa is applied. The bottom of MD region is bounded by copper atoms.

Similar to the previous case, one layer of stationary atoms shapes the wall geometry,

and another layer of atoms on their top are free to move. The left and right bound-

aries remain periodic. At 1 MPa, argon has a boiling point of 116 K, the simulation

conditions are designed based on this fluid property. At the beginning, the fluid is

equilibrated at a temperature close to but below boiling point, then a modest su-

perheat is applied to the solid surface to induce the nucleate boiling. Since the fluid

temperature is around the boiling point before and after heating, all liquid proper-

ties used in coupling schemes and CFD are considered to be unchanged and equal to

those for saturated liquid at 1 MPa and 116 K, as displayed in Table 3.1. The vapor
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properties are not used since the HSI and CFD regions only accounts for liquid.

Density (Kg/m3) 1196
Cp(J/g K) 1.2771

Dynamic Viscosity (µPa s) 120.82
Thermal Conductivity (W/m K) 0.08828

Table 3.1: Argon fluid properties at 116 K, 1 MPa

Figure 3.4: The geometry of the hybrid simulation case for nucleate boiling

Before performing coupling simulation, the argon atoms are created in MD domain

and their density is adjusted to match the liquid density. The fluid is carefully

equilibrated at 110 K with negligible bulk velocity. The potential energy of atoms is

shown in Figure 3.5, the copper atoms are not included. At steady state, the potential

energy distribution in internal fluid is homogeneous, while the fluid adjacent to the

solid surface has lower potential energy due to the interaction between copper and

argon atoms. After equilibration, all the thermostats on the fluid are removed, the

solid atoms temperature is suddenly changed to 130 K and it is maintained by exterior

energy flux. With the heat conduction through the surface, fluid atoms near the solid

wall are heated up, leading to a fierce motion. Meanwhile, part of the energy from
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heating is transferred into potential energy, as shown in Figure 3.5(b). The random

distribution of the energy appears to be disturbed by the heating.

Figure 3.5: The potential energy of argon atoms during heating. (a) Potential energy
right after equilibration (b) potential energy at 1.1 ns

Although the solid temperature is maintained above boiling point, it takes a while

before the phase change taking place. In the meantime, the fluid particles gradually

accumulate energy from heating, but they are not able to break away from solid

atoms. In Figure 3.6, a small bubble is observed at around 1.5 ns. It shows the

cavity at the center becomes the only nucleation site. The inner fluid of the bubble

has lower density and higher potential energy, thus it can be easily distinguished as

vapor phase. The bubble grows quickly once it nucleates. As it approaching is HSI,
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the simulation domain is re-decomposed automatically. In order to accommodate

the bubbles growing size, the MD boundary is moved upward, and the CFD region

retreats to make room for HSI. This process works like the previous one, except that

the re-decomposition is dictated by the interface position. The bubble has a sphere

shape firstly, but later it appears to be compressed from the two sides. As a result,

it grows a lot higher but not much wider. The compression is likely to be caused

by the periodic boundary. As the bubble size becomes comparable to the width, the

boundary effect can be significant.

Figure 3.6: Nucleate boiling on structured surface at 130 K. The CFD region shows
the temperature distribution, and the MD region shows the atoms potential energy.

A close look at the three-phase contact region is shown in Figure 3.7, which

is selected from the nucleate boiling at 2.4 ns. The solid copper atoms are also

displayed. In the MD simulation, the nanoscale discontinuity at liquid-vapor interface

is considered. With the high-resolution modelling, the interface appears to be unstable
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and distorted at the initial state of bubble nucleation, which makes the effect of surface

tension and line tension even more complex. It is also noticed that a layer of atoms is

absorbed to the solid even though the fluid near the cavity is sufficiently heated. This

region is often referred to as non-evaporating thin film region [46]. Due to the strong

interaction of copper atoms, this layer can hardly escape from the surface. The tiny

structures in this region show that a MD simulation is necessary when their size is

comparable to the bubble size.

Figure 3.7: Three-phase contact region

With the same initial conditions, the boiling is simulated as the solid tempera-

ture is changed to 140 K. This time, the phase change occurs earlier at the higher

superheat, as displayed in Figure 3.8. While the first nucleation site is still at the

cavity, the surrounding fluid atoms are more activated. Sometimes small bubbles

are observed to emerge directly on flat surface. The vapor-solid contact line extends

quickly. As a result, the meniscus region under the bubble is not clearly displayed.
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Since the simulation domain is periodic, it is finally approaching a film boiling.

Figure 3.8: Nucleate boiling on structured surface at 140 K. The CFD region shows
the temperature distribution, and the MD region shows the atoms potential energy.

As the boiling induces a significant mass flux crossing the HSI, the number of

atoms in MD region is closely related to the phase change rate and bubble dynamics.

The variation with respect to time is plotted in Figure 3.9. At first, the total number

of atoms decreases slowly, that is when the liquid near the solid wall expands under

heating. After a while, phase change happens and large amounts of molecules are

pushed out of the MD region. The bubble keeps growing and when the domain re-

decomposition is performed, a new layer of liquid molecules is inserted. The atoms

number increases instantly, and later it gradually decreases as evaporation going

on. The same pattern is observed again once the bubble is too close to the new

HSI. There is no data point on the jumps, since the time for atoms insertion and
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equilibration is not counted into simulation time. At this point, it is worth examining

Figure 3.9: Number of atoms variation over time. (a) Wall temperature is 130 K (b)
Wall temperature is 140 K

how much the domain re-decomposition method has reduced the computational cost.

As many studies point out, the hybrid simulation method has an advantage over pure

MD method when it comes to computational efficiency. The main reason is that

the number of particles in system can be reduced a lot. Nevertheless, most of the

computing resources are still consumed on MD simulation. In this study, the particle

number is monitored to represent the computational load. For the case in Figure

3.6, the variation of atoms number is plotted with line and points. Assuming the

same problem is solved by a fixed-decomposition method, the atoms number change
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can be estimated based on the known results. The comparison of two conditions

is shown in Figure 3.10. Figure 3.10(b) shows the case of a fixed-decomposition

Figure 3.10: CFD and MD domains at different time steps

method, CFD will only serve as an open boundary. As the bubble needs to be

confined in MD region, the CFD region needs to be set far enough so that the bubble

can never touch it. Under this condition, the initial MD region should be at least the

maximum size in the dynamic re-decomposition method. The domain is decomposed

into MD and CFD regions at the beginning, and remain unchanged throughout the

simulation. Therefore, the initial number of atoms can be estimated by the liquid

density and MD domain size, while the final number of atoms should be the same
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as it is in the dynamic re-decomposition simulation. Since the phase change rate

should not be changed by changing the method, the atoms number variation for a

fixed decomposition method can also be estimated, as shown in Figure 3.11. The

graph shows the number of atoms in a fixed decomposition method is much larger in

most of the time. Obviously, the initial atoms number has to be further increased

if the bubble finally grows larger. Therefore, for an extended domain with longer

simulation time, the dynamic re-decomposition method has a huge advantage over a

fixed decomposition method.

Figure 3.12 shows the cumulative energy added to the copper layer to keep it at

constant temperature. In general, the energy flux is higher for the case with larger

superheat. Since the bottom boundary in the coupling simulation is adiabatic, the

energy is mostly absorbed by the fluid atoms, and transferred into kinetic or poten-

tial energy. When the solid temperature is changed at the beginning, the energy

input increases sharply. The heat transfer soon slows down, as the fluid adjacent

to the surface is heated. It is also observed that significant energy flux enters the

fluid before the phase change occurs, as the atoms near the wall keep gaining internal

energy. Though the bubble nucleation in the two cases happens at different times,

it is interesting to notice that the total energy absorbed by the fluid before phase

change is very close. After the bubble emerges, the total energy flux keeps increasing

to support the continuous phase change during bubble growth. Due to the limited

size of computational domain, the simulation turns into film boiling once the bubble

approaches the periodic boundaries. Therefore, only the onsets of nucleate boiling

at molecular level are successfully displayed. The same method can be easily devel-

oped for a 3-dimensional problem with more complex structured surface if a higher

computational capability is provided.
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Figure 3.11: Comparison of atoms number in simulation. The dash line show the
estimated atoms change if a fixed decomposition method is used for the same case.
(a) Wall temperature is 130 K (b) Wall temperature is 140 K
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Figure 3.12: The cumulative energy flux flowing into the system
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Chapter 4

CONCLUSION AND
DISCUSSION

A dynamic re-decomposition hybrid atomistic-continuum method that extends the ca-

pability of previous coupling method by allowing the HSI to track the discontinuous

regions is presented. It is demonstrated that the current coupling approach is capable

of reproducing Couette flow results that is also solved through full CFD method. In

addition, the method is applied to simulate nucleate boiling phenomena on nanostruc-

tured surface. The simulation reveals atomic level behaviors of fluids nearby the solid

and the variation of energy flowing into fluid during this process. The efficiency of the

dynamic re-decomposition method is also examined through comparing to the fixed

decomposition method. It is found that the dynamic re-decomposition method needs

less atoms to simulate the problem with the same computational domain. The ap-

proach is promising for solving micro/nanso-scale boiling problems where nano-bubble

dynamics, phase change rate, and wettability effects are still not well understood.

For all the cases described above, the shape of HSI maintains flat all the time.

This is not very computationally efficient when the simulation domain is much wider

than the bubble. In our future work, the dynamic re-decomposition method will be
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further studied with respect to complex geometry. An improved method needs more

consideration on determining the location/shape of boundaries thereafter the HSI,

as shown in the Figure 4.1. The geometry of HSI could be in an arbitrary shape,

which depends on the shape of liquid-vapor interface in the MD region whose domain

intends to be minimized. However, to the knowledge of the authors, the condition

could be even more complicated if multiple bubbles emerge and detach during the

process. It should also be noted that it is unnecessary to find a perfect shape of HSI

that surrounds the bubbles, since the over-sharpness between two adjacent bubbles

could cause numerical instability. Therefore, a satisfactory boundary depends on the

trade-off between computational cost and mesh quality. It is also indicated in the

Figure 4.1 that a CFD domain could also be placed within the vapor domain once

the bubble is extremely large. Though it is true that the simulation cost on vapor

is usually negligible, if the size of vapor region is thousands of times larger than

that of liquid region, the bulk vapor should be simulated through a separate CFD

region where another HSI should be utilized to couple its outer MD region. In this

way, the only regions left in MD are the walls and liquid-vapor interfaces where the

discontinuity and fluctuations play a significant role.

Figure 4.1: Domain decomposition when multiple bubbles exist

43



Appendix A

Coupling Loop

1 atoms . evo lve ( ) ; // MD run

3 // f l a g f o r whether the domain i s to be redecomposed

i f ( atoms . updateGeo ( ) )

5 updateSwitch = true ;

e l s e

7 updateSwitch = f a l s e ;

9 In f o << ”Time = ” << runTime . timeName ( ) << nl << endl ;

11 #inc lude ” readPISOControls .H”

#inc lude ”CourantNo .H”

13

fvVectorMatr ix UEqn

15 (

fvm : : ddt (U)

17 + fvm : : div ( phi , U)

− fvm : : l a p l a c i a n (nu , U)

19 ) ;
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21 s o l v e (UEqn == −f v c : : grad (p) ) ;

23 // −−− PISO loop

#inc lude ”TEqn .H”

25

f o r ( i n t co r r = 0 ; co r r < nCorr ; co r r++) {

27 vo l S c a l a rF i e l d rAU(1 . 0 / UEqn .A( ) ) ;

29 vo lVec to rF i e ld HbyA( ”HbyA” , U) ;

HbyA = rAU ∗ UEqn .H( ) ;

31 s u r f a c e S c a l a rF i e l d phiHbyA

(

33 ”phiHbyA” ,

( fvc : : i n t e r p o l a t e (HbyA) & mesh . Sf ( ) )

35 + fvc : : i n t e r p o l a t e (rAU) ∗ f v c : : ddtCorr (U, phi )

) ;

37

adjustPhi (phiHbyA , U, p) ;

39

f o r ( i n t nonOrth = 0 ; nonOrth <= nNonOrthCorr ; nonOrth

++) {

41 f vSca la rMatr ix pEqn

(

43 fvm : : l a p l a c i a n (rAU, p) == fvc : : d iv (phiHbyA)

) ;

45

pEqn . s e tRe f e r ence ( pRefCel l , pRefValue ) ;

47 pEqn . s o l v e ( ) ;

49 i f ( nonOrth == nNonOrthCorr ) {

phi = phiHbyA − pEqn . f l u x ( ) ;

51 }

}
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53

#inc lude ” con t inu i t yEr r s .H”

55

U = HbyA − rAU ∗ f v c : : grad (p) ;

57 U. correctBoundaryCondit ions ( ) ;

}

59

runTime . wr i t e ( ) ;

61

i n t dummy;

63 i f ( runTime . outputTime ( ) ) {

r e c on s t r u c tF i e l d s ( runTime , argv ) ;

65 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

67 moveMeshToTime( runTime , argv ) ;

Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

69 i f ( updateSwitch ) {

71 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ c r e a t e new mesh

blockMeshNow( runTime , argv ) ;

73 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

75 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ moving timeStep mesh to the temp

f o l d e r

moveTimeMeshToTemp( runTime , argv ) ;

77 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ moving cur rent f i e l d s to the temp

f o l d e r

79 moveFieldsToTemp ( runTime , argv ) ;

Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

81 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ map f i e l d s

mapFieldsNow ( runTime , argv ) ;

83 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;
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// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ moving f i e l d s in 0 to t imestep

85 moveFields0ToTime ( runTime , argv ) ;

Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

87 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ moving cur rent mesh to t imestep

moveMesh0ToTime( runTime , argv ) ;

89 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ r e s e t f i e l d s in 0

91 r e s e t 0F i e l d s ( runTime , argv ) ;

Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

93 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ move f i e l d s to proce s so r0

moveFieldsToProcessor ( runTime , argv ) ;

95 moveMeshToProcessor ( runTime , argv ) ;

97 Pstream : : s c a t t e r (dummy, Pstream : : b lock ing ) ;

break ;

99 }

101 }

CouplingLoop
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