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ABSTRACT

In recent years, a wide range of resource-constrained devices have been built and

integrated into many networked systems. These devices collect and transfer data over the

Internet in order for users to access the data or to control these devices remotely. How-

ever, the data also may contain sensitive information such as medical records or credit

card numbers. This underscores the importance of protecting potentially sensitive data

before it is transferred over the network. To provide security services such as data confi-

dentiality and authentication, these devices must be provided with cryptographic keys to

encrypt the data. Designing security schemes for resource-limited devices is a challenging

task due to the inherit characteristics of these devices which are limited memory, process-

ing power and battery life. In this dissertation, we propose lightweight polynomial-based

cryptographic protocols in three environments that encompass resource-constrained de-

vices which are Wireless Sensor Network (WSN), Fog Computing, and Blockchain Net-

work. With polynomial-based schemes, we guarantee high network connectivity due to
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the existence of a shared pairwise key between every pair of nodes in the network. More

importantly, the proposed schemes are lightweight which means they exhibit low mem-

ory, processing and communication overheads for resource-constrained devices compared

with other schemes. The only problem with polynomial-based schemes is that they suf-

fer from node-captured attacks. That is, when an attacker captured a specific number of

nodes, the attacker could compromise the security of the whole network. In this disserta-

tion, we propose, for the first time, polynomial-based schemes with probabilistic security

in WSNs. That is, when the attacker captured a specific number of sensor nodes, there is

a low probability the attacker could compromised the security of the whole network. We

show how we can modify system’s parameters to lower such attacks.
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CHAPTER 1

INTRODUCTION

The Internet has changed radically from being a small network that used to con-

nect a few computers to a worldwide network that now connects billions of computers

around the globe. It was designed to facilitate transferring data and sharing resources

between network computers located in different places. When the Internet started, the

majority of the connected devices were merely computers. However, in the recent years,

different types of devices beyond computers, including smartphones, smart vehicles, and

smartwatches have emerged and have the ability to connect and share data. These de-

vices differ from computers in terms of their memory, processing, and battery capabil-

ities. Most of the smart devices (i.e., Internet-of-Things (IoT)) are equipped with sen-

sors that convert physical signals collected from the environment into a digital signal to

be processed. These sensors have limited memory, computational capabilities, and low-

processing powers but have network capabilities that allow for sharing and exchanging

data between devices. For example, cellphones are equipped with GPS sensors by which

the data collected can be submitted to the cloud to provide smart navigation services. An-

other example is sensors that are embedded in a light bulb and allow homeowners to turn

lights on and off remotely while managing energy consumption. It is worth mentioning

that when transferring data between devices and allowing data to be managed remotely,
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these devices need to be connected to the Internet in some way, so their data can be ac-

cessed anywhere. Providing such smart services comes with penalties; once the devices

are connected to the Internet, they are exposed to various attacks. The proliferation of

Internet-of-Things devices necessitates securing the data before transmitting them across

networks that involve the Internet.

Why do we care so much about securing the data ? As of today, almost every

government, business, institute, and organization in the world is connected to the Inter-

net to provide a convenient way for users to access their online information from their

smart devices anywhere and at any time. Nowadays, people can use their smart devices

to access their bank accounts, manage their government documents, control their home

appliances and access their medical records. This involves submitting sensitive infor-

mation such as credit cards, social security numbers, or insurance IDs over the network

in order to access the services. The Internet is a public channel where various attacks

on data exist. The number of data breaches has been increasing dramatically, in which

the attackers aim at damaging online services and obtaining sensitive information such

as credit cards and medical records. In 2015, a data breach targeted and stole Anthem,

Inc.’s servers’ results in 37.5 million records containing sensitive information about their

customers. Another data breach incident occurred that affected Experian, an informa-

tion solution company, in which hackers attacked the company server and stole about 15

million T-Mobile customers’ records, which included customers credit card numbers and

other uniquely identified information [1]. Due to the heavy reliance on technology and

the proliferation of Internet-of-Thing devices, it has become increasingly important for
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many organizations and companies to secure online information and protect their users’

data; otherwise, the users’ information becomes susceptible to attacks.

1.1 What is Security?

The term ‘Security’ is defined as “the quality or state of being secure- to be free

from danger” [2]; in computing, security means protection against adversaries whose

main purpose is to do harm either intentionally or inadvertently. Computer security is

a broad term that encompasses, but is not limited to physical, communication, network,

and information security where each aims at protecting specific aspects of a computer

system. For example, physical security is related to protecting computer hardware, which

includes memory, processors, device drivers, etc. Also, communication security focusses

on protecting the communications’ medias and their contents; while network security

provides protection to the networking components and connections. Information security

is related to protecting data that are in transit across the network or in storage at various

computing devices.

In this dissertation, we refer to the information security when discussing the secu-

rity aspects of various applications.

1.1.1 Security Services

Information security is related to protecting the confidentiality (C), integrity (I)

and availability (A) (called CIA-triangle) of the information and data that are either in

storage, processing, or transmission [3], the general picture depicted in Figure 1. Each of

the aforementioned security services, the CIA-triad, intends to protect a specific attribute
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Figure 1: Information Security CIA triangle

of the information, as explained below.

Confidentiality

Confidentiality aims at protecting the information from being accessed by unau-

thorized parties. Thus, it ensures that only the authorized users have access to the data.

Data confidentiality becomes of great importance to protect the personal, financial, health-

related information of its users.

Availability

Availability ensures that authorized users can access the information as needed.

The information aspect is crucial for many businesses in which the data should be avail-

able; otherwise, the unavailability of the data negatively impacts the businesses. For

example, online banking makes the data available 24/7 for their customers to access their

data; otherwise, unavailable financial services could impact their business and/or personal
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accounts. According to Matt Bishop [3], “an unavailable system is at least as bad as no

system at al”. The availability attribute plays a significant role in critical systems such as

power grids, in which the unavailability of such systems could affect the power supplies

of the whole nation; redundancy and recovery mechanisms are the main security func-

tions addressing and enhancing the availability of critical computing systems [4].

Integrity

Integrity ensures that information has not been modified or altered by unautho-

rized parties. Preserving the integrity and accuracy of information is important in many

applications. For instance, in pharmaceutical applications in which the data are very sen-

sitive or where a simple change in one letter could lead to inappropriate medication use or

patient harm. In addition, in financial applications, a small change in data could result in

having a huge impact on the business. For example, instead of transferring 100, 000 from

an account, a slight change in data could result in transferring 1, 000, 000 instead, which

shows how a small change could have a huge impact and thus making data integrity a

significant part of such applications.

Authentication

Authentication is another security service that plays a major role in validating the

identity of users in the cyberworld. Authentication aims at ensuring that entities (i.e., a

user or system) are who or what they claim to be, and that only the authenticated user or

system can access the system and utilize the resources.
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1.1.2 Security Methods

In order to provide the aforementioned security services, we need methods or

mechanisms. The security method is a tool or procedure designed to provide security

services. Cryptography is one set of techniques to provide information security, and it is

considered the main building block for many security methods.

Cryptography started as the “art and since of encryption” [5]. Encryption is the

main and only tool designed to provide data confidentiality even in the presence of third

parties: the adversaries. With encryption, data are protected either in storage or transit

around the Internet. That is, if the data has been captured by an adversary, it is considered

secured because it is encrypted and thus could not be read. Nowadays, cryptography is a

term that involves authentication, hashing techniques, digital signatures, and many more

mathematical techniques related to information security.

Digital signatures provide similar properties that are provided by the real-world

signatures. It is used to assure a user has approved specific online requests. More impor-

tantly, it provides a non-repudiation service that assures a user could not deny a request

that involves his/her signature.

A hashing function, also called a message digest, is a one-way function that takes

a variable length input and produces a fixed-size output. Hashing functions are utilized in

many applications to provide data integrity. For example, malware detection applications

check the hash of a file’s size to detect if it is embedded with a virus or if it has been

modified by malware software. The main use of the hash function is for digital signa-

tures; instead of signing the whole message, which is very large and results in expensive
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computational operations, the hash of the message is a small size that results in faster

signature processing [5].

In general, the field of cryptography is divided into two main categories: sym-

metric cryptosystems and asymmetric cryptosystems (Public Key cryptosystems), each

of which includes tools and protocols offering security services with different security

strengths and requirements. Another key point that is related to the cryptosystems is key

management.

1.2 What is the Key Management?

In order for two parties to communicate and exchange data securely across net-

works, they must share a key in advance before transmitting any data. The key that is

shared between the parties must be delivered through a secure channel; otherwise, if an

adversary captures the key, he/she could decrypt all data transferred between the parties.

Due to the significant role of keys in securing data, key management is a crucial part in

many computing systems. Key management covering all aspects related to key genera-

tion, distribution, establishment, and revocation.

In symmetric cryptosystems, the same key is used for both encrypting and de-

crypting data. That key represents a shared secret between two or more parties who want

to share secret information. If the secret key is compromised, all data related to all parties

are compromised as well. Thus, the secret key must be revoked, and new keys must be

generated and distributed securely to all parties. Due to the shared access to the crypto-

graphic key, the key management becomes complicated, especially when the number of
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parties increase.

On the other hand, in asymmetric cryptosystems, every party in the system has

a pair of keys: a public and private key. The public key can be seen by anyone in the

system, while the private key is kept in a secure place and only known to its owner.

The public key and private key are correlated in some way, but it is computationally

infeasible to drive the private key from the public key [6]. When the data are encrypted

with a public key, they can be decrypted with the corresponding private key and vice

versa. If the private key of one party gets compromised, only data related to that party

are affected. In addition, only the compromised party needs to get a new pair of keys.

The public-Key Infrastructure (PKI) makes the key management simpler, and it is an

efficient scheme, especially in large networks. The PKI involves a certificate authority

(CA) that is responsible to create digital certificates for every entity in the network. The

digital certificate binds the party’s identity to its public key, which is used to authenticate

valid parties and eliminate any adversary that tries to impersonate a valid party in the

system. Although both symmetric and asymmetric cryptosystems provide encryption and

authentication methods, an asymmetric cryptosystem is the only one to provide digital

signatures and non-repudiation security services. Because each party has its own private

key, which is only known to its owner, the encryption with the private key is called the

signature of the owner of that private key. Anyone with an access to a party’s public-key

can use it to validate its signature. With this feature, a public-key cryptosystem provides

a non-repudiation security mechanism that assures a party could not deny the validity of

doing something since it includes its own signature.
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However, symmetric cryptosystems are very fast compared with public-key cryp-

tosystems and makes them suitable for encrypting large messages. Symmetric cryptosys-

tems require smaller key sizes and a smaller number of computations and result in a

fast processing (i.e., encryption or decryption) of data. However, because the security

of asymmetric cryptosystems is based on some computational assumptions, it requires

large key sizes, which results in more computations that make their data processing very

slow when compared with the symmetric cryptosystems. For the aforementioned reasons,

asymmetric cryptosystems are mainly utilized for key management and digital signatures,

while symmetric cryptosystem are utilized for encryption/decryptions of data [6].

1.2.1 What is Key Distribution?

Key distribution is the main component of security subsystems of both distributed

systems and communication networks [7]. The proliferation of devices that are smaller in

size and limited in their memory, processing, and battery capabilities, which become an

integral part of the network systems, pose new challenges and require novel key distribu-

tion approaches.

The existing cryptographic protocols for key distribution schemes in computer

networks are not feasible for resource-constrained devices due to the devices’ inherent

characteristics (i.e., limited memory, processing, and battery powers). Public-key infras-

tructure has been utilized for key distribution (i.e., key exchange protocols) in computer

networks. However, public-key cryptosystems are not suitable for resource-constrained
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devices because their memory and processing requirements exceed the devices’ capabil-

ities. There are many approaches introduced in the literature addressing key distribution

in systems that are comprised of limited-resource devices.

In this work, we aim at providing lightweight cryptographic solutions for key

distribution/management in various environments that encompass constrained devices.

1.3 Application Domains

There are a great number of applications such as healthcare and military applica-

tions in which security is an inherent part of the services provided by such applications.

In this dissertation, we consider three popular application domains: Wireless Sensor Net-

works (WSN), Fog Computing, and Blockchain Networks.

1.3.1 Wireless Sensor Networks (WSN)

A Wireless Sensor Network (WSN) is an infrastructure comprised of sensing,

computing, and communication entities called sensors, which provide the ability to ob-

serve and react to phenomena in a specific environment that can be the physical world,

a biological system, or an information technology framework [8]. WSNs have been uti-

lized for data acquisition, monitoring, and biotelemetry purposes. Due to the sensitivity of

data transferred over the WSN, it is important to preserve the confidentiality of data from

being compromised by attackers. For that reason, security services such as data confi-

dentiality and authentication are required to secure WSNs. However, securing the WSNs

is a challenging task due to the inherent characteristics of the sensors (limited memory,

processing, and power capabilities). In this work, we aim at designing lightweight key
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management protocols in WSNs by taking into account the physical limitation of sensor

devices.

1.3.2 Fog Computing

With the proliferation of smart devices (i.e., IoT), that are equipped with Internet-

connectivity capabilities, several concerns have been raised related to network connec-

tivity and security. The smart devices are connected to the cloud and provide a way to

manage, process, and control devices remotely both anywhere and at any time. Recently,

it is anticipated that 50 billion IoT devices will be connected to the cloud by 2020 [9]. That

rapid increase of smart devices connected to the cloud creates several network issues such

as high latency and bandwidth congestion, which are not suitable for many delay-sensitive

applications. To resolve the aforementioned issues, fog computing has been proposed and

is a paradigm that extends the cloud to the edge of the network [10]. With fog computing,

several benefits are provided such as low latency, location awareness, mobility, and the

adoption of a large number of heterogeneous devices [11]. Despite the network solutions

provided by fog computing, security concerns have not been fully considered thus far.

The security schemes applied for the cloud could not implemented directly to fog nodes.

In this work, we demonstrate security challenges in a fog network and address the security

concerns related to preserving confidentiality of the data produced by smart devices and

transferred over fog networks. Specifically, we propose a key management scheme in fog

computing that facilitates key distribution and protects data transferred across networks.
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1.3.3 Blockchain Network

Lately, Blockchain has received a lot of attention from many people in research

and financial institutions, industries, and governments. It is claimed that the blockchain

is the biggest technological invention since the emergence of the Internet [12]. After the

invention of the first cryptocurrency, Bitcoin, blockchain received a lot of attention due

to its key features such as decentralization, anonymity, persistency, and auditability [13].

Although Bitcoin is the most popular blockchain application, blockchain technology can

be applied into various applications beyond cryptocurrency such as healthcare [14], ve-

hicular networks [15] and smart homes [16]. Blockchain is a distributed public ledger in

which all transactions are stored in blocks, and all the blocks are chained together using

cryptographic mechanisms. At the time when many of the transactions took place through

a trusted third party, blockchain provided a distributed system of trust in a peer-to-peer

networks in which entities of the networks handled the trust of the transactions in the net-

work and thereby eliminated the need for a third party. In this work, we investigate the

security aspects of the blockchain technology; more specifically, we scrutinize the net-

work structure and propose a key distribution scheme that facilitates a key establishment

between entities in the network.

1.4 Our Contribution

Today, network deployment includes resource-constrained devices that are limited

in their memory, computational, and battery power. To protect data transferred over the
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network, entities must encrypt data before transmitting them over the network. To en-

crypt data, keys must be distributed securely to each entity in the network that is used

to encrypt the data. There are two encryption schemes: symmetric cryptosystems and

public-key cryptosystems. Although a public-key cryptosystem does not need key distri-

bution, it requires a large amount of memory to store keys and complex computations to

encrypt/decrypt data that are not suitable for a network that involves resource-constrained

devices such as sensors and IoTs. The suitable encryption scheme for such networks is the

symmetric cryptosystem because it has less storage requirements and a smaller number of

computations compared to the public-key schemes. However, the symmetric cryptosys-

tem needs a key distribution scheme to securely distribute secret keys to all entities in the

network.

In this dissertation, three polynomial-based key distribution schemes in three en-

vironments have been proposed. They are the Wireless Sensor Networks (WSN), Fog

Computing, and Blockchain Networks. Our contribution is twofold. First, we designed

lightweight key distribution schemes, which means our schemes require less memory,

computations and battery life compared with other schemes applied in WSN, Fog net-

works, and permissioned Blockchain Networks. Secondly, we proposed, for the first time,

a polynomial-based scheme with probabilistic security in WSNs. All polynomial-based

schemes are deterministic security, which means capturing a specific number of nodes

in the network deterministically leads to a compromise of the whole network’s security.

With probabilistic security, we enhance the security of the network by decreasing the

probability of successful node-captured attacks.
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We summarize the contribution of this dissertation work as follows:

• In WSNs, we propose a novel deterministic-key distribution scheme with proba-

bilistic security. We guarantee a shared key exists between every pair of entities in

the network. More importantly, with a probabilistic security feature, there is a low

probability for sensor- captured attacks to successfully reconstruct the polynomials

that are used to generate tokens for all nodes in the network. We aim at reducing

sensor-captured attacks as much as possible. We also show that we can adjust a

system’s parameters to lessen such attacks and enhance the security of the network.

• In Fog Computing, we noticed that most of the current schemes are either based on

the Public-key Infrastructure (PKI) or required high communication and computa-

tion overhead. We propose a lightweight polynomial-based key distribution scheme

in Fog Networks. Our scheme exhibits low storage, computation, and processing

requirements, which make it suitable for fog networks that encompass resource-

constrained devices (IoTs).

• In Blockchain networks, we noticed that most of the blockchain implementations

are based on the Public-Key Infrastructure (PKI). The PKI requires more resources

to send and validate transactions in the blockchain network. In this work, we pro-

pose a polynomial-based key management scheme in the blockchain network, more

specifically, we consider the permissioned blockchain. The main goal is to elim-

inate the PKI overhead by preloaded entities with tokens that facilitate the estab-

lishment of shared keys and transmission of data securely within the network. As a
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result, this reduces the time to process transactions and transfer data.

1.5 Dissertation Arrangement

The remainder of this dissertation is organized as follows. In Chapter 2, we

demonstrate cryptographic protocols as well as cryptographic tools utilized as the basis

in our proposed solutions. Chapter 3 discusses the related work in WSN, Fog Comput-

ing and Blockchain Network. In Chapter 4, we introduce the Wireless Sensor Networks

(WSNs) with the security services required in such networked systems. Also, we propose

two lightweight cryptographic solutions in WSNs for key establishment and group com-

munication. In Chapter 5, we elaborate about fog computing and the security services

required in fog networks. In addition, we extend Chapter 5 to include our hierarchical key

management scheme in fog computing as well as the security analysis of the proposed

scheme. Chapter 6 encompasses blockchain network, more specifically, Hyperledger fab-

ric, the permissioned blockchain, the system structure, network communications, and se-

curity services provided for entities in the network. We propose a novel key management

structure in the permissioned blockchain coupled with a security analysis of the proposed

scheme and a comparison with the current scheme used in the Hyperledger Fabric. Fi-

nally, we conclude this dissertation and provide some pointers to future research work in

Chapter 7.
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CHAPTER 2

OVERVIEW OF CRYPTOGRAPHICAL KEY DISTRIBUTION SCHEMES

In this chapter, we provide an overview of cryptography and demonstrate crypto-

graphic services and techniques to provide those services. In addition, we discuss var-

ious key distribution schemes that are the main focus of this dissertation work. More

specifically, we focus on polynomial-based key distribution schemes that are utilized in

designing our proposed schemes in the following chapters.

2.1 Overview of Cryptography

The goal of cryptography is to provide an efficient way for people to communi-

cate securely over a public channel in which an adversary who eavesdrops on the chan-

nel’s communications cannot understand what is being sent [6]. In the past, cryptography

referred to a means of encryption that aimed at preserving a message’s confidentiality.

With encryption, the message is transformed into an unreadable format, so adversaries

and eavesdroppers cannot recover the original message without secrete knowledge. At

that time, the main objective of cryptography was to ensure secrecy in communications.

However, in recent years, cryptography has expanded and now encompasses various tech-

niques for ensuring message integrity, identity authentication, digital signature, and non-

repudiation.
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In general, the cryptography field can be divided into two broad categories: Sym-

metric Cryptosystems and Asymmetric Cryptosystems. Before diving into the cryptosys-

tems, let us explain some terminologies that are used in the description of the encryption

schemes.

The original message is called plaintext, which is used as input to the encryp-

tion algorithm. Also, a key is used as input to the encryption algorithm to transform the

plaintext into an unreadable format, called ciphertext. An adversary could observe the ci-

phertexts transferred through the communication channel but cannot recover the plaintext

from the ciphertext without the knowledge of the key, which must be kept secret by the

communicating parties. There are several network entities; we refer to the communicat-

ing parties as Alice and Bob, and the adversaries as Oscar or Eve who eavesdrop on the

communication channel and try to know the plaintext of the captured ciphertext or obtain

the key used to secure the transmitted data.

2.1.1 Symmetric Cryptosystem

The symmetric cryptosystem was the only cryptosystem available and utilized

prior to the development of its counterpart, the asymmetric cryptosystems, in the 1970s

[17]. The symmetric cryptosystems are also called, conventional encryption or one-key

encryption systems. In a symmetric cryptosystem, Alice must pre-share a key with Bob in

a secure fashion prior to submitting any data across the network, as depicted in Figure 2.

Alice inputs both the key and the plaintext into the encryption algorithm, which outputs

the ciphertext that can be transferred over the network to Bob. Bob, on the other hand, uses
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Figure 2: Symmetric Cryptosystem

the key shared with Alice, along with the ciphertext, as inputs to the decryption algorithm

to produce the plaintext. In the same way, Oscar intercepts the communication channel to

obtain the ciphertext; however, he cannot recover the plaintext from the ciphertext without

knowing the key.

One of the drawbacks of the symmetric cryptosystem is that once the key is com-

promised the whole communication and all data transmitted between Alice and Bob are

compromised, too. That necessitates regenerating a new key and distributing it securely

between the Alice and Bob entities in the network.

2.1.2 Asymmetric Cryptosystem

In the asymmetric cryptosystems, each entity in the network has two keys, a pub-

lic kay and a private key. Encrypting a message with a public key requires using the

corresponding private key to decrypt the message, and vice versa, as shown in Figure

3. Asymmetric cryptosystems are also known as public-key or two-key encryption cryp-

tosystems. The public key can be openly distributed or published in an open directory,
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while the private key must be kept secure and only known to its owner. Although the

public and private keys are mathematically related, it is computationally infeasible to de-

rive the private key from the public key [17]. With a public-key cryptosystem, Alice can

send a message securely to Bob using Bob’s public key, which can be found on a public

directory; on the other hand, only Bob, who owns the private key, can decrypt the ci-

phertext and recover the original message. It is computationally infeasible for Oscar, the

adversary, knowing the ciphertext and Bob’s public key, to recover the original message.

It is also computationally infeasible for Oscar, knowing a public key, to determine the

corresponding private key [17].

If a private key of an entity gets compromised, then only the compromised entity

needs to regenerate a new key. Thus, compromising a private key of an entity only affects

the compromised entity and does not necessitate other non-compromised entities to get a

new key pair. On the contrary, if a key, which is shared between two (or more) entities gets

compromised, a symmetric cryptosystem needs to regenerate a new key and distribute it

securely to the entities.

2.1.3 Comparison between Symmetric and Asymmetric Schemes

The one problem associated with all symmetric cryptosystems is that a key must

be shared between entities through a secure channel prior to transmitting any data over

the network. Moreover, in a large network, the number of keys required to secure com-

munications between entities is large and grows when a new entity joins the network. For

instance, if the total number of entities in the network is n, then the total number of keys
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shared between every pair of entities in the network is n ∗ (n− 1)/2 = O(n2). When the

network size increases, the number of keys increases as well, which complicates the key

management process which involves establishing, distributing, revoking, and updating the

keys. Thus, the aforementioned key distribution is complicated and impractical for large

networks.

On the contrary, the public-key cryptosystems provide a way for network entities

to exchange messages securely without the need of prior communication of a secret key

through a secure channel. The public-key cryptosystems rely on the public-key infrastruc-

ture (PKI) for key management purposes. The PKI includes a certificate authority (CA),

which is a trusted authority that is responsible for generating certificates for the entities

in the network. The certificate binds the public key with the identity of the user, and it

is signed by the CA. Thus, anyone can validate the certificate by checking the signature

of the CA. When entities want to communicate, they need to exchange their certificates

and validate the CA’s signature, then get the public keys from the certificate. Because the
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public key (in the certificate) is available in an open directory, it can be used to securely

exchange a message or a key of a symmetric cryptosystem over an insecure channel. The

problem of using public-key cryptosystems is that encrypting a message with a public

or a private key requires a large number of computations that not only slows the en-

cryption process but also produces large encrypted messages compared to the symmetric

cryptosystems. Thus, public-key cryptosystems are mainly utilized for key exchange pro-

tocols while the symmetric cryptosystems are still used for message encryption. The key

exchange protocol provides a way for two entities to cooperate in establishing a session

key, which is a key shared between the two entities and generated for a particular session.

The session key is utilized in a symmetric encryption scheme, and it is valid during a

short period of time [17]. Furthermore, public-key cryptosystems outweigh symmetric

cryptosystems for exclusively providing additional security services such as digital signa-

ture and non-repudiation, in which Alice (i.e., the sender) uses her private key to encrypt

a message producing what is called a digital signature, and Bob (i.e., the receiver) uses

Alice’s public key to decrypt the message. This provides proof that Alice is the one who

signs the message. In addition, Alice cannot deny the submission of a signed message

since it is encrypted with her private key to which only she has access.

Table 1 summarizes the advantages and disadvantages of symmetric and asym-

metric cryptosystems. From encryption’s perspective, symmetric cryptosystems require

smaller key sizes compared to asymmetric cryptosystems. For example, the minimum

key size for an AES encryption scheme is a 128-bit key size while the RSA requires at

least 1024 [18]. Additionally, the symmetric encryption scheme is very fast compared
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Table 1: Comparison between Symmetric and Asymmetric Cryptosystems
Criteria Advantage Disadvantage

Symmetric cryptosystem Small key sizes Complex key
Fast encryption management schemes

Asymmetric cryptosystem Key exchange. Large key sizes
Digital signature Slow encryption

Public-Key Infrastructure (PKI)

to the public-key schemes. Due to the aforementioned features of symmetric encryption,

the symmetric cryptosystem is utilized to encrypt the messages while public-key cryp-

tosystems are used for the key exchange protocol and to provide digital signature security

services. Again, the drawback of the symmetric cryptosystem is that the key manage-

ment scheme is complex compared to the public-key schemes, which have a Public-Key

Infrastructure (PKI) that facilitates key management processes.

2.2 Key Management Schemes

Key management processes all the management aspects of the cryptographic keys

in a cryptosystem. They encompass operations related to key generation, distribution,

storage, derivation, revocation, and replacement of the compromised keys [19]. Design-

ing a secure key management scheme is crucial since it has a great impact on the security

of the whole system. A weak key management scheme leads to an inefficient and vulner-

able system. There are several factors that need to be taken into account when designing

a secure key management scheme such as the type of the application in which the crypto-

graphic keys are used and possible threats on the systems.
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This dissertation focuses on the key distribution part of key management. As men-

tioned in Chapter 1, key management, specifically, key establishment and key distribution

are takin into consideration in three environments: Wireless Sensor Networks (WSN),

Fog Computing, and the Blockchain Network. Each is explained in detail in the next

chapters.

2.2.1 Classification of Key Distribution Schemes

In this section, several key distribution approaches are discussed. Key distribution

schemes are classified into two main categories: centralized schemes and non-centralized

schemes, as depicted in Figure 4.

Before discussing the different key distribution approaches, we must differentiate

between two types of keys: a long-lived key (i.e., a master key or secret key) and a short-

lived key (i.e., a session key). The long-lived keys are generated and distributed to the

network’s entities through a secure channel. Usually, they are fixed and not changed

during the network’s lifetime, which necessitates that they be kept secure; otherwise, it

would affect the security of the network. In practice, long-lived keys are used to encrypt

session keys that can be sent over an insecure channel. On the other hand, short-lived

keys are generated to secure the communication between the network’s entities during a

short period of time (i.e., session). Those keys are temporary keys, which are used during

a session, and then discarded once the session ends [6].
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Figure 4: Key Distribution Schemes

2.2.1.1 Centralized Key Distribution Schemes

In the centralized schemes, a key distribution center (KDC), also called a key

server, plays the main role of generating secret keys and distributing them over a se-

cure channel. Initially, each entity must share a unique secret key (i.e., a master key) with

a KDC for the goal of key distribution. Then, if two entities want to communicate se-

curely, they request a session key from the KDC that creates a session key and encrypts it

with the secret keys shared between the KDC and the network’s entities. The centralized

key distribution schemes are divided into pre-distribution schemes, which are designed to

facilitate the distribution of the secret keys, and session-key distribution schemes, which

relay on the centralized key server (i.e., KDC) to generate and distribute the session keys.

(a) Pre-distribution Schemes
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In the pre-distribution scheme, a KDC is responsible for generating keying ma-

terials and distributing them securely to all entities in the network. Later, if two entities

want to communicate, they use the preloaded keying information to establish a key that is

utilized to secure data transferred between the entities. We demonstrate two widely used

pre-distribution schemes: The Random Key scheme and Polynomial-based scheme.

• Random Key Scheme

In the random key scheme [20], the KDC generates a large pool of keys and ran-

domly draws a subset of keys from the pool and loads it into the network entity’s

storage, which is called the key ring. Thus, each entity in the network is preloaded

with a subset of keys in its key ring. That is the first step, which must be done se-

curely before network deployment. Later, when two entities want to communicate,

they need to search their key rings to find at least a common key that can be used

to secure data transferred between entities. That is called network connectivity. If

there is no common key found in the entities’ key rings, the entities start to search

for a neighbor who has common keys between the entities and is able to establish

a key and share it with the entities. That is called path discovery. As we see from

the aforementioned scenario, the random key approach does not guarantee that a

common key exists between every pair of entities in the network and that is why it

is called a probabilistic scheme. To increase the probability that two entities share

at least a common key, we need to increase the size of the key rings, which not

only increases the storage requirement of the entities, but also increases the vul-

nerability against node-captured attacks. A node-captured attack is an attack in

25



which the attacker physically captures a node or virtually attacks the node to obtain

the secret data (i.e., keys or keying materials) that are stored in the nodes. When

an attacker captures more entities, more keys from the key pool are revealed and

this leads to compromising more network links of other uncompromised entities.

The random-key scheme is a probabilistic security scheme. This means it is proba-

bilistic to compromise the network security when a specific number of entities’ key

rings are compromised by attackers. Note that it is possible that the same key is

shared by more than a pair of entities in the network, since the key rings consist of

keys drawn from the same key pool. As a result, there is always a tradeoff between

network connectivity and resistance against node captured attacks.

• Polynomials-based Scheme

A polynomial-based key distribution scheme aims at allowing two entities to estab-

lish a key independently and use it to encrypt data transferred over the network [21].

In a polynomial-based scheme, each entity in the network is assigned a unique iden-

tity (ID). A KDC creates a polynomial; and then for each entity in the network, the

KDC evaluates the polynomial at the entity’s identity and loads the polynomial’s

coefficients (i.e., keying material) into the entity’s storage. Later, when two entities

want to communicate, they utilize the stored polynomial’s coefficients with the en-

tities’ identities to independently create a key to secure their data. The polynomial-

based scheme is called a deterministic scheme because it guarantees that a key

exists and is shared between every pair of entities in the network. Although the
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polynomial-based scheme exhibits high network connectivity, it suffers from node-

captured attacks. It is also a deterministic security scheme, which means that when

an attacker captures a specific number of nodes, the attacker is deterministically

able to recreate the polynomial utilized by the KDC and regenerate all the keying

materials (i.e., polynomial’s coefficients) for all nodes in the network. This results

in compromising the security of the whole network. To reduce the node-captured

attacks, we need to increase the degree of the polynomial, which is the security

parameter and the threshold of the scheme. However, increasing the degree of the

polynomial results in increasing both the storage space and number of computations

required by the network’s entities. We demonstrate the structure and the character-

istics of polynomial-based schemes in detail in Section 2.3.

Table 2 compares polynomial-based schemes with the random key schemes. Ran-

dom key schemes are probabilistic schemes that do not guarantee a common key

exists between every pair of entities in the network, and thus results in a partially

connected network. On the other hand, polynomial-based schemes are determinis-

tic schemes that guarantee a key exists and is shared between every pair of entities.

This generates a fully connected network. In terms of storage, random key schemes

load each entity with a key ring of a specific size, while polynomial-based schemes

load entities with polynomial coefficients that are related to the degree of the poly-

nomial. In terms of computations, random key schemes do not require any com-

putation to establish the keys because the keys are already loaded in the key rings;
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Table 2: Comparison between Random Key and Polynomial-based Schemes
Comparison Criteria Random Key Schemes Polynomial-based Schemes

Network Connectivity Partially connected Fully connected
(Probabilistic) (Deterministic)

Storage Requirement Key Ring Polynomial Coefficients

Computation Requirement - Polynomial Evaluations

Communication Overhead High Low

Security Against Probabilistic Deterministic
Node-Captured Attacks

however, entities that utilize a polynomial-based scheme need to evaluate the poly-

nomial to establish the keys. In terms of communication, the messages exchanged

between entities in order to find a common key or run a path discover phase is

high, while entities in the polynomial-based schemes only need to exchange their

IDs. Finally, the security of random-key schemes against node-captured attacks is

probabilistic, while polynomial-based schemes are deterministic security schemes.

(b) Session Key Distribution Schemes

The centralized session key scheme assumes that secret keys between the KDC

and network’s entities are already distributed securely (i.e., through the pre-distribution

phase) and loaded in the entities’ storage. We start to explain two session key schemes:

Needham-Schroder and Kerberos.

• Needham-Schroder
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In the Needham-Schroder protocol [22], when Alice wants to send data securely

to Bob, she first sends a request to a KDC to generate a session key and send it to

herself , which in turn, sends it securely to Bob. The protocol is depicted in Fig-

ure 5. From the Figure, Alice submits her request for a session key to the KDC,

which includes a nonce (i.e., a random number rA1), her identity (IDA), and Bob’s

Identity (IDB). Then, the KDC sends an encrypted reply message by the secret

key (KA,KDC), which includes the nonce (rA1), Bob’s identity (IDB), the session

key (KA,B), and a message encrypted with a secret key between the KDC and Bob

(KB,KDC). This includes the session key (KA,B) and Alice’s identity (IDA). Alice

then decrypts the message with her secret key (KA,KDC), then forwards the en-

crypted message with Bob and KDC secret key along with a nonce (rA2) that is

encrypted with the session key, (KA,B(rA2)). After that, Bob receives the message,

decrypts it with his secret key shared with the KDC and retrieves the session key,

(KB,KDC(IDA, KA,B)). Then, Bob uses the received session key (KA,B) to decrypt

the second message (KA,B(rA2)) and retrieve the random number (rA2). Bob then

uses the session key shared with Alice (KA,B) to encrypt a message which includes

a new nonce (rB), and Alice’s nonce, after doing some calculations, (i.e., rA2 − 1).

By decrypting the message with the session key KA,B and getting the nonce, Al-

ice authenticates Bob and makes sure that he has received the session key and her

nonce. Finally, Alice encrypts Bob’s nonce and do some calculations (i.e., rB − 1),

which authenticates Alice to Bob and shows that she is able to decrypt his previous

messages and did receive his nonce.
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Figure 5: Needham-Schroeder Protocol

• Kerberos

The above Needham-Schroeder protocol is vulnerable to the replay attack in which

an attacker uses a previous compromised session key (KA,B), along with the mes-

sage submitted previously to Bob (KB,KDC(IDA, KA,B)), in order to fool Bob who

accepts the message and can not tell that it was an old one [17]. To fix that problem

and eliminate reply attacks, Kerberos introduced the timestamp in the protocol [23].

When the timestamp expired, it indicated that the session key expired too. Figure

6 illustrates the Kerberos protocol, which works as follows:

– Alice chooses a random number (rA) and sends it along with her ID (ID(A))

and Bob’s ID (ID(B)) to the KDC.

– The KDC chooses a random session key (K) and timestamps it (timestamp).

Then, it prepares a ticket message for Bob, tBob = eK−Bob(K||ID(A)||timestamp),

and another message y1 = eK−Alice(rA||K||ID(B)||timestamp), where both

tBob and y1 are sent to Alice.
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– Alice decrypts y1 using her secret key, K − Alice and gets the session key,

K. Next, Alice computes the current time (time) and prepares y2, y2 =

eK(ID(A)||time) and then she sends tBob and y2 to Bob.

– Once Bob receives the messages from Alice, he decrypts tBob using his secret

key K − Bob to obtain the session key, K. He then uses the session key to

decrypt y2 to obtain time. Bob next computes: y3 = eK(time+ 1) and sends

it to Alice.

– Finally, Alice decrypts the y3 and checks to see if Bob did the correct compu-

tation.

One of the drawbacks of Kerberos is that all network entities must have synchro-

nized clocks to determine the current time (i.e., time) used to validate the session

keys. Because ensuring a perfect synchronization is very difficult in practice, we

should consider a slight amount of variation in time [6].

2.2.1.2 Non-Centralized Key Distribution Schemes

In non-centralized schemes, the two entities who want to communicate, engage

directly in generating and establishing session keys without involving a third party such as

a KDC. We explain two non-centralized schemes to establish session keys: a symmetric-

key approach and a public-key approach.

(a) Symmetric-key Approach

Two network entities cooperate to create a session key by utilizing their secret

keys. Every entity in the network shares secret keys with all other entities, which results

31



BobKDC Alice

ID(A),ID(B),rA

tBob, y1
tBob, y2

y3

tBob= eK-Bob(K || ID(A) || timestamp)
y1= eK-Alice(rA || K || ID(B) || timestamp)
y2= eK(ID(A) || time)
y3= eK(time+1)

Figure 6: Kerberos

in each entity storing n − 1 keys. To establish a session key, one of the entities who

initiates the communication, Alice, sends a request to the responder, Bob, asking for a

session key to be used to secure the data. Bob creates a random session key and encrypts

it under the secret key shared with Alice. The symmetric-key approach is shown in Figure

7. First, Alice sends her ID ,ID(A), and a nonce, rA, to Bob. Bob then generates a

session key (Ks) and sends it along with Alice’s ID, ID(A), his ID, ID(B), and a new

nonce (rb). He next runs a function on Alice nonce(f(rA)) and all are encrypted with

the secret key shared with Alice (K), eK(Ks||ID(A)||ID(B)||f(rA)||rb). Once Alice

receives a message from Bob, she decrypts it with the secret key, obtains the session key,

and validates the function on her nonce. Finally, Alice submits a message that is a function

of Bob’s nonce, f(rb), that is encrypted with the session key, eKs(f(rb)), [17]. Bob then

ensures that Alice got the session key and that she is calculating the correct nonce and not

replying to a previous message.
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Figure 7: Symmetric Approach for Session-key Distribution

(b) Public-key Approach

Every entity in the network has a keypair, public and private keys, which can be

used for symmetric key distribution. One of the well-known key exchange protocols is the

Diffie-Hellman Key Pre-distribution Scheme [24]. This protocol is illustrated in Figure

8, and it works as follows:

• The public domain parameters are a group (G, .) and an element α ∈ G with an

order n

• Alice chooses a private key (aAlice), and generates her public key as KUA =

α(aAlice).

• Alice uses Bob’s public key (KUb) to generate the secret key asKA,B = (KUb)
aAlice

= α(aBob∗aAlice)

• In the same way, Bob chooses a private key (aBob) and generates his public key as

KUB = α(aBob)
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Figure 8: Public-key Distribution Scheme

• Bob uses Alice’s public key (KUA) to generate the secret key asKA,B = (KUA)
aBob

= α(aAlice∗aBob)

Thus, at the end, Alice and Bob share the same key that can be used to secure data

transmitted over the network. The problem in the above scheme is that it is vulnerable to

the Man-in-The-Middle Attack (MIMA) because the protocol lack the authentication of

the communicating parties [6].

Table 3 summarizes the features of centralized and non-centralized key distribu-

tion schemes. Centralized schemes are implemented widely across several application

domains as they exhibit a fast way to distribute keys compared with non-centralized ap-

proaches. However, centralized approaches require interaction with a third party, such as

KDC or CA, which must be available all the time to respond to key distribution requests.

Some centralized approaches utilize a timestamp that requires clock synchronization be-

tween entities in the network. With large networks, the centralized approach suffers from

a bottleneck when trying to respond to a high number of keys’ requests from all nodes in

the networks. The main advantage of utilizing a non-centralized approach is that when
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Table 3: Comparison between Centralized and Non-centralized Key Distribution Schemes
Centralized Schemes Non-centralized Schemes

Advantage Fast and Practical No need for 3rd party

Disadvantage Require 3rd party Require pre-distribution schemes
Require clock synchronization

3rd party must be available all time
Bottleneck (with large network)

entities want to communicate, they directly interact with each other to establish a session

key without the need of a third party; however, it is based on a pre-distribution scheme

in which secret keys (or certificates) are distributed in advance between entities in the

network through a KDC or a CA.

2.3 Polynomial-based Key Distribution Schemes

In this section, we demonstrate, in detail, the characteristics of the polynomial-

based key distribution schemes, the topic of this dissertation.

In 1983, Blom [21], [25] introduced a novel key distribution scheme for sym-

metric cryptosystems based on polynomials which were utilized by a KDC as a tool to

generate keying materials for every user in the network. The KDC distributed the keying

materials securely to every user in the network. Later, each user could use the stored

keying material to generate secret keys shared with other users in the network. The pro-

posed scheme [21], [25] guaranteed two features: low storage requirements to store a key-

ing material, and greater theoretical security than public-key cryptosystems. Motivated

by Blom’s work, in 1993, Blundo et al. [7] further investigated the polynomial-based

schemes and utilized a bivariate polynomial in designing a secure key distribution for
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dynamic conferences. Later, polynomial-based schemes started to attract attention from

the academic community as a tool that provides a key distribution solution for symmetric

encryption schemes [26], [27], [28].

2.3.1 Polynomial-based Scheme Model

A KDC creates a polynomial, f(x, y, z, . . . , n), with specific characteristics (i.e.,

degree, coefficients domain, modulus size, number of unknowns, etc.). The characteristics

of the polynomial’s structure depends on the specific system model that is demonstrated

for each application domain in the following chapters. Each entity in the network is as-

signed a unique identity number, ID. The KDC evaluates the polynomial at each entity’s

ID to generate a unique keying material for every entity. Then, the KDC distributes the

keying materials securely to each entity in the network.

2.3.2 Polynomial Types and Characteristics

To construct a polynomial for a specific system, we need to consider the system

model and the communication flows to design the appropriate polynomial for the key

distribution/generation scheme. The polynomial structures are classified based on the

number of unknowns (i.e., variables) into: Univariate, Bivariate, and Multivariate poly-

nomials.

2.3.2.1 Assumptions

• A KDC chooses a prime modulus, p, in which all polynomial coefficients are drawn

from, Galois field GF (p).
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• The modulus p is of the size of a secret key (e.g., 100-bit or 128-bits as in AES).

• The degree of the polynomial is, t, called the threshold, which determines the secu-

rity strength of the polynomial-based schemes.

• A symmetric approach was utilized in which coefficients are symmetric, ai,j = aj,i

, for each entity with IDs i and j, respectively.

2.3.2.2 Univariate Polynomial

A KDC generates a polynomial in one unknown variable as: f(x) = a0 + a1x
1 +

· · · + anx
n mod p. For each entity in the network, the KDC evaluates the polynomial at

entity’s ID to generate a keying material, f(ID) = k, for the entity. The keying material

generated from the univariate polynomial is a number that represents the secret key.

2.3.2.3 Bivariate Polynomial

A KDC creates a polynomial in two unknown variables, x and y, in the form:

f(x, y) = a0,0+a1,0x+a0,1y+a2,0x
2+a1,1xy+a0,2y

2+ · · ·+at−1,0xt−1+at−2,1xt−2y+

· · ·+ at−1,t−1x
t−1yt−1 mod p. Then, the KDC evaluates the polynomial at entity’s ID in

one of unknown, either x or y. the KDC generates a keying material which is a univariate

polynomial, f(ID, y) = a0 + a1y
1 + · · · + any

n mod p, or, f(x, ID) = a0 + a1x
1 +

· · ·+anxn mod p for the entity with identity ID. The keying material generated from the

bivariate polynomial is a univariate polynomial in which the coefficients are stored in the

entity’s memory.
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2.3.2.4 Multivariate Polynomial

A KDC creates a polynomial in n-unknown variables, as: f(x1, x2, x3, . . . , xn) mod

p. Then, the KDC evaluates the polynomial at entity’s ID in one of the unknown variables

and that results in a (n−1)-multivariate polynomial, f(ID, x2, x3, . . . , xn) mod p. Thus,

the keying material generated from the multivariate polynomial is another multivariate

polynomial.

From the above descriptions, it is explained that a polynomial consists of vari-

ables, degrees, coefficients, and a modulus. The number of variables determines how

much information is required to generate keys. The degree of the polynomial determines

the amount of computation required to generate keys as well as the number of coefficients

(i.e., keying materials) to store in each entity. The modulus size determines the size of

the secret keys and should be similar to the keys’ sizes required to secure the communica-

tion. Thus, in designing a polynomial-based key distribution, the system model should be

considered. The storage requirements of the entities are determined by the number of vari-

ables and the degree of the polynomial. The computational requirements are determined

by the degree of the polynomial as well as the modules’ sizes.

2.3.3 Security Properties

Polynomial-based schemes are unconditionally secure schemes. This means that

given the attacker’s unlimited resources, the attacker could not compromise the security

of the polynomial-based schemes. That provides stronger theoretical security compared

with the public-key schemes that are computationally secure schemes. The computational
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secure schemes assume that with the current computing power, it is impossible to break a

cryptosystem within a specific amount of time. This means that it would cost the attacker

a lot more money to obtain a high computing power required to break a cryptosystem in

less than a specific amount of time.

The polynomial-based scheme is a threshold scheme in which the threshold is the

degree of the polynomial. If an attacker compromised a specific number of entities and

obtained the secret keying materials, the attacker could use the keying materials to recon-

struct the polynomial used by the KDC to generate keying materials for all entities in the

network. This would compromise the security of the whole network. This is the main

drawback of polynomial-based schemes which is called deterministic security. If the de-

gree of a polynomial is t, and if an attacker compromises t + 1 (or more) entities and

obtains the entities’ keying materials, the attacker can deterministically recreate the orig-

inal polynomial utilized by the KDC and compromise the security of the whole network.

Thus, to increase the security against node-captured attacks, the degree of the polynomial

needs to increase. However, increasing the degree of the polynomial also increases the

storage and computational requirements of the entities. That is, there is always a tradeoff

between resistance to node-captured attacks and storage/computational requirements.
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CHAPTER 3

RELATED WORK

In this chapter, we discuss the state-of-art research work related to key distribution

in different environments. As mentioned in Chapter 1, this dissertation, which aims at

designing efficient key distribution schemes, is divided into three major sections: Wireless

Sensor Networks (WSN), Fog Computing, and Blockchain Network. Thus, this related

work chapter is organized into three sections as well, in which each section discusses

previous works done at specific application domain.

3.1 Related Work in Wireless Sensor Networks (WSN)

The related work in the Wireless Sensor Networks (WSNs) is divided into four

parts as follows: pairwise key pre-distribution schemes, hierarchical key management

schemes, group key pre-distribution schemes, and key revocation schemes.

3.1.1 Pairwise Key Pre-distribution Schemes

Most key distribution and establishment schemes in WSNs create a pairwise key

between two sensors. We can classify these schemes into two types: the probabilistic

and the deterministic key distribution schemes. As a key distribution scheme, the prob-

abilistic schemes do not guarantee a shred key exists between every pair of sensors in

the WSNs, while deterministic schemes do. In term of resiliency against sensor-captured

attack, probabilistic schemes have probabilistic security feature which means when an
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attacker captured a specific number of sensors, its probabilistic that the attacker could

compromise the security of WSN. However, deterministic schemes have deterministic

security property which means capturing a specific number of sensors deterministically

leads to compromise the security of the whole WSN.

Eschenauer and Gligor [29] proposed the first key pre-distibution scheme, more

specifically the random key pre-distribution scheme. As explained in Chapter 2, the ran-

dom key schemes preloaded sensors with a subset of keys, key ring, drawn from the key

pool. The one weakness associated with the random key distribution scheme is that the se-

crecy of the random key pool will be compromised by an adversary if a sufficient number

of key rings have been captured. Thus, many approaches have been proposed to enhance

the security of the random key schemes. Chan et al. [30] proposed a Q-composite scheme

to improve the resilience of the random key scheme. In their scheme, only in the case of

two sensors sharing at least Q keys, can they establish a link-to-link communication. Even

though this scheme improves the resilience against sensor capture attacks, it degrades the

network connectivity since it requires at least Q shared keys to establish secure communi-

cations. There are some other random key distribution schemes to improve the resilience

against sensor capture attacks. For instance, Chan et al. [30] proposed a pairwise key pre-

distribution scheme in which each captured sensor did not reveal any information about

external links. Nonetheless, their scheme is not scalable. Du et al. [31] proposed a ran-

dom scheme assuming that the location of the sensors was available before deployment.

This assumption is considered impractical for most applications. Rasheed and Mahapa-

tra [32] proposed two key pre-distribution schemes in which bivariate polynomials were
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used in generating the random key pool. However, their scheme requires the use of mo-

bile sinks in order to ensure secure communications. In 2013, Ruj et al. [33] proposed

a triple key establishment scheme in which any three sensors could establish triple keys

among them. Recently, Yağan and Makowski [34] investigated the resiliency of WSNs

against sensor capture attacks where they based their scheme on the random pairwise

key distribution scheme of Chan et al. [30]. Ding et al. [35] considered prior knowledge

of network characteristics and application constraints in terms of communication needs

between sensor nodes and proposed methods to design key pre-distribution schemes in

order to provide better security and connectivity. In 2017, Gandino et al. [36] proposed a

q-s-composite protocol in order to exploit the best features of random pre-distribution and

to improve it with lower requirements. All in all, providing high connectivity and strong

resiliency against sensor capture attacks are two principal design objectives in random

pre-distribution schemes. In order to provide high connectivity, the size of the key ring of

each sensor needs to be large so the probability of locating overlapped keys between two

sensors is high. However, favoring these features weakens the resiliency against sensor

capture attacks since the adversary can recover more keys from each captured sensor.

Blom [21] proposed the first deterministic pairwise key establishment scheme us-

ing a symmetric bivariate polynomial. Furthermore, Blundo et al. [7] investigated the key

establishment using a symmetric bivariate polynomial, f(x, y) = a0,0 + a1,0x + a0,1y +

a2,0x
2+ a1,1xy+ a0,2y

2+ · · ·+ at−1,0x
t−1+ at−2,1x

t−2y+ · · ·+ at−1,t−1x
t−1yt−1 mod p,

where ai,j ∈ GF (p), and ai,j = aj,i,∀i, j. If the KDC selects a symmetric bivariate
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polynomial to generate shares, f(IDi, y), i = 1, 2, . . . , n, where IDi is the public infor-

mation of each sensor, Si, then each share, f(IDi, y), is a univariate polynomial. Since

f(xi, xj) = f(xj, xi),∀i, j ∈ [0, t− 1],a pairwise key can be shared between two sensors,

Si, and Sj . Although the deterministic key establishment scheme guarantees a shared key

between any two sensors, its security is a deterministic security, also called deterministic

t−secure, which means if the degree of the polynomial used to generate keys for sensors

is t − 1, then capturing t or more than t sensors can compromise the security of the en-

tire network. Increasing the degree of the polynomial can improve the security against a

sensor-captured attack; however, this will increase the storage and computational require-

ments of the sensors. Designing a deterministic key distribution scheme with probabilistic

security is the motivation of our dissertation work.

3.1.2 Hierarchical Key Management Schemes

The literature is rich with papers focusing on establishing secure key distribu-

tion schemes in WSNs. Most of the proposed schemes are implemented in a flat struc-

ture. These schemes are based on several common approaches such as random-key

pre-distribution schemes [29], polynomial-based pre-distribution schemes [37], and grid-

based pre-distribution schemes [38].

In large-scale networks, researchers observed that hierarchal WSNs perform bet-

ter than flat networks in terms of communication overhead and scalability [39]. This is in

part due to the ability of aggregating data from large numbers of sensor nodes onto relay

nodes and then forwarding them to destination nodes in fewer hops [39], [40], [41], [42].

43



Shen et al. [43] proposed a key distribution scheme in hierarchal WSNs based on a sym-

metric bivariate polynomial. Although their scheme is scalable, secure, and lightweight,

it shows high communication and computational overhead. On the other hand, Kumar et

al. [44] proposed a symmetric/asymmetric key pre-distribution scheme based on a hard-

ware chip, called a Trusted Platform Module (TPM) that is added to the CHs and sensors

in the hierarchal WSNs. This chip-based scheme resists physical attacks such as node

capture attacks, node injection attacks, and node impersonation attacks. However, the

security of this scheme depends on the TPM chip in devices (Cluster Heads (CHs) and

sensor nodes). The TPM chip embedded in every sensor increases the whole network

cost, and that is not a practical solution to be considered in a large WSN [45]. In [46],

Mahmood et al. proposed a polynomial subset-based multiparty key management system

for limited-resource devices such as WSNs and the Internet of Things (IoT). In the poly-

nomial generation phase, their proposed scheme uses an XOR operation instead of the

expensive multiplication operations to reduce the computation overhead. Although the

scheme shows a reduction in the storage and computation overhead, it has a high commu-

nication overhead and requires regenerating a new polynomial when a sensor node joins

or leaves the network. In [47], the authors proposed a multivariate polynomial-based key

management scheme in which a base station creates a pool of random symmetric trivari-

ate polynomials; then each CH chooses a trivariate polynomial and generates shares for

all sensors in its cluster, which are bivariate polynomials. The CH hashes the shares be-

fore sending them to the sensors to ensure their integrity. If node i and node j want to

communicate, they use their shares to create the pairwise keys, f(i, j) = f(j, i). Thus,
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each sensor stores a bivariate polynomial’s coefficients, which requires a large storage

space. In [48], Bahrami et al. proposed a hierarchical key pre-distribution scheme in

a fog network to provide secure communication between end-devices (i.e., constrained

devices) in a fog cluster, and between end-devices and fog nodes (i.e., CHs), which is

simulating the hierarchical WSN’s schemes. Their proposed scheme, which is based on

a residual design, shows less memory requirements and enhances the scalability of the

network. However, their key pre-distribution scheme follows the probabilistic schemes in

which a shared pairwise key between end-devices in a fog cluster is not guaranteed; so, in

case there is no shared key between two end-devices, they will start a path-key discovery

phase in which they need to find an intermediary node that shares a key with both of them,

this way introducing a communication overhead. In [49], Albakri et al. proposed a hi-

erarchical polynomial-based key management scheme in fog computing. Although their

proposed scheme exhibits a good performance in terms of communication, computation,

and storage space for IoT devices (i.e., constrained devices), it does not consider commu-

nication links between IoT devices. Hamsha and Nagaraja in [50] proposed a lightweight

threshold key management scheme in WSNs. The proposed scheme is based on Shamir’s

secret key sharing scheme to generate shares for all nodes in the network. They divided

the network into multiple levels, and at each level the base station is responsible for se-

lecting a polynomial, secret keys, generating shares, and updating thresholds. In addition,

all sensors are preloaded with a network key that is utilized for secure data transmission

between sensor nodes. Although the scheme seems lightweight in terms of storage, it is

vulnerable to sensor capture attacks. Capturing one sensor enables an attacker to obtain
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the network key and that leads to compromising the security of the WSN. In [51], Kumar

et al. proposed a key pre-distribution scheme in WSNs based on combinatorial design.

Their scheme improves the overall network resiliency and ensures network connectivity

in case cluster heads or sensor nodes are compromised by an attacker. Also, they adopted

a symmetric design to reduce the storage requirements of cluster heads. On the other

hand, their proposed scheme exhibits high communication and computation overhead at

the shared key discover phase. In our proposed scheme demonstrated in Chapter 4, we

preloaded all network nodes (i.e., cluster heads, sensors) with tokens that enable each

node to establish shared keys independently without requiring additional information to

be transferred to establish the keys.

3.1.3 Group Key Pre-Distribution Schemes (GKPS)

Blundo et al. [7] proposed a non-interactive k-securem-conference protocol based

on a multivariate polynomial, f(x1, x2, . . . , xm). Because each share, f(IDi, x2, . . . , xm),

is a polynomial involving m − 1 variables with degree k, each sensor needs to store

(k + 1)m − 1 coefficients. The storage space of each sensor is exponentially propor-

tional to the size of the conference that deems this protocol impractical. Khan et al. [52]

proposed a pre-distribution scheme using a symmetric matrix and a generator matrix of

maximum rank distance to establish pairwise keys for sensor nodes. Sheu and Cheng [53]

proposed a hop by hop authentication scheme for path key establishment in WSN that

enabled sensor nodes to identify malicious nodes and detected false data that were in-

jected in the network. Recently, Harn and Gong [54] and Harn and Hsu [55] proposed
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group key establishment schemes using a special type of multivariate polynomials. The

advantage in using this special type of polynomial for group key establishment is that the

storage requirement of each sensor is fixed and is independent of the size of the WSNs.

As we mentioned earlier, there is one problem associated with all polynomial-based key

distribution schemes which is the security of these schemes is deterministic.

3.1.4 Key Revocation Schemes

As sensor nodes are deployed in hostile and unattended environments, they are

exposed to various attacks. To secure WSNs and ensure the confidentiality of data trans-

mitted in the network, it is crucial to implement a revocation mechanism to exclude the

compromised nodes from participating in network activities or revealing the content of

secure messages. In [56], Ge et al. classified the revocation schemes into two categories:

centralized and distributed schemes. In the distributed revocation schemes, sensor nodes

collaborate with each other to exclude compromised nodes using voting techniques. On

the other hand, the centralized approach transfers the revocation process into a central au-

thority (i.e., base station) that becomes responsible for detecting the compromised nodes

and removing compromised keys in the sensor nodes. Although the centralized approach

exhibits a single point of failure, since all revocations are handled by the central authority,

it shows a better performance (i.e., storage, communication, and computation overhead)

than distributed revocation mechanisms [56], [57]. In our proposed scheme, we adopt the

centralized approach for key revocation. However, the detection mechanism is not in the

scope of this dissertation work. We assume that the cluster head (CH), which monitors the
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node activities, can identify the misbehaving node and is able to revoke the compromised

node from the network.

3.2 Related Work in Fog Computing

Fog computing has a hierarchical structure [58], in which the top layer is the

cloud with its data centers and servers, the middle layer is Fog Nodes (FN) which include

the base station, servers and routers that handle the computing, networking and storage

requests, the lowest layer includes End-Users (EU) nodes which could be any IoT devices

(e.g. sensors, smart phones or vehicles), objects or infrastructure such as buildings or

homes. Security issues in fog computing have not been received too much attention.

There is no significant research on key management in fog environment.

In [59], Lee et al. described security and privacy issues that need to be considered

in fog computing and mentioned possible attacks in such an environment with possible

countermeasures; however, they do not include a cryptographic model to provide such

security services. Lu et al. [60] introduced a lightweight data aggregation scheme which

can resist to data injection attack, but they do not consider the key distribution mecha-

nisms required to provide such security services. Amor et al. [61] proposed a privacy-

preserving authentication scheme in Fog environment based on a public key cryptosys-

tem. However, public-key cryptosystem has expensive computation which is considered

impractical to be implemented in fog end-user devices due to end-user devises’ inherent

characteristics (i.e. limited memory, processing and battery power). Alrawais et al. [62]

proposed a secure communication scheme in Fog environment based on ciphertext-policy
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attribute-based encryption scheme, which is a public-key cryptosystem that uses digi-

tal signature techniques. The scheme is designed to provide authentic and confidential

communication between fog nodes. However, they do not consider the communication

between fog nodes and user-nodes. Porambage et al. [63] proposed a proxy-based authen-

tication and key establishment protocol in IoT. In [63], the heavy cryptographic operations

needed to establish the end-to-end secure connection are delegated to sensor nodes’ near-

est neighboring devices (i.e. proxies) that has more capabilities (i.e. storage, computation

and battery power) than sensor nodes (i.e. IoT devices) . The scheme in [63] is based

on Diffie-Hellman (DH) protocol [64] and Shamir secret sharing scheme [65] which is

a (n, k) threshold scheme in which n proxies process a polynomial share, and k poly-

nomial shares are enough to reconstruct the DH keys. The protocol in [63] shows high

communication, computation and storage requirements for sensors.

3.3 Related Work in Blockchain Network

Recently, blockchain technology has attracted tremendous interest from both academia

and industry. When it comes to key management, most of the blockchain implementations

are based on the Public-Key Infrastructure (PKI). In this section, we review various key

management schemes that utilized blockchain technology.

In [15], Ao et al. proposed a key management scheme in a vehicular commu-

nication system based on blockchain technology. The communication in the vehicular

network is based on broadcast communication that utilizes a group key to provide a se-

cure communication between vehicles within a specific geographical area (i.e., security
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domain). Since vehicles depart frequently from one security domain to another, group

keys must be updated. This update process is managed by a security manager which com-

municates with a central authority to validate certificates and generate new cryptographic

materials for new joining vehicles. This process introduces a delay in key transmission

between two security domains. Thus, Ao et al. adopted blockchain as a way to transmit

keys between security domains. However, they follow the public blockchain, i.e., bitcoin,

which requires extensive operations for the mining process, and that increases the process-

ing overhead on security managers and delays to transfer keys. Our polynomial-based

scheme (in Chapter 6) eliminates PKI overhead by preloaded entities with tokens that

facilitates the establishment of shared keys and transmission of data securely within the

network. As a result, this reduces the time to process transactions and transfer data. Lin et

al. [66] introduced an ID- based linearly homomorphic signature scheme in which an ID-

based cryptosystem simplifies the key management processes compared to a certificate-

based public-key infrastructure used to authenticate data stored in the blockchain. On the

other hand, the linearly homomorphic signature scheme is utilized to do computations

over authenticated data. Their proposed scheme allows users not only to authenticate data

stored in the blockchain but also to verify the correctness of the results of the operations

performed on the authenticated data. Also, their scheme eliminates the certificate-based

cryptosystem because it requires the frequent validation of certificates and that introduces

overhead in the system. In a similar way, our key management scheme eliminates PKI due

to certificate processing overhead by relying on a pre-distribution scheme to provide data

confidentiality in a permissioned blockchain. In [67], Dorri et al. integrated blockchain
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technologies with Internet-of-Things (IoT) in a smart home environment. They proposed

a scheme in which blockchain is utilized to provide data confidentiality and integrity to

both the owner of the home devices and a third party, which needs to process the data

stored in the blockchain. They provide a lightweight and secure blockchain architecture

for IoT devices in which security and privacy services for IoT devices eliminates the over-

head of the blockchain. However, the integration of blockchain and IoT needs to consider

IoT’s characteristics such as limited memory and processing power. Since most of the

blockchain technologies are based on PKI, it requires more resources to send and validate

transactions. Our proposed scheme can be applied to the IoT environment since it is a

lightweight scheme in terms of storage and computation requirements.
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CHAPTER 4

WIRELESS SENSOR NETWORKS (WSNS)

Wireless sensor networks (WSNs) have been deployed in numerous settings, such

as in health/traffic monitoring [68], the military domain [69], and in hazardous envi-

ronments for data acquisition purpose [70]. Due to the sensitivity of the data that are

transferred in WSNs, these data need to be protected; otherwise, adversaries can easily

capture the data and recover the sensitive information that is being exchanged among

sensors. In order to fulfill security services such as data encryption and data authentica-

tion, the source and destination nodes must share a secret key prior to transmitting any

data over the WSNs. Establishing secret keys among sensors is called the key distribu-

tion/establishment in WSNs. We assume that each sensor is randomly deployed into a

geographical area so that their relative locations cannot be pre-determined. Furthermore,

we acknowledge that sensors are limited-resource devices, which means they have lim-

ited memory space, computational power, and battery life. As a result, the design of a

key distribution scheme in WSNs must take these limitations into account. Thus, when

designing key distribution schemes in WSNs, there are some objectives that need to be

satisfied, such as low memory requirements, low computational and communication over-

head, and high connectivity and robustness against node capture attacks. In this chapter,

we propose the first polynomial-based key distribution schemes with probabilistic secu-

rity. Our proposed solutions designed for a Hierarchical Key Management Scheme and
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Non-Interactive Group Key Pre-Distribution Scheme (GKPS) for End-to-End Routing in

WSNs.

Motivation

Data transmitted in the WSN need to be protected; otherwise the data collected in

the network are also available to attackers. To secure data transmitted between sensors in

the WSN, sensors must share keys with other sensors before transmitting any data. These

keys are utilized to protect the data from attackers. Polynomial-based schemes have been

adopted to establish and distribute keys to sensors in WSNs. The motivation of our work

is based on two reasons:

First, our approach of using a polynomial-based key distribution scheme to gen-

erate tokens (i.e., keying materials) for sensors is to simplify key establishment tasks in

wireless sensor communication. Since sensors are constrained devices, we aim at re-

ducing the amount of information that needs to be transmitted and stored by sensors as

well as reducing the computational processing overhead. Tokens preloaded into sensors

facilitate establishing pairwise shared keys between any two sensors non-interactively.

Consequently, the communication overhead of our scheme must be much shorter than

most nonpolynomial-based designs. This is because nonpolynomial-based schemes need

to exchange information interactively in order to establish pairwise keys that result in high

communication overhead. More details are discussed in the performance analysis section.

Second, our work is motivated by the fact that all polynomial-based pre-distribution

schemes are inherently deterministic security schemes that are vulnerable to sensor- cap-

tured attacks. Thus, if an attacker captures a specific number of sensors, the attacker can
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reconstruct the polynomial used to generate keying materials (i.e., tokens) in the network

and that leads to compromising the security of the whole network. In this work, we aim at

designing a polynomial- based scheme that resists sensor-captured attacks. We propose a

polynomial-based scheme with probabilistic security that reduces sensor capture attacks.

More specifically, capturing a specific number of sensors has a very low probability for

an attacker to reconstruct the polynomial and compromise the WSNs. We can adjust the

system’s parameters to lower this probability and enhance the security of the network.

4.1 Part1: Hierarchical Key Management Scheme with Probabilistic Security in a

Wireless Sensor Network (WSN)

A WSN consists of sensor nodes that are usually deployed in unattended environ-

ments to sense events or specific phenomena and relay such data to other sensors. WSNs

can be classified into two types: flat and hierarchical. In flat WSNs, all sensors have the

same capabilities to collect data and forward them to other sensors in the network. In hier-

archical WSNs, devices are organized into a hierarchy based on their capabilities: sensor

nodes with their limited capabilities are located in the bottom of the hierarchy; cluster

heads (CHs) are located in the middle of the hierarchy and have more capabilities than

those of sensor nodes; and a mobile sink (or a base station) has the largest capabilities

and is located at the top of the hierarchy. In the hierarchical structure, sensor nodes are

responsible for forwarding data to the CHs, which process the data and send them to the

base station, where further analysis on the collected data can take place [43].

Since sensor nodes are limited in their memory, as well their processing and
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battery power, adding security services is a challenging task. Incorporating key distri-

bution protocols in WSNs must accommodate the sensors’ physical limitations. Uti-

lizing asymmetric cryptographic schemes [71] , [72], [73] is considered impractical as

they require extensive computation and large storage that are not suitable for implemen-

tation in sensors due to their inherit characteristics (i.e., limited memory, processing,

and battery power). There are several approaches to designing secure key distribution

schemes in WSNs. One approach is to preload all sensors with one master key. This

approach provides high network connectivity, low storage requirements, and no com-

munication/computation overhead. However, the network becomes vulnerable to node

capture attacks as capturing one sensor compromises the security of the entire network.

Another approach is to preload each sensor with a pairwise key that is shared between

two sensors. In this approach, each sensor needs to share a pairwise key with every other

sensor in the network. This approach can resist node capture attack, but the storage re-

quirement is linearly proportional to the network size. Thus, this approach is impractical

to be implemented in a large network.

In this work, we propose a polynomial-based key distribution scheme in a hier-

archical WSN with probabilistic security. Our proposed scheme follows the hierarchical

key management structure in which sensors in a WSN are classified into multiple clusters

and keys are generated based on the hierarchical structure. In summary, the proposed

scheme has the following features [74]:

• It is the first polynomial-based key distribution scheme with probabilistic security.

• It guarantees a shared key between two sensors.
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• If the degree of the chosen polynomial is t − 1, then capturing t or more than t

sensors has a very low probability of compromising the security of the WSN.

• It provides keys to support three types of communication: sensor-to-sensor com-

munication, sensor-to- cluster head (CH) communication, and CH-to-sink commu-

nication.

• It provides a revocation mechanism to ensure the confidentiality of data transferred

in the network.

• It has a hierarchical key management structure, which means it minimizes the stor-

age requirements of each sensor, CH, and the sink.

4.1.1 Network Model

In a hierarchal structure, the WSN is partitioned into several clusters, depending

on the network’s application. In each cluster, there is a CH that serves all sensor nodes

in its cluster. To transmit data, each sensor node sends data to its local CH. Next, the

CH processes the data and aggregates it, then forwards it to the base station. The hier-

archal model with different types of sensors has been utilized in various environments.

For example, in the military environment, different types of sensors are utilized to col-

lect data (e.g., image, sound, motions) for different purposes such as intrusion detection,

chemical and biological threat detection, and object presence detection [75], [76]. The

sensors can also be classified based on their physical properties such as motion sensors,

thermal sensors, pressure sensors, chemical sensors, etc. [77]. The model of our proposed

hierarchical key management scheme is shown in Figure 9.
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Figure 9: The network model of the proposed hierarchal key management scheme.

4.1.2 Model of Proposed Scheme

Instead of adopting a flat key management [29], [37], [38], [40] – [42], our pro-

posed scheme uses the hierarchical key management model [78], [79]. In such models,

sensors are distributed into different clusters. Each cluster has a cluster head (CH). All

CHs are connected to a sink. Collected information by each sensor node can be trans-

mitted to its neighbor sensor node and to its CH. Finally, all collected data are sent to

the sink by the CH. Arranging data in a WSN in such a hierarchical structure has sev-

eral advantages [80]. First, in a hierarchical network, the CHs and the sink manage most

communication traffic of the network. Sensors are woken up only when they are needed

for data transmission or data collection. This can reduce energy consumption. Further-

more, the CH is able to conclude the local information since all collected information
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passes through it. Finally, the CH transmits most data, so more communication channels

can host more sensors in the network. Consequently, the hierarchical WSN has better

scalability and is more efficient than the flat WSN.

In our proposed hierarchical key management structure, tokens (e.g., keying ma-

terials) are generated from top to the bottom. The Key Generation Center (KGC), or Key

Distribution Center (KDC), first selects a trivariate polynomial, F (x, y, z), and uses it to

generate all tokens in the WSN. The token of the sink is the trivariate polynomial. Then,

the KGC uses the trivariate polynomial to generate tokens, which are bivariate polyno-

mials for all cluster heads. Similarly, the KGC uses the bivariate polynomial of each CH

to generate tokens, which are univariate polynomials for all sensor nodes in the cluster.

In our proposed structure, each upper level device in a WSN is able to access tokens of

the lower level devices. For example, the sink knows the tokens of all CHs and each CH

knows all the tokens of its sensor nodes.

In data aggregation, a sensor node aggregates the reported values from its children

and forwards the aggregated value to its parent. The hierarchical key management of our

proposed scheme can provide keys to support three types of secret communications in a

WSN:

(1) unicast communication in which a node sends data to a single node or its cluster head.

(2) local broadcast in which the cluster head sends data to all the nodes in the cluster.

(3) global broadcast in which the sink sends data to all the nodes in the network.
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4.1.3 Proposed Scheme

We proposed a polynomial-based key distribution scheme with probabilistic secu-

rity. The three main steps in our pre-distributed key management scheme are the token

generation, key establishment, and key revocation. The following subsections explain

each step in detail.

4.1.3.1 Token Generation

A Key Generation Center (KGC) initially selects a prime modulus, p, and a trivari-

ate polynomial, F (x, y, z), to generate sensors’ tokens in a WSN, where p has the same

size of keys needed in secret communication. We assume that the degree of x is k−1, the

degree of y is t− 1, and the degree of z is h− 1, where these parameters (i.e., k− 1, t− 1

and h − 1) are the thresholds of the polynomials used to generate tokens. In addition,

these parameters determine the strength to resist the sensor capture attack. The trivariate

polynomial is retained by the sink of the network. We assume each device in the WSN

(e.g., the sink, CH and, sensors) has a unique ID.

Each CH with a cluster identity, IDC , has a token that is a bivariate polynomial,

F (IDC , y, z) mod p. Each unique bivariate polynomial is kept by each CH. Note that the

properties of this type of asymmetric bivariate polynomial can be found in [81]. Moreover,

tokens of sensor nodes in the same cluster are generated by a bivariate polynomial. For

example, the token of a sensor node with the identity, idj ∈ IDC , is F (IDC , idj, z) mod

p and F (IDC , y, idj) mod p, which are two univariate polynomials. Each sensor node

needs to store the coefficients of two univariate polynomials.
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4.1.3.2 Key Establishment

Our proposed scheme provides two types of keys: unicast and broadcast commu-

nication keys. The unicast keys are used to support sensor-to-sensor, sensor-to-CH and

CH-to-Sink communications. The broadcast keys are either local keys used by the CHs to

send messages to the sensors in their cluster, or global keys used by the sink to broadcast

a message to all sensors in the network. The following subsections demonstrate the key

establishment process.

(a) Unicast Communication Keys

• Key between two sensor nodes. According to [81], any two sensor nodes in the same

cluster can share a pairwise key. For example, two sensor nodes with the following

identities and tokens, idj ∈ IDC , F (IDC , y, idj) mod p, F (IDC , idj, z) mod p ,

and idk ∈ IDC , F (IDC , y, idk) mod p, F (IDC , idk, z) mod p, respectively, can

share a key F (IDC , idk, idj)] mod p if idj > idk or F (IDC , idj, idk) mod p if

idj < idk, as seen in Figure 10 . Thus, any node can send data secretly to any other

node in the same cluster.

• Key between a sensor node and its CH. Any CH can use its bivariate polynomial to

share a pairwise key with any sensor node in its cluster. For example, the CH with

cluster identity, IDC , and its bivariate polynomial, F (IDC , y, z) mod p, can share

the key, KC,idj = F (IDC , IDC , idj) mod p, with a sensor node with the conse-

quent identity and tokens, idj ∈ IDC , F (IDC , y, idj) mod p, F (IDC , idj, z) mod

p.
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Figure 10: Key establishment between sensor with idk and sensor with idj(idk < idj).

• Key between a sink and each CH. The sink can use its trivariate polynomial to share

a pairwise key with any CH in a WSN. For example, the sink with the trivariate

polynomial, F (x, y, z) mod p, can share the key,KS,C = F (IDC , IDC , IDC) mod

p, with a CH with identity, IDC , and token, F (IDC , y, z) mod p.

(b) Local Broadcast Key

A local broadcast key, KLB, can be determined and sent to each sensor node sepa-

rately asEKC,idj
(KLB) by their CH; the broadcast key,KLB, is encrypted under the shared

key, KC,idj , with each sensor node.

(c) Global Broadcast Key

A global broadcast key, KGB , can be determined and sent to each cluster head

separately as EKS,C
(KGB) by the sink. Thus, the broadcast key, KGB, is encrypted under

the shared key, KS,C with each cluster head. After receiving the global broadcast key,

each CH forwards it to each sensor node separately as EKC,idj
(KGB), which means that

the global broadcast key, KGB is encrypted under the shared key, KC,idj , with each sensor
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node.

4.1.3.3 Key Revocation

If an attacker compromises a sensor node, he can get all of the stored keys in-

cluding the unicast and broadcast keys. Thus, it is important to utilize a key revocation

scheme. The sink creates a Node Revocation List (NRL) that includes the IDs of all re-

voked nodes. The NRL is initially empty and is populated whenever a compromised node

gets detected. This list is stored on each device in the WSN. The NRL is checked for

any messages exchanged in the network to ensure that all current members of the network

are valid/non-compromised nodes. We adopt the node revocation list from the scheme of

Wang et al. [82] since it is an efficient and simple way to allow nodes (i.e., the sink, CH,

sensors) to identify the compromised nodes and exclude them from the network [56], [57].

Our revocation mechanism works as follows. The CH are responsible for mon-

itoring the sensors’ activities and detecting misbehaved sensors. If a malicious sensor

is detected, the CH will add that sensor’s ID into its NRL. Since the broadcast keys

stored in the compromised sensor are revealed by the attacker, the CH must update the

local broadcast key, KLB, and send it to a non-compromised sensor (not in the NRL) in

its cluster separately and encrypted by the shared pairwise key between a sensor and its

CH as,EKC,idj
(KLB). Then, the CH must send the updated NRL encrypted by the local

broadcast key, EKLB
(NRL), to all sensors in the cluster. So, each non-compromised sen-

sor can decrypt the message using the local broadcast key, which authenticates the CH,

and then updates its NRL. After that, the CH sends a request to the sink to update the
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global broadest key, KGB. It also sends the updated NRL to the sink, encrypted by the

pairwise key as, EKS,C
(NRL), where , KS,C , is the pairwise key between the CH and

the sink. The sink will authenticate the message sent by the CH, update its NRL, create

a new global broadcast key, KGB, and send it to each CH in the network encrypted by

the pairwise key between CH and the sink as, EKS,C
(KGB). Once each CH receives the

message from the sink, it authenticates the message using the pairwise key,KS,C , updates

the global broadcast key , KGB, and sends a local broadcast message to all nodes in its

cluster to update the global broadcast key as EKLB
(KGB). This way, only sensor nodes

that have the updated local broadcast key can decrypt the message and store the updated

global broadcast key.

Our proposed key establishment scheme is a polynomial-based scheme. Thus,

we do not need to adopt a sophisticated revocation mechanism since nodes do not store

pairwise keys. Instead, they store the polynomial’s coefficients that are used along with

the node ID to create the pairwise key. Before that, a sensor’s ID is checked to make sure

that it is not listed in the NRL, otherwise, this communication is terminated. Threshold

is the intrinsic part of the polynomial-based scheme, so if the number of compromised

nodes approaches the threshold value, new tokens must be generated.

4.1.4 Security Analysis

In our hierarchical key management structure, there are three types of devices in

a WSN. These are, the sensor nodes, cluster heads (CHs) and a sink. Each WSN hosts a

large number of sensor nodes, which are located at the lowest level of the structure. Each
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sensor node has stored unique secret tokens that can be used to support secure communi-

cations with the CH or any other sensor node in the cluster. In every network, there exists

multiple CHs where each CH manages communications occurring within the cluster. Each

cluster has stored a unique secret token that can be used to support secure communica-

tions between any sensor node in the cluster and the sink. There is only one sink (i.e.,

also called “Base Station”). The sink is located at the highest level of the hierarchical

structure and holds a unique token that can be used to support secure communications

with any cluster head.

4.1.4.1 The Attack Model

The attack model of the proposed scheme is divided into two categories: sensor

capture attacks and common network attacks.

(a) Sensor Capture Attacks

Due to the vulnerable and open environment where sensor nodes are deployed, it

becomes easy to physically capture the sensors. In addition, sensor nodes are not equipped

with tamper-proof hardware, and that enables attackers to obtain tokens stored in the

captured sensors, which leads to serious security issues. Thus, we aim at decreasing these

attacks as much as we can.

if an attacker compromises the token of the sink, the security of our proposed scheme

breaks completely. Thus, the sink needs to be well protected. Since there is only one

sink, we can adopt a sophisticated mechanism, such as a hardware-based tamper-proof

technology to strengthen its security.
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If an attacker compromises the token of each CH, all tokens of sensor nodes within

the cluster will be compromised. However, the tokens of sensor nodes located in other

clusters will be intact. The following theorem discusses the security if the attack compro-

mises multiple CH tokens.

Theorem 1. If the attacker captures k CH tokens, the attacker can recover the trivariate

polynomial used to generate all secret tokens.

Proof. The trivariate polynomial used to generate all tokens is F (x, y, z) where the degree

of x is k−1, the degree of y is t−1, and the degree of z is h−1. The token of each cluster

head with cluster identity, IDC , is a bivariate polynomial, F (IDC , y, z) mod p. Assume

that k tokens of CHs with their identities, IDC,i, i = 1, 2, .., k, have been compromised

by an attack. Then, following the Lagrange interpolation formula, the attacker can obtain∑k
i=1 F (IDC,i, y, z)

∏k
j=1,j 6=i

(x−IDC,j)

(IDC,i−IDC,j)
mod p = F (x, y, z). However, fewer than k

tokens of CHs cannot obtain the trivariate polynomial.

Note. If we limit the number of CHs to be fewer than k, the above attack can never occur.

In this following discussion, we divide sensor capture attacks into two types, the

situation when (a) all capturing sensors belong to the same cluster and when (b) not all

capturing sensors belong to the same cluster.

Theorem 2. (Sensor Capture Attack I) If the attacker has captured t sensor nodes

belonging to the same cluster, it can recover the bivariate polynomial used to generate

tokens of sensor nodes in the cluster.

Proof. The polynomial used to generate tokens of sensor nodes belonging to the same

cluster is a bivariate polynomial, F (IDC , y, z) with degree t − 1 in y and h − 1 in z.
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Knowing t sensors’ token values, F (IDC , idj, z), j = 1, 2, . . . , t, from the Lagrange in-

terpolating formula, the attacker can recover the bivariate polynomial used to generate

tokens in this cluster as
∑t

j=1 F (IDC , idj, z)
∏t

i=1,i 6=j(
(y−idi)
(idj−idi)) mod p = F (IDC , y, z).

However, acquiring less than t tokens does not grant the recovery of the bivariate polyno-

mial.

Note. This sensor capture attack can only be applied if all captured sensor nodes are in the

same cluster. This condition decreases the possibility of a sensor capture attack occurring

since captured sensor nodes randomly belong to different clusters in WSNs. In summary,

our proposed scheme effectively reduces the risk of a sensor capture attack since this at-

tack only works if two conditions are satisfied simultaneously, (a) having captured t or

more sensor nodes; and (b) having at least t sensor nodes belonging to the same cluster in

all captured nodes. Furthermore, if we limit the number of sensor nodes in each cluster to

be less than t, then this attack can never occur.

Theorem 3. (Sensor Capture Attack II) If the attacker has captured m sensors (i.e.,

m > tk) among which at most t sensors belong to the same cluster, he can recover the

trivariate polynomial used to generate sensor tokens.

Proof. The trivariate polynomial used to generate all tokens is F (x, y, z), where the de-

gree of x is k − 1, the degree of y is t − 1, and the degree of z is h − 1. Recall that the

polynomial used to generate the tokens of sensors is a bivariate polynomial, F (IDC , y, z)

with degree t− 1 in y and h− 1 in z. According to [81], from each captured sensor with

tokens, F (IDC , idj, z) mod p and F (IDC , y, idj) mod p, we can establish at most t+ h

linearly independent equations in terms of the coefficients of the trivariate polynomial,
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F (x, y, z). Thus, there are at most t(t+ h) linearly independent equations that can be es-

tablished from the t captured sensors belonging to the same cluster. We assume that there

are m captured sensors among which (at most) t sensors belonging to the same cluster

exist. If the number of coefficients of the trivariate polynomial, F (x, y, z), is larger than

the number of equations available to the attacker that is, thk > m(t + h). Then, these m

captured sensors cannot recover F (x, y, z). On the other hand, if m > thk/(t+ h), it can

solve the trivariate polynomial used to generate the tokens of the sensors. Furthermore,

from [81], since t(t + h) > th, we have m > tk. In other words, this attack needs to

capture far more sensors than the previous attack to compromise the bivariate polynomial

used to generate tokens for each class.

Note. This sensor capture attack is much harder than the previous attack since (a) it needs

to capture far more sensors than the previous one, and (b) among these captured sensors,

there are at most t sensors belonging to the same cluster.

(b) Common Network Attacks

This section describes several common network attacks we consider when design-

ing our proposed scheme.

(1) Impersonation Attack. It is an attack in which the adversary assumes the identity of

a legitimate entity in the wireless sensor network. The proposed scheme allows sensors

to exchange their identities over the network to establish the pairwise keys independently.

If an attacker tries to send a fake identity and pretend to be a legitimate sensor, the at-

tacker will not obtain any information from sensors nodes because the data adversary sent

does not come from the same mathematical structure (i.e., the polynomial used by KGC
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to generate tokens). As a result, its message will be dropped and legitimate sensors will

terminate the communication. Because the attacker does not possess any valid token, the

attacker will never be able to establish a pairwise key and send valid data that sensors can

decrypt with their pairwise keys.

(2) Replay Attack. It is an attacker who captures a message and tries to replay it to sender

to confuse sender and obtain information. The proposed scheme preloaded sensors with

tokens that enable sensors to compute pairwise keys independently. No additional infor-

mation is required to establish the keys other than the sensors’ identities. Utilizing nonce

for sensors communications eliminates the replay attack [83].

(3) Key Exposure Attack. Exchanging keys over the network could lead to key exposer

attacks [83]. Since our proposed scheme is predistribution scheme in which sensors are

preloaded with tokens before deployed into the WSNs, there are no keys transferred over

the network. Our aim is to reduce the amount of information that need to be exchanged

between sensors to establish the keys. Thus, our proposed scheme resists such attacks.

4.1.5 Performance

In this section, we evaluate the performance of the proposed scheme in terms of

storage, computation, and communication overhead. In addition, the probabilistic prop-

erty of the proposed scheme is explained.

4.1.5.1 Storage requirement

In our proposed scheme, only the sink needs to store a trivariate polynomial,

F (x, y, z), where the degree of x is k−1, the degree of y is t−1, and the degree of z is h−
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1. In other words, the storage of the sink is kth coefficients inGF (p). Each CH with clus-

ter identity, IDC , needs to store a bivariate polynomial, F (IDC , y, z) mod p. The storage

requirement of each cluster head is th coefficients in GF (p). Each sensor node with iden-

tity, idj ∈ IDC , needs to store two univariate polynomials, F (IDC , y, idj) mod p, and

F (IDC , idj, z) mod p. The storage requirement of each sensor node is t+ h coefficients

in GF (p). In summary, in our proposed hierarchical key management scheme, each sen-

sor node located at the lowest level only needs to store a minimal number of coefficients,

but the sink located at the highest level needs to store the most coefficients.

4.1.5.2 Computational requirement

In the following discussion, we evaluate the computational requirements of var-

ious communication keys. Horner’s rule [84] can be used to reduce the computational

cost in the polynomial evaluation. According to Horner’s rule, evaluating a univariate

polynomial of degree h− 1 needs h− 1 multiplications and h additions.

• Key between two sensor nodes - Two sensor nodes, with their identities, idj and

idk in the same cluster can share a pairwise key, F (IDC , idk, idj) if idj > idk

or F (IDC , idj, idk) if idj < idk. For example, if idj > idk, sensor node with

identity, idj , can use its token, F (IDC , y, idj), which is a univariate polynomial in

y having degree t − 1 to obtain the shared key, F (IDC , idk, idj). It needs t − 1

multiplications and t additions. Similarly, sensor node with identity, idk, can use its

token, F (IDC , idk, z), which is a univariate polynomial in z having degree h − 1,

to obtain the shared key. It needs h− 1 multiplications and h additions.
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• Key between sensor node and cluster head- Any cluster head with identity, IDC ,

can use its bivariate polynomial, F (IDC , y, z), to share a pairwise key, KC,idj =

F (IDC , IDC , idj) with any sensor node with identity, idj , in the same cluster. The

bivariate polynomial, F (IDC , y, z), has t − 1 degree in y and h − 1 degree in z.

The cluster needs th multiplications and th+ t− 1 additions.

• Key between sink and each cluster head - The sink can use its trivariate polynomial,

F (x, y, z) to share a pairwise key, KS,C = F (IDC , IDC , IDC) with any cluster

head with identity, IDC . The trivariate polynomial, F (x, y, z) has k − 1 degree in

x, t− 1 degree in y and h− 1 degree in z. The sink needs k(th+1) multiplications

and kth+ kt− 1 additions.

4.1.5.3 Communication overhead

The proposed scheme has a low communication overhead for key establishment.

After deployment, no information needs to be transmitted to establish the shared pairwise

keys except the sensors’ IDs and that is a crucial step for self-organization protocols in

WSN. Thus, there is no such overhead in key distribution schemes [43]. On the other

hand, updating broadcast keys, which involves sending new broadcast keys to each sensor

using the pairwise keys, may introduce some communication overhead.

4.1.5.4 Probabilistic security

Our proposed scheme is the first polynomial-based key distribution scheme with

probabilistic security. Unlike all polynomial-based schemes, in which capturing t or more
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than t sensors can recover the polynomial of degree t− 1, which led to compromising the

whole network security, the random deployment of sensors loaded with different polyno-

mial structures make it difficult to guarantee that t captured sensors belong to the same

class. The proposed scheme allows sensors from the same cluster to communicate with

each other since their tokens/shares are generated from the same polynomial structure.

Thus, sensors from different categories can not communicate with each other because

they are pre-loaded with shares that are created from different polynomials. In order to

reveal the polynomial used to generate the shares for sensors, the attacker needs to col-

lect at least t sensors that all belong to the same cluster. In that way, the probability of

finding such sensors is very low, increasing the difficulty of sensor-capture attacks. This

increased difficulty leads to the enhancement of the security of the WSN. Below we show

the statistical analysis of the probabilistic security of the proposed scheme.

In a WSN, if n is the number of sensor nodes and l is the number of clusters,

then, r is the number of sensor nodes in each cluster (i.e., r = n
l
). The probability of

capturing t sensor nodes belonging to the same cluster is Pt =
l.Cr

t

Cn
t

. Figure 11 shows

the probability of capturing t sensor nodes belonging to the same cluster for different

threshold values. We can observe that this probability drops to zero very quickly after

increasing the threshold value. Figure 12 shows this probability for a different number of

clusters. Again, we observe that this probability drops to zero after increasing the number

of clusters. Results show that our proposed scheme has probabilistic security and the

probability of sensor capture attacks can be effectively reduced to be almost nonexistent

by increasing the threshold t(t ≥ 3) or the number of clusters l (i.e., l ≥ 4).
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Figure 11: The probability of capturing t sensors belonging to the same cluster with
various thresholds (for l = 4, n = 40, r = 10).

4.1.5.5 Comparison

Table 4 compares our proposed scheme with schemes in [46], [47], [50]. Our

proposed scheme stores two polynomial shares in each sensor. The degrees of the poly-

nomials are h − 1 and t − 1; thus each sensor stores (t + h) coefficients. Compared

to [46], each sensor node stores a master key and a univariate polynomial of degree R,

which means that each sensor stores R + 1 coefficients. In [47], CHs generate shares to

each sensor in its cluster, which are bivariate polynomials. In addition, each sensor is

preloaded with a secret key. In [50], each sensor stores three keys: a network key that

is used to secure communication between sensors; a cluster key that is used to secure

communication between a sensor and its cluster head; and a share of a secret that is as-

sumed to be utilized for group communication. Each of the keys and the share is of size p,
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Figure 12: The probability of capturing t sensors belonging to the same cluster with
various numbers of clusters (for n = 30, t = 3).

which is the modulus size in the scheme, requiring a storage space of three p-bit keys. For

computation overhead, our proposed scheme only needs to do a polynomial evolution,

whereas in [46], [47], each sensor requires decrypting the message, computing a hash,

and doing a polynomial evaluation. In [50], sensors are preloaded with the required keys

and they do not need to do any computation to establish the keys. Our proposed scheme

has low communication overhead since each sensor is preloaded with the shares and there

is no need to transmit any data other than the sensor’s ID, which does not produce an

overhead. On the other hand, the key establishment schemes in [46], [47] require many

messages to be exchanged to authenticate sensor nodes and distribute polynomials used

for generating the shared key, which shows a high communication overhead. In [50], the

scheme shows high communication overhead due to the dynamic change of thresholds by

the BS changes, which leads to reconstructing new shares for sensors nodes.
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The problem with all deterministic key establishment schemes, including [46],

[47], [50], is that their security is deterministic, so an attacker can successfully reconstruct

the polynomial used to generate tokens after capturing t sensors and that compromises the

security of the whole network. However, our proposed scheme is the first to provide prob-

abilistic security for deterministic polynomial-based key establishment schemes, in which

capturing more than t sensor nodes belonging to the same cluster has a very low proba-

bility, as explained in the security analysis section. In [50], if an attacker compromises

a sensor, the attacker can obtain not only the network key that leads to compromising all

data transmitted between sensors but also the cluster key that allows for the capture of all

data transmitted between the compromised sensor and its cluster head. Thus, capturing

one sensor leads to compromising the security of the whole WSN.
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4.2 part 2: Non-Interactive Group Key Pre-Distribution Scheme (GKPS) for

End-to-End Routing in WSNs

Most existing key distribution schemes in WSNs enable two sensors to establish

a pairwise shared key which is generated and pre-loaded to the sensors by a key gen-

eration center (KGC) before deploying them into an area. The pairwise key is utilized

to encrypt and authenticate data transmitted between two sensors. In a communication

path, which involves multiple links, the key establishment is executed repeatedly in every

link to route encrypted data successfully. Recently, a novel design of a secure end-to-end

routing protocol [37] has been proposed based on a group key pre-distribution scheme

(GKPS). The group key, also called a path key, is used to protect data transmitted in the

entire path. Thus, instead of using multiple pairwise shared keys in a link-to-link secure

communication, it uses an end-to-end path key, protecting data over the entire path. It can

be concluded that implementing the end-to- end protocol is far more efficient and secure

than the link- to-link protocol [37].

In this work, we propose a novel design of GKPS, which is based on a multivari-

ate polynomial, but the security of our scheme is probabilistic k-secure. It is probabilistic

to compromise the security of our proposed GKPS after capturing k + 1 or more sen-

sors. We show that the probability of sensor capture attacks can be significantly reduced.

Furthermore, our GKPS is very flexible in establishing path keys in WSNs. We need to

point out that if the token of each sensor is stored without any tamper-resistant technol-

ogy, it is quite easy for the attacker to recover the token of the sensor. In other words, it is

quite impossible to prevent the attacker from recovering the token of that captured sensor
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without employing any tamper-resistant technology. In this work, our proposed scheme

does not prevent such an attack since we do not employ any tamper-resistant hardware.

On the other hand, since our scheme is probabilistic k-secure, then after capturing k + 1

or more than k + 1 sensors, the attacker has an extremely low probability of obtaining

the secret polynomial used to generate tokens of all sensors. Our scheme can prevent the

attacker from obtaining all tokens of sensors after capturing k + 1 or more than k + 1

sensors. Thus, our proposed scheme enhances the system’s security. Our contributions

are as follows [85]:

• We propose two group key pre-distribution schemes: a deterministic scheme and a

probabilistic scheme.

• Both schemes are based on a multivariate polynomial but with limited storage re-

quirements.

• The security of the second GKPS is probabilistic.

4.2.1 Model

4.2.1.1 Description of Proposed GKPS

In our proposed GKPS, sensors are divided into multiple classes. Each sensor

has a unique token initially generated and pre-loaded by key generation center (KGC).

The storage space of each sensor is linearly proportional to the number of classes and is

independent of the number of sensors. In addition, this scheme allows multiple sensors

to establish a group key (i.e., also called ”path key” in [37]) non-interactively. Fig-

ure 13 shows different paths protected by different group keys to securely routing the data
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Sensor Nodes
Routing Path

Figure 13: Group keys are utilized to securely routing data between sensor nodes.

through the entire path from source to destination sensor nodes. By changing the number

of sensors in a WSN, the probabilities of establishing path keys with different lengths

change as well. Similarly, changing the number of classes in a WSN can also change the

probability of connectivity. One unique feature of our proposed scheme is the fact that it

is the first polynomial-based GKPS with probabilistic security.

4.2.1.2 Performance

The following definitions will be used to evaluate the performance of the proposed

GKPS.

Definition 1 (Probability of capturing t sensors belonging to the same class Pt ): After

capturing t sensors, this is the probability that all captured sensors belong to the same

class.

In Theorem 3, we show that this parameter can be used to determine the security
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strength of our GKPS.

Definition 2 (Deterministic k-secure GKPS): A GKPS is said to be k-secure if GKPS can

resist attacks that capture up to k sensors.

After deploying sensors in a WSN, attackers may try to capture sensors and re-

cover secret tokens. The parameter k is used to evaluate the security strength of a GKPS

and its ability to resist such attacks. In most polynomial-based key distribution schemes,

adjusting the degree of the polynomial is the only way to defend against a sensor capture

attack.

Definition 3 (Probabilistic k-secure GKPS): A GKPS is said to be probabilistic k-secure

if GKPS can resist an attack by capturing up to k sensors. Furthermore, after capturing

k+1 sensors or more, it is probable that the adversary can successfully compromise the

security.

Most existing polynomial-based key distribution schemes are deterministic k-

secure schemes. To elaborate, capturing k + 1 or more than k + 1 sensors enables the

adversary to successfully compromise the security of the network. Regardless, our GKPS

is a probabilistic k-secure scheme. It is probabilistic that the adversary can successfully

compromise the security. One of our design goals is to lower this probability in order to

strengthen the security of the scheme. Our GKPS is very flexible since changing parame-

ters of the GKPS can effectively lower this probability.

Definition 4 (j-length GKPS): A GKPS is said to be j-length if GKPS can establish a

group key among j+1 sensors.

Most key establishment schemes in WSNs can only establish a pairwise secret key
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between two sensors. One unique feature of our proposed GKPS is that it can establish a

group key among multiple sensors, so data can be protected by a path key [37]. A path

key with length j involves j + 1 sensors. So, the collected data in a WSN can be routed

and protected by a path key. The parameter j is determined by many factors, such as the

geographic size of the WSN, the total number of sensors, and the transmission distance of

each sensor. In our proposed GKPS, we can adjust this parameter j, in order to facilitate

an end-to-end secure communication.

Definition 5 (Connectivity): Sensors are said to be connected to each other if any two

sensors share a common secret key.

Connectivity is a property of a WSN that determines whether information can be

securely transmitted within a WSN. A deterministic key establishment scheme guaran-

tees a shared pairwise key between any two arbitrary sensors. Thus, a deterministic key

establishment ensures a connected network. On the other hand, probabilistic key estab-

lishment schemes, such as the random key scheme [29], does not guarantee a pairwise

key between each pair of sensors within the network. As a result, such probabilistic key

establishment schemes do not necessarily guarantee connectivity. When evaluating the

schemes, the probability of connectivity is a parameter used to evaluate the performance

of a probabilistic GKPS. In our proposed GKPS, we can increase the probability of con-

nectivity by adjusting the parameters of the scheme.

Definition 6 (Probability of connectivity with path length j Pj): the probability that any

j+1 sensors can establish a group key (path length is j).

In most key establishment schemes, pairwise keys are used to protect transmitted
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data. The path length of these schemes is always restricted to equal one . However, our

proposed GKPS can establish group keys with different path lengths. The parameter, Pj ,

is the probability of successfully establishing a path key involving j + 1 sensors. In the

performance section, we will discuss how to adjust this parameter.

Definition 7 (Probability of connectivity Pc): the probability that any two sensors can

establish a shared key.

This parameter is the probability that data can be protected and transmitted se-

curely in a WSN.

4.2.2 Proposed Schemes

In this section, we propose different schemes: the basic scheme, a modified scheme,

and the proposed GKPS in detail.

4.2.2.1 Basic Scheme

We assume that there are l sensors, Si, i = 1, 2, . . . , l.

(a) Token Generation

The key generation center (KGC) needs to select l different polynomials, fi(xi), i =

1, 2, . . . , l,and use them to generate tokens for sensors. Each polynomial is a univariate

polynomial having t− 1 degree. The token for each sensor, Si, is Ti = fi(IDi)
∏l

j=1,j 6=i

fj(xj) mod N , where IDi is the public information of a sensor, Si, and N is the RSA

modulus [86] which is the product of two large primes, p and q.

(b) Group Key Establishment

The group key, K =
∏l

j=1 fj(IDj) mod N , shared among l sensors, Si, i =
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1, 2, . . . , l, can be computed by each sensor, Si, using its secret token, Ti, and other sen-

sors’ IDs by computing K = fi(IDi)
∏l

j=1,j 6=i fj(IDj) mod N .

Remark 1. The basic scheme can not only establish the group key for l sensors, Si, i =

1, 2, . . . , l, but can also establish group keys for any k (i.e., 2 ≤ k ≤ l) sensors. For exam-

ple, the group key among sensors, Si, i = 1, 2, . . . , k, isK =
∏k

j=1 fj(IDj)
∏l

j=k+1 fj(0)

mod N .

(c) Example 1

Assume that there are 3 sensors, S1, S2, and S3. The KGC will select 3 polynomi-

als, f1(x1), f2(x2), f3(x3),and generate the tokens, f1(ID1)f2(x2)f3(x3) for S1, f1(x1)

f2(ID2)f3(x3) for S2, and f1(x1)f2(x2)f3(ID3) for S3, where IDi is the public informa-

tion of Si. Note that each polynomial evaluation is computed using a RSA modulus N .

As a result, a group key, f1(ID1)f2(ID2)f3(ID3), can be shared among the 3 sensors,

S1, S2, S3, and a pairwise key can also be shared between any two sensors. For example,

the key,f1(ID1)f2(ID2)

f3(0), can be shared between S1, S2.

(d) Security

We need to point out here that after capturing one sensor by the attacker, it is

quite easy to recover the secret token of the sensor if the token is stored without using

any tamper-resistant technology. In our proposed scheme, since we do not employ any

tamper-resistant hardware, our scheme cannot prevent such an attack. On the other hand,

our scheme is probabilistic k-secure, after capturing k + 1 or more than k + 1 sensors. In

the following theorem, we demonstrate how attackers have an extremely low probability
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in obtaining the secret polynomial used to generate tokens of all sensors.

Theorem 1. The adversaries cannot obtain any information of secret polynomials se-

lected by KGC.

Proof. In the analysis of the sensor capture attack, we classify the attacks into two types.

1. Capturing one sensor- It is obvious that by capturing any single sensor Si , and

obtaining the token Ti = fi(IDi)
∏l

j=1,j 6=i fj(xj) mod N , the adversary cannot

recover information of any individual polynomial, fi(xi), i = 12, . . . , l, nor the

product of all individual polynomials,
∏l

j=1 fj(xj) mod N .

2. Capturing all sensors- Assume that l sensors, Sj ∈ cj, j = 1, 2, . . . , l (all sen-

sors belong to different classes) with their public IDs, IDj ∈, j = 1, 2, . . . , l,

respectively, have been captured by an adversary. Then, multiplying their tokens

Tj = fj(IDj)
∏l

i=1,i 6=j fi(xi) mod N, j = 1, 2, . . . , l, the adversary can obtain the

product
∏l

i=1 fi(IDi)(
∏l

i=1 fi(xi))
l−1 mod N . Consequently, the adversary can

remove
∏l

i=1 fi(IDi) from the product and obtain (
∏l

i=1 fi(xi))
l−1 mod N . Next,

the adversary may try to substitute xi = ID′i, i = 1, 2, . . . , l, where IDi’s are identi-

ties, into the polynomial (
∏l

i=1 fi(xi))
l−1 mod N , and gets (

∏l
i=1 fi(IDi)

′)l−1 mod

N = K l−1 mod N . Based on the RSA assumption in [86], it is computation-

ally infeasible to solve K. On the other hand, it is computationally impossible to

solve the (l − 1)-th root of (
∏l

i=1 fi(xi))
l−1 mod N to obtain the secret product of

polynomials,(
∏l

i=1 fi(xi)) mod N .

In the basic scheme, each sensor, Si, needs to store a token, Ti = fi(IDi)
∏l

j=1,j 6=i

fj(xj) mod N , which is a product polynomial of l−1 univariate polynomials where each
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individual polynomial has degree t−1. Each sensor stores tl−1 coefficients of the product

polynomial in ZN . The storage space is exponentially proportional to the number of

sensors. The following modified scheme can be used to reduce storage from exponential

complexity to linear complexity.

4.2.2.2 Modified Scheme

This section explains a modified version of the basic scheme aimed at reducing

the storage requirements from exponential complexity to linear complexity.

(a) Token Generation

The KGC follows the same procedure to generate tokens for all sensors as de-

scribed in the basic scheme. The token for each sensor Si , is Ti = fi(IDi)
∏l

j=1,j 6=i fj(xj)

mod N . In addition, for each token, the KGC will randomly selects l − 1 secret integers

aj ∈ ZN , j = 1, 2, . . . , l, j 6= i, such that fi(IDi) = a1a2 . . . ai−1ai+1 . . . al mod N ,

and uses them to divide the token, Ti = fi(IDi)
∏l

j=1,j 6=i fj(xj) mod N , into l − 1

sub-tokens, si,j = ajfj(xj), j = 1, 2, . . . , l, j 6= i. Note that the multiplication of

all sub-tokens
∏l

j=1,j 6=i si,j =
∏l

j=1,j 6=i ajfj(xj), can recover the original token, Ti =

fi(IDi)
∏l

j=1,j 6=i fj(xj) mod N . Each sensor is pre-loaded with sub-tokens, si,j = ajfj(xj),

j = 1, 2, . . . , l, j 6= i.

Since each sub-token is a univariate polynomial, storage of each sensor is the

coefficients of l − 1 univariate polynomials. In other words, the total storage of this

modified scheme is t(l − 1); which results in a linear complexity.

Theorem 2. The security of the modified scheme is the same as the basic scheme.
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Proof. For each sensor Si, it stores l−1 sub-tokens, si,j = ajfj(xj), j = 1, 2, . . . , l, j 6= i.

Since l−1 integers, aj ∈ ZN , j = 1, 2, . . . , l, j 6= i, are randomly selected by the KGC for

every sensor, it is computationally impossible to recover any individual polynomial, si,j =

ajfj(xj), j = 1, 2, . . . , l, j 6= i, from its sub-tokens. The only information available when

capturing any sensor is obtaining the token that provides the same knowledge obtained

when capturing a sensor in the basic scheme.

4.2.2.3 Proposed GKPS

In most sensor network applications, a large number of sensors has to be deployed

in order to cover a wide geographical area. If the number of sensors, n, are too large, it

is impractical to implement the above modified scheme since it requires a large storage

space of each sensor (i.e., the storage is t(n− 1)).

(a) Token Generation

The KGC evenly divides n sensors into l classes ci, i = 1, 2, . . . , l, and each class,

ci, is associated with a distinct polynomial, fi(xi), with degree t− 1 each. Tokens of sen-

sors in the same class are generated by the KGC using the same formula but with different

IDs. For example, for two sensors, S1and S2 ∈ ci, with IDi,1 and IDi,2, respectively, the

tokens are fi(IDi,1)
∏l

j=1,j 6=i fj(xj) mod N , and fi(IDi,2)
∏l

j=1,j 6=i fj(xj) mod modN ,

respectively. For token, Ti,1 = fi(IDi,1)
∏l

j=1,j 6=i fj(xj) mod N , the KGC will ran-

domly select l − 1 integers, aj ∈ ZN , j = 1, 2, . . . , l, j 6= i, such that fi(IDi,1) =

a1a2 . . . ai−1ai+1 . . . al mod N , and use them to divide the token, Ti,1 = fi(IDi,1)
∏l

j=1,j 6=i

fj(xj) mod N , into l − 1 sub-tokens, si,j = ajfj(xj), j = 1, 2, . . . , l, j 6= i. Note

85



that the multiplication of all sub-tokens,
∏l

j=1,j 6=i si,j =
∏l

j=1,j 6=i ajfj(xj), enables the

recovery of the original token, Ti,1 = fi(IDi,1)
∏l

j=1,j 6=i fj(xj) mod N . Sub-tokens,

si,j, j = 1, 2, . . . , l, j 6= i, are stored in sensor S1.

(b) Group Key Establishment

Multiple sensors, which belonging to different classes can establish a group key

as described in the basic scheme. However, sensors belonging to the same class can-

not establish a group key. For example, we consider l sensors with their public IDs,

IDj, j = 1, 2, . . . , l,respectively. If Sj ∈ cj, j = 1, 2, . . . , l, then the shared group key

is
∏l

i=1 fi(IDi), which can be computed by all sensors in the group. On the other hand,

if there are only two sensors, Sl−1 and Sl, in the subset of sensors, {Sj, j = 1, 2, . . . , l},

belonging to the same class (i.e., Sj ∈ cj, j = 1, 2, . . . , l − 2, and Sl−1, Sl ∈ cl−1), then

the shared group key among l−2 sensors belonging to different classes, Sj ∈ cj, j = j =

1, 2, . . . , l − 2, is fl−1(0)fl(0)
∏l−2

i=1 fi(IDi).

(c) Security Analysis

This section demonstrates the security analysis of the proposed GKPS against

sensor capture attacks.

Theorem 3. The proposed GKPS can resist attacks in capturing up to t − 1 sensors in

which all captured sensors should belong to the same class.

Proof. In the analysis of the sensor capture attacks, we classify the attacks into two

types:

1. All captured sensors belong to the same class- Assume that t sensors, Sj ∈ c1, j =

1, 2, . . . , t, (all sensors belong to the same class c1) with their public IDs, IDj, j =
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1, 2, . . . , t, respectively, have been captured by an adversary. Then, following La-

grange interpolation on these tokens, Tj = f1(IDj)
∏l

i=2 fi(xi) mod N, j = 1, 2,

. . . , t, the adversary can obtain the product of secret polynomials, (
∑t

j=1 f1(IDj)∏t
i=1,i 6=j

x1−IDj

IDi−IDj
)
∏l

i=2 fi(xi) mod N =
∏l

i=1 fi(xi), necessary to break the secu-

rity of our proposed GKPS. Note that the adversary can only obtain the product

of all existing polynomials but cannot obtain nor produce the individual polynomi-

als. However, if the number of captured sensors is equal to or fewer than t − 1,

the adversary cannot obtain the product of all individual polynomials,
∏l

i=1 fi(xi),

since the degree of each individual polynomial is t − 1. Furthermore, all captured

sensors need to be in the same class in order for the Lagrange interpolation to work

properly.

2. All captured sensors belong to different classes-Assume that l sensors, Sj ∈ cj, j =

1, 2, . . . , l (all sensors belong to different classes) with their public IDs, IDj, j =

1, 2, . . . , l, respectively, have been captured by an adversary. Then, from The-

orem 1, by multiplying their tokens, Tj = fj(IDj)
∏l

i=1,i 6=j fi(xi) mod N, j =

1, 2, . . . , t, the adversary can obtain the product,
∏l

i=1 fi(IDi)(
∏l

i=1 fi(xi))
l−1 mod

N . By removing
∏l

i=1 fi(IDi) from the product, the adversary can get (
∏l

i=1

fi(xi))
l−1 mod N . Regardless, it is computationally impossible to solve for the

(l−1)-th root of (
∏l

i=1 fi(xi))
l−1 mod N and obtain the secret product of the poly-

nomials, (
∏l

i=1 fi(xi)) mod N . On the other hand, the adversary may try to substi-

tute ID′i, i = 1, 2, . . . , l, where ∀ID′i /∈ {IDi, i = 1, 2, . . . , l}, into the polynomial,

(
∏l

i=1 fi(xi))
l−1 mod N , to get (

∏l
i=1 fi(ID

′
i))

l−1 mod N = K l−1 mod N , where
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ID′i are identities of the group key, K. Nonetheless, based on the RSA assumption

[86], it is computational infeasible to get the key, K.

Remark 2. Note that the sensor capture attack as described in the aforementioned theorem

can only be applied if all captured sensors are in the same class. This condition increases

the difficulty of sensor capture attack since captured sensors are randomly distributed in

WSNs. In summary, our proposed GKPS effectively reduces the risk of a sensor capture

attack since this attack only works if the following two conditions are satisfied simultane-

ously: (a) having captured t or more than t sensors; and (b) among all captured sensors,

there must exist at least t sensors belonging to the same class. In the performance analysis

section, we prove that being able to capture sensors from the same class has a very low

probability.

Remark 3. If we limit the number of sensors in each class to be less than or equal to the

degree of each individual polynomial (i.e., bn
l
c ≤ t − 1), then the sensor capture attack

described in Theorem 3 can never endanger the security of our proposed GKPS.

Remark 4. The degree of each individual polynomial determines the competence of the

GKPS in resisting the sensor capture attack. If the degree of each polynomial is t − 1,

then the WSN can resist attacks capturing up to t − 1 sensors in which all captured sen-

sors belong to the same class. Increasing the degree of the polynomials can strengthen

the security; but that increases the storage and computational requirements of the sensors

(will discuss this in the next section.)

(d) Properties of group keys

1. Non-interactive key establishment- Sensors within a group can establish the group

88



key using its secret token and all other sensors’ public identities. After forming the

group, there is no need to exchange any information among sensors.

2. Secrecy of group keys- In our proposed GKPS, sensors in different classes can es-

tablish a group key. The group key is a function of the individual polynomials

associated with classes and sensors’ identities. Any sensor not belonging to the

group cannot obtain this group key. For example, we consider l sensors, with their

public IDs, IDj, j = 1, 2, . . . , l, respectively. If Sj ∈ cj, j = 1, 2, . . . , l, then the

shared group key is
∏l

i=1 fi(IDi), which can be computed by all the sensors in the

group. On the other hand, for any other sensor, S ′1 ∈ c1, with ID′1, computing the

group key from its token, f1(ID′1)
∏l

i=2 fi(xi) is not feasible.

3. Key independence- Each group key is a function of individual polynomials associ-

ated with classes and sensors’ identities. Thus, each group key is independent of

other group keys. However, if an attacker compromises t or more than t group keys

belonging to a special subset, the attacker can recover all other group keys. The

following theorem describes this type of known group key attack.

Theorem 4. Known group key attack- If t or more than t group keys in a special subset

are compromised by the adversary, then adversary can use the compromised group keys

to recover other group keys.

Proof. We use the following example to describe this special subset of compromised

group keys. We assume that the attacker has compromised t group keys, Kj = f1(ID1,j)

f2(ID2) . . . fl(IDl), j = 1, 2, . . . , t. Note that in this special subset of group keys, there
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is only one identity, ID1,j, j = 1, 2, . . . , t, which is a variable that represents t sensors be-

longing to the same class, c1, whereas the rest of the identities are fixed values. Using La-

grange interpolating formula, the attacker can obtain
{∑t

j=1 f1(ID1,j)
∏t

i=1,i 6=j
x1−ID1,j

ID1,i−ID1,j
)
}

{∏l
i=2 fi(IDi)

}
mod N = f1(x1)

∏l
i=2 fi(IDi). The attacker then can use this result to

compute other group keys, Ki = f1(ID1,j)f2(ID2) . . . fl(IDl),∀j, j 6= 1, 2, . . . , t.

Remark 5. The probability of this type of known group key attack is extremely low since

it requires all captured group keys to belong to a special subset of group keys. Further-

more, the usefulness of this attack is very limited since the recovered keys must belong to

a special subset of group keys as well.

4.2.3 Performance

In this section, we demonstrate the security analysis and performance analysis in

terms of storage, computation, and connectivity of our proposed scheme. First, let us

define the notations used in the section:

n: number of sensors in WSN

l: number of classes of sensors

t− 1: degree of each individual polynomial

m: number of sensors in each class (i.e., m = bn
l
c)

4.2.3.1 Security

From Theorem 3, our proposed GKPS is a probabilistic (t − 1)-secure GKPS. In

other words, our scheme can resist attacks of capturing up to t−1 sensors. After t or more

than t sensors are captured, if and only if all captured sensors belong to the same class can
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the adversary successfully compromise the GKPS. Concluding, the ability of an adversary

to compromise the security of our scheme is proven probabilistic upon the preceding

assertions. If t sensors within a network are captured, the probability that all captured

sensors belong to the same class (Pt) is Pt =
Cm

i .l

Cn
i

. Figure 14 exhibits the probabilities

of Pt for varying numbers of sensors. In this analysis, it is proven that as network size

increases, the probability of capturing t sensors belonging to the same class increases.

However, the increases in probability are quite small (i.e., Pt = 0.00006367 for n = 120)

and can almost be disregarded. Thus, a sensor capture attack will not affect security if the

network size is increased. Figure 15 shows the probabilities of Pt for a different number

of classes within a network. The figure exhibits that increasing the number of classes can

significantly decrease the probability of capturing t sensors belonging to the same class.

In Figure 16, the probability Pt is sharply decreased with large thresholds (i.e., t ≥ 4).

From these results, it is proven that increasing either the number of classes, l, or the

threshold value, t, can effectively lower the probability Pt. This result demonstrates that

our GKPS is very flexible to enhance the security of the polynomial-based key distribution

scheme. The design objective is to lower this probability Pt as much as we can.

4.2.3.2 Storage requirements

In the proposed GKPS, each sensor needs to store l−1 sub-tokens, si,j = ajfj(xj),

j = 1, 2, . . . , l, j 6= i, where each fj(xj) is a univariate polynomial having degree t − 1

with coefficients in ZN . In other words, the storage requirement is (l− 1)t coefficients in

ZN , which is a linear complexity.
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Figure 14: The probability of capturing t sensors that belong to the same class (Pt) with
various number of sensors (for t = 6 and l = 6).

4.2.3.3 Computational requirements

We evaluate the computational effort to establish a path key with full length l− 1.

Each sensor, Si, must use its sub-tokens to compute
∏l

j=1,j 6=i ajfj(IDj), where IDj, j =

1, 2, . . . , l, j 6= i. In other words, each sensors needs to evaluate l − 1 univariate polyno-

mials with the degree t − 1. Each polynomial evaluation can follow Horner’s rule [84]

which requires t−1 multiplications and t additions. In total, each sensor needs to compute

(l − 1)(t− 1) multiplications in ZN , which is a linear complexity.

4.2.3.4 Connectivity evaluation

We have proposed a probabilistic (t − 1)-secure (l − 1)-length GKPS. In gen-

eral, parameters in our proposed GKPS are determined in the following manner. From
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Figure 15: The probability of capturing t sensors belonging to the same class (Pt) while
varying the number of classes (for n = 300 and t = 6).

the geographic size of a WSN and the communication distance of each sensor, the max-

imal length,l − 1, of a communication path in the WSN is determined first. Then, from

the security requirement, the degree of each individual polynomial, t − 1, is determined.

According to storage requirements of each sensor, we need to select sensors capable of

storing at least (l − 1)t integers in ZN . Finally, the number of sensors, n, can be prop-

erly determined in order to provide adequate connectivity and satisfactory probability for

establishing a path with a certain length.

1. Probability of connectivity with path length j- A path with length j must involve

j +1 sensors. In our proposed GKPS, these j +1 sensors must all belong to differ-

ent classes so that a group key can be established. The property Pj can be computed

using the following formula, Pj =
Cl

j+1.m
j+1

Cn
j+1

.

Figure 17 shows the probabilities of Pj, j = 1, 2, 3, 4, 5, for the total number of
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Figure 16: The probability distribution of all sensors belonging to the same class (Pt)
when t sensors are captured; with various threshold values (for n = 60 and l = 6).

classes, l = 6. The ability of our GKPS to establish varying-length path keys is

a unique feature in our GKPS that distinguishes it from most pairwise key estab-

lishment schemes, in which paths are bounded by the length 1. Fig. 17 shows the

probabilities Pj for different numbers of n. When the length of the path increases,

the probability is gradually decreases. Moreover, the probability of connectivity

between any two sensors is very high (i.e. 83%) and gradually decreases as the path

length is increases. In addition, increasing the number of sensors in the network

can only slightly affect the probability of connectivity. Therefore, we are able to

increase the size of the network covering the entire geographical area and almost

get the same connectivity as that of a smaller network. Note that increasing n will

not affect the storage requirements of sensors.

2. Probability of connectivity- In our proposed GKPS having l classes, if two sensors
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Figure 17: Probability distribution of connectivity with path length j.

belong to different classes, these two sensors are connected; otherwise, they are

disconnected. The probability of dis-connectivity (P ′c) is: P ′c =
l.Cm

2

Cn
2

; and the

probability of connectivity (Pc) is: Pc =
m2.Cl

2

Cn
2

= 1− P ′c.

One possible way to increase the probability, Pc, is to increase the number of

classes in the WSNs. If the number of sensors, n, is fixed, increasing the number of

classes, l, causes the number of sensors in each class to decrease. As a result, the prob-

ability that two sensors belong to the same class decreases, which in turn increases the

probability of connectivity. Figure 18 shows this probability Pc for different numbers of

classes, l.

Note that if l = n, then each sensor belongs to a unique class. This situation is

95



0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0 20 40 60 80

Pr
ob

ab
ili

ty
 o

f C
on

ne
ct

iv
ity

 (P
c)

Number of Classes (l)

Figure 18: The probability distribution of network connectivity with different number of
classes (for n = 60).

identical to the basic scheme, which is a deterministic key establishment scheme with

Pc = 1. Notably, increasing the number of classes can increase both storage and com-

putational costs of each sensor. This observation explains the motivation of our proposed

GKPS, which is a flexible scheme since it can adjust parameters properly to balance the

needs of high connectivity, strong security, and proper storage requirement for each sen-

sor.

In case we need to deploy a large number of sensors to cover a large WSN, Figure

19 shows this probability Pc for different numbers of sensors. Although this result shows

that increasing the size of a network can slightly decrease the probability of connectivity,

the probability, Pc, remains very high for large number of sensors (e.g. Pc = 0.83, n =

1200). This result demonstrates the merits of our proposed GKPS. It can provide a high

probability of connectivity for a wide range of sensors.
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4.2.4 Comparison

In this paper, we proposed two GKPSs to establish ”path keys” among sensors in

order to facilitate secure communications within sensor networks. Data transmitted over

a communication path do not need to be protected using multiple pairwise shared keys

in a link-to-link transmission. Instead, data can be protected by a single path key using

an end-to-end transmission. Our proposed GKPS is a probabilistic (t− 1)-secure(l − 1)-

length GKPS. Thus, our scheme’s security is effectively strengthened compared to the

deterministic schemes proposed in [54] [55] . We summarize the comparison with other

key establishment schemes in Table 5.
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4.3 Conclusion

In this chapter, we proposed two novel polynomial-based key distribution schemes

with probabilistic security in WSNs: the hierarchical key management scheme and the

group key pre-distribution scheme (GKPS). The proposed schemes are deterministic key

distribution schemes which guarantee that a pairwise key is shared between any two ar-

bitrary sensor nodes in the WSNs, thus achieving high connectivity network. The proba-

bilistic security feature of the proposed schemes has a huge impact in strengthen the se-

curity of the WSNs against sensor-captured attacks. In addition, both proposed schemes

require sensor nodes of minimal memory, communication, and computational overhead.
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CHAPTER 5

FOG COMPUTING

Low-cost microprocessors, sensors and wireless technologies lead to emerge of

various physical devices designed to serve specific applications such as smart watch,

smart lightbulb, smart thermostat, etc. These devices communicate with other devices

as well as connect to the cloud in which user can control the devices remotely; these de-

vices are called Internet Of Things (IoT). According to Cisco [9], IoT devices are going

to increase rapidly and it is anticipated that 50 billion IoT devices will be connected to

the Internet by 2020. The accretion of IoT devices connected to the cloud has created

several network issues such as high latency, high bandwidth and network congestion due

to massive amount of data sent to the cloud [87].

To overcome the aforementioned issues in the cloud, Cisco delivered the vision

of fog computing [88], also called Edge Computing. Fog computing is an extension of

the cloud that is deployed at the edge of network near users. The IoT devices will be

connected to the fog instead of the cloud, and the IoT devices will not be aware of this

transition. With Fog computing, IoT will receive better service in terms of low latency,

and high response rate which is critical for time-sensitive applications [89].

Security services such as data confidentiality and data authentication are needed

in any network communication such as fog computing to protect the transmitted data from

various kind of attacks. To provide security services in fog, users and fog nodes (i.e., base
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station, router, server, etc.) must share a key which is used to protect users’ data, this is

where Key Establishment/Distribution comes into light.

IoT devices have limited capabilities in terms of memory storage, computational

power and battery life [90]. Thus, designing a security protocol in such resource-constrained

devices should consider these limitations. The existing key distribution schemes in com-

puter networks are not applicable in IoT due to inherit characteristics of IoT devices such

as limited memory, computation and battery power. Public-Key schemes are impractical

in IoT because they require large key size and high computational power [90]. Sym-

metric cryptographic scheme is the suitable choice for IoT because it has small key size

(i.e., 128-bit for AES compared to 1024-bit for RSA) and less computational power com-

pared to public-key schemes. There are several symmetric key establishment schemes

used for resource-limited devices as explained in [91]. One of the symmetric schemes is

a polynomial-based scheme in which devices are preloaded with polynomial coefficients

and use them to create pairwise keys that are used to secure the data transmitted through

the public channel, the Internet [37].

In this chapter, we propose a lightweight polynomial-based key management scheme

in Fog Computing. Our scheme has a hierarchical key management structure, in which

fog nodes are deployed at the end of the network near user devices; and keys are generated

based on the hierarchical structure. In summary, our scheme has the following features:

• It guarantees a shared key between a fog node and every End-User (EU) nodes.

• It provides various keys to support secure fog-to-cloud, fog-to-fog and fog-to-user

communication.
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• It’s a scalable, lightweight and hierarchical key management structure that can ac-

commodate a large number of EU nodes without increasing the storage require-

ments of EU nodes.

5.1 System Model

Fog computing acts as an intermediate layer between the cloud and the user de-

vices. This layer shapes the cloud structure to appear as a hierarchy with the cloud in the

top of the hierarchy and the user nodes in the bottom of the hierarchy. The fog structure

is depicted in Figure 20. The bottom of the hierarchy encompasses various End-User

(EU) devices that range from infrastructure like home and buildings to heterogeneous IoT

devices such as cameras and vehicles, in which those devices are equipped with sensing

and communication capabilities to sense environmental phenomenon and send such data

through communication channel to fog node to do further processing and analysis on the

collected data. The system entities are explained below:

• Key Distribution Center (KDC): it is responsible for registering each device that

joins the fog network and then generating tokens for all nodes in the system (i.e., fog

nodes and user nodes). It is located in the cloud data center; and once it generates

all tokens, it goes offline.

• Fog node (FN): it is located in the fog layer between the cloud and the user node

layer. It is the critical component that acts as a relay between the cloud and the user

nodes. Each fog node serves EU nodes within its communication range (i.e., fog

cluster). Fog nodes can be a base station, server or router.
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Figure 20: Fog structure.

• The cloud: contains data centers, KDC and the control center that receives all data

from End-User nodes and process and analyze them according to some application

requirements.

• End-User (EU) nodes: there are various types of EU devices present in a fog cluster

that is served by a fog node. Fog layer has many fog clusters that are deployed in a

geographical area in which fog nodes in a specific fog cluster serve all EU nodes in

its cluster. Due to heterogeneous user devices, we divide user nodes based on their

types to smart phones, vehicles, homes, etc.
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5.2 Proposed Scheme

In our proposed scheme, key generation is done in two phases: registration and

key establishment.

5.2.1 Registration

Each EU node must be registered with the KDC, which is responsible to assign

a unique ID and tokens to each node (i.e., FNs and EUs) in the network. Tokens in

our proposed hierarchical key management scheme are generated in top- down approach.

The KDC selects a trivariate polynomial,F (x, y, z) = a0,0,0 + · · · + a0,1,1yz + a1,0,0x +

a1,0,1xz + a1,1,0xy + a1,1,1xyz + · · · + ak−1,t−1,h−1x
k−1yt−1zh−1 mod p, which is used

to generate tokens for all nodes in the network. KDC uses its trivariate polynomial to

issue tokens, which are bivariate polynomial,f(ID, y, z), to all FNs. Thus, the token

of FN with identity IDi is f(IDi, y, z) = fIDi
(y, z) mod p. In the same way, KDC

uses the bivariate polynomial,f(ID, y, z), of each FN to generate tokens, which are in-

tegers, f(ID, Type, id), to all EU nodes within its fog cluster. So, the token of the EU

node with identity, idj , that belongs to the fog cluster of the FN with identity, IDi, is,

f(IDi, T ype, idj), where Type represent the EU device type. EU nodes are classified

based on their types to cell phones, vehicles, buildings, etc. Each upper level node in the

hierarchical network is able to access tokens of its lower level nodes. For example, the

fog node in the fog layer knows all tokens of its EU nodes in the bottom layer. We explain

the token generation in detail in the following subsection.
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5.2.2 Token generation

A Key Distribution Center (KDC) initially selects a prime modulus, p, and a

trivariate polynomial, F (x, y, z), where p satisfies the cryptographic key’s size that is

sufficient to secure network communication; the degree of x is k − 1, the degree of y is

t− 1, and the degree of z is h− 1; all polynomial’s coefficients are in GF (p).

Token of each fog node with identity, IDi, is a bivariate polynomial,F (IDi, y, z) mod p.

Each unique bivariate polynomial is kept by each fog node. Tokens of all End-User (EU)

nodes in the same fog cluster are generated by the fog node (FN)’s bivariate polynomial,

F (IDi, y, z) mod p, where ,IDi, is the FN’s ID ( we call it FNi). The token of a EU

node with identity, idj ∈ FNi, and type Type (e.g., cellphone, vehicle, building, etc.)

is F (IDi, T ype, idj) mod p, which is an integer that represent the pairwise shared key

between EU node and its FN. The registration phase algorithm is explained below. Once

all EU and FN nodes are registered and are loaded with its tokens by KDC, KDC goes

offline.

Algorithm 1 Registration Phase
1: procedure REGISTRATION(FN,EU )
2: for each FN ∈ network do
3: IDi = FN.identity
4: FN.token = f(IDi, y, z) mod p

5: for i← 1 to n do . n is the number of registered FNs in the network
6: for each EU ∈ FNi do
7: IDi = FN.identity
8: idj = EU.identity
9: Type = EU.device− type

10: EU.token = f(IDi, T ype, idj) mod p

11: KDC goes offline
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5.2.3 KeyEstablishment

Our scheme supports two types of communications: unicast communication, which

is a one-to-one way of communication, and broadcast communication, which is a one-to-

many way of communication. In the unicast communication, an EU node can send data to

its fog node, or a fog node can communicate with other fog nodes in the fog layer. In the

broadcast communication, the fog node can send data to all EU nodes in its fog cluster.

The following subsections demonstrate the key establishment process in detail.

5.2.3.1 Unicast keys

• EU-to- FN pairwise key: Any FN can use its bivariate polynomial to generate a

pairwise key and share it with EU nodes in its fog cluster. For example, the FN

with identity, IDi, and its bivariate polynomial, F (IDi, y, z) mod p,can share the

key,KF,U = F (IDi, T ype, idj) mod p, with the EU node with identity, idj , and

device type is Type which can be any category of IoT device (i.e., vehicle, smart

phone, etc.).

• FN-to- FN pairwise key: If a fog node i wants to communicate with other fog node

j, it needs to send a request to KDC. KDC will generate a key, ki,j , and send it

securely to the FNs with IDi and IDj . To elaborate, KDC will send two messages

that include the key, ki,j , encrypted with the pairwise key between KDC/Cloud and

the FNs; the first message,EKFi,C
(ki,j), is sent to FN with IDi, where KFi,C is the

shared pairwise key between FN with IDi and the KDC in the cloud. The second

message,EKFj,C
(ki,j), is sent to FN with IDj , where KFj ,C is the shared pairwise
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key between FN with IDj and the KDC. Once FNs received the message, each FN

uses its pairwise key to decrypt the message and retrieve the key, ki,j , that will be

used to secure the communication between the FNs with IDj and IDi.

• FN-to- Cloud pairwise key: The KDC in the cloud can use its trivariate polynomial,

F (x, y, z) mod p, to share a pairwise key with any FN in fog network. For example,

the KDC can share the key, KF,C = F (IDi, IDi, IDi) mod p, with the FN with

identity, IDi.

5.2.3.2 Broadcast key

A broadcast key is used by FN to send a secure broadest message to all EU nodes

in its cluster. First, FN chooses a broadest key,KB, and sent it to each EU nodes separately

as, EKF,U
(KB), in which the broadcast key, KB, is encrypted under the shared pairwise

key, KF,U , with each EU node.

5.3 Security Analysis

In this section, we analyze the security of our scheme against possible attacks in

fog environment.

5.3.1 Insider attack

Insider attack is an attack carried by an insider who has access to legitimate EU

node and try to compromise the security of the local fog network by reconstructing the

secret bivariate polynomial that is used to create all tokens in the fog cluster. This attack
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works when several malicious insiders collude together and share their tokens to recon-

struct the bivariate polynomial of the fog node.

To recover the token of the fog node, which is a bivariate polynomial, F (IDi, y, z)

mod p, in which the degree of y is t−1 and the degree of z is h−1, there must be h or more

than h colluded attackers to cooperate to release their shares and construct the bivariate

polynomial. However, with less than h compromised EU nodes, attackers do not have any

information about the bivariate polynomial and could not reconstruct the fog node’s secret

token. For example, let h malicious insiders share their tokens of their EU devices, which

are all devices from the same type,Typej , (e.g., all are cell phones, or vehicles); then,

they can reconstruct the fog node’s bivariate polynomial using Lagrange Interpolation

[65],
∑h

j=1 F (IDi, T ypej, idj)
∏h−1

w=1,w 6=j
x−idw
idj−idw mod p = F (IDi, y, z). However, with

fewer than h tokens, attacker cannot recover the bivariate polynomial. By increasing the

parameter h, the security of the system can be enhanced. The properties of the bivariate

polynomial with different degrees can be found in [81].

5.3.2 Impersonation attack

In this type of attack, an attacker tries to pretend to be a legitimate user to access

the network and collect the transmitted data. Since an attacker does not have a valid token

generated from the KDC, the attackers attack attempt can be detected and excluded from

the network activities. On the other hand, if attacker compromises one of the devices that

is loaded with a valid token then attacker can get the shared pairwise key; however, this

only compromises the link between the attacked device and the fog node but can not affect
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other non-compromised links.

5.4 Performance Analysis

The performance of our proposed scheme is analyzed in terms of storage, com-

munication and computation capabilities of EU nodes.

5.4.1 Storage complexity

In our proposed hierarchical scheme, the KDC stores the trivariate polynomial,

F (x, y, z), where the degree of x is k − 1, y is t − 1, and z is h − 1. Thus, KDC

needs to store kth coefficients in GF (p). Each fog node with identity, IDi, needs to

store a bivariate polynomial, F (IDi, y, z) mod p. The storage requirement of each fog

node is th coefficients in GF (p). Each EU node with identity idj and Type, store an

integer,F (IDi, T ype, idj) mod p, which its size is equivalent to the modulus p. Conse-

quently, our proposed hierarchical scheme minimized the storage in of EU nodes in the

fog network; EU nodes at the bottom of the hierarchy store minimal coefficients compare

to the KDC at the top of the hierarchy which stores the maximum number of coefficients.

The storage of KDC and fog nodes are much higher than EU nodes, so the hierarchical

key distribution scheme assigns keys in an efficient way.

Overall, our proposed scheme is scalable, more EU nodes can join the fog network

without affecting the storage capacity of the existing EU nodes or the new joined nodes

since in the EU node level, all devices need to store a key which is the size of the modulus

independent of the network size. The fog node has an enough storage capacity to store

the bivariate coefficients and to accommodate more IoT devices. Furthermore, KDC can
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increase the degree of the trivariate polynomial to increase the security level and that

can be tolerated at fog node layer without increasing the storage at EU nodes. Thus, the

security can be enhanced without affecting the EU node’s storage.

5.4.2 Computational overhead

In the following discussion, we evaluate computational requirements of our three

types of communication keys. Horner’s rule [84] can be used to reduce the computational

cost in the polynomial evaluation. According to Horner’s rule, evaluating a univariate

polynomial of degree h− 1 needs h− 1 multiplications and h additions.

• FN-to-EU Communication Key: FN with identity, IDi, uses its bivariate polyno-

mial, F (IDi, y, z) mod p, to establish a pairwise key, KF,U = F (IDi, T ypej, idj)

mod p, with EU node with idj and Type. The bivariate polynomial has t − 1 de-

gree in y and h − 1 degree in z. thus, FN needs th multiplications and th + t − 1

additions. On the other hand, EU nodes are only loaded with a single integer that

represent the shared key, KF,U

• FN-to-FN and FN-to-Cloud Communication Keys: When FN wants to communi-

cate with other FN, it needs to send such request to the KDC in the cloud, so it

needs to establish the shared key between FN with, IDi, and the KDC. To evalu-

ate the FN’s bivariate polynomial, F (IDi, y, z) mod p, to establish the shared key,

KF,C = F (IDi, IDi, IDi) mod p, FN needs th multiplications and th + t − 1

additions. However, KDC uses its trivariate polynomial, F (x, y, z), to establish

the shared pairwise key, KF,C . The KDC needs k(th + 1) multiplications and
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kth+ kt− 1 additions.

5.4.3 Communication overhead

The proposed scheme has low communicational overhead. After deployment, no

information needs to be transmitted to establish the shared pairwise keys between fog

node and EU nodes except the ID of EU nodes which is attached with each data sent

from the EU nodes.

5.4.4 Comparison

We compare our proposed scheme with the proxy-based polynomial scheme pro-

posed by Porambage et al. in [63]. Table 6 shows the performance analysis comparison.

In terms of storage, our proposed scheme requires only the pairwise key to be stored in

EU node; however, in [63], a sensor node stores its private key, n pre-installed shared keys

with its neighboring proxies and k out of n DH-key shares required to construct the DH

key. In terms of communication, our proposed scheme does not need any messages to be

sent from EU node to establish the pairwise key; on the other hand, the protocol in [63]

exhibit high communication overhead in sensor nodes since each sensor node needs to

send encrypted messages containing its shares to its n neighboring proxies, and receives

at least k encrypted messages that include the DH- key shares and lastly send a MAC

message to confirm to the host device the successful derivation of the DH key. In terms

of computation, our proposed scheme does not require EU node to do any processing to

establish the pairwise key since it is pre-installed. However, in [63], there are expensive

computations required to establish the DH key which include polynomial computations
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(i.e., addition and multiplication) and exponentiation computation. Sensor nodes in [63]

needs to encrypt nmessages that include its shares and send them to its neighboring prox-

ies and decrypt at least k out of n received encrypted messages that include the DH key

shares; in addition, it needs to do k multiplications of the received DH-shares to construct

the DH key and finally compute a MAC based on the DH key.

Table 6: Performance Analysis Comparison

Comparison Criteria [63] the Proposed Scheme
Storage overhead n+ k + 2 keys 1 key

Computation overhead n+ k + 1 0
encryption/decryption
k-multiplications

Communication overhead n+k+1 encrypted messages 0 messages

5.5 Conclusion

We proposed a polynomial-based hierarchical key management scheme in fog

computing with deterministic key establishment that guarantees a shared key between

a fog node and all user nodes in its cluster. Our scheme can resist up to h colluded at-

tacks. With fewer than h insider attackers, information about the secret polynomial of

degree h − 1 stored by fog node is not revealed. Furthermore, it is a scalable scheme in

which more nodes can be added into the fog network without affecting the security of the

network. In addition, the security level can be increased without increasing the storage

requirements of the user nodes.
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CHAPTER 6

BLOCKCHAIN NETWORKS

Since the emergence of Bitcoin, the cryptocurrency, blockchain technology has

received substantial attention from academic, businesses, and governments. It has been

applied in various environments such as smart cities [92], smart homes [16], and health-

care [14] to provide security services such as data integrity, confidentiality and system

availability. Blockchain is a distributed ledger in a peer-to-peer network in which all

transactions are stored in a chain of blocks. It uses cryptographic mechanisms to chain

the blocks in a way that makes it difficult to manipulate the data stored in the ledger

without being detected. Comparing with other traditional distributed systems, blockchain

stands out for its three properties: trustless, permissionless and censorship resistance [93].

Blockchain’s design ensures that no one entity can control data stored in the ledger; this

provides the immutability of data and ensures all entities having almost the same copy

of the ledger [94]. Furthermore, miners are entities who is responsible for validating

transactions, reaching a consensus, creating blocks and updating the ledger. Validating a

transaction triggers the execution of a smart contract (i.e., chaincode) which explains the

rules to govern transactions [94].

Blockchain technologies are classified into two main categories: public (i.e., per-

missionless) and consortium (i.e., permissioned) blockchain [93]. Public blockchain al-

lows any entity to join the network, read and write into the ledger. In addition, any entity
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can participate as a miner, host the ledger, create a block and run the consensus processes.

Due to its public nature, the mining process and the consensus algorithms are designed

in a complicated way and requires an exhausted number of resources (e.g., processing

power, computations, energy) to provide high immutability of distributed ledger and to

increase the difficulty of attacks that try to manipulate the ledger. On the other hand,

permissioned blockchain prefers identity over anonymity, which means it requires each

entity to register prior joining the network. Thus, entities have some form of identifying

each other but not necessarily trusting each other and making the collaboration in ex-

changing valuable assets and processing business possible without the need of a trusted

third party. Furthermore, specific entities are assigned as miners which are the only enti-

ties who host the ledger, run consensus algorithms and are allowed to update the ledger.

Comparing with the permissionless blockchain, the mining in permissioned blockchain

is considered less expensive in terms of the consensus algorithms’ complexity and num-

ber of resources (i.e., memory, processing and energy power) required to run mining

processes. Although all blockchain ledgers offer the same security services overall, per-

missioned ledgers prohibit anonymous miners from validating transactions, and prevent

potentially malicious sources from entering into the validation process. Therefore, only

authorized miners may validate transactions within the system [95] [96], and that service

maintains integrity throughout the validation process. Due to the aforementioned prop-

erties of permissioned blockchain, we consider the permissioned blockchain technology

in our proposed scheme. Specifically, we adopt the hyperledger fabric architecture and

communication flows [97] in designing our proposed scheme.
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Generally speaking, to secure communication over public channel, such as the

Internet, two main security services are required, user authentication and data confiden-

tiality. To provide such services, each entity in the network needs to share a key with

other entities before exchanging data over the network. This is called key establishment.

In blockchain networks, we noticed that all existing key establishment schemes are based

on the public-key infrastructure (PKI), which is an interactive key establishment that re-

quires information to be exchanged and verified between entities in order to generate a

key. This results in a long-time process of key establishment. Our proposed scheme is a

pre-distribution scheme which means entities are preloaded with tokens that enable them

to non-interactively share keys with other entities in the network. This results in much

faster key establishment process comparing to PKI. In addition, public-key operations,

such as the RSA modular exponentiation, have more modular multiplications than the

polynomial computations.

In this Chapter, we propose a polynomial-based key management scheme in per-

missioned blockchain utilizing bivariate polynomials. We aim at reducing the amount of

information that needs to be transmitted and stored in entities, while allowing each entity

to be able to compute pairwise keys independently. Also, we explain the advantages of

our proposed scheme as well as its limitations.
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6.1 Background

6.1.1 Hyperledger Fabric Blockchain Architecture

The main components of the hyperledger blockchain network are peer nodes which

can be classified into a validating peer and a non-validating peer. A validating peer is the

node that hosts ledgers, runs smart contracts and endorses/validates transactions [98].

On the other hand, a non-validating peer is responsible to connect clients’ applications

to validating peers, but it does not host ledgers and can not execute transactions. The

hyperledger fabric main entities are described below:

• Client’s Application (A): It is the entity that request a transaction by sending a

transaction proposal (TP) to endorsing peers, which are specified in the endorsing

policy of the smart contract (SC). Later, client’s application will receive endorsed

transactions, called transaction proposal responses (TRs), from endorsing peers.

Then, client’s application checks that it receives sufficient number of TRs that need

to be sent to an Orderer.

• Endorsing Peer (EP): It endorses transactions that comes from several clients’ ap-

plications according to endorsement policy specified in smart contract of each trans-

action. In addition, EP must validate endorsed transactions that come from Orderer

before applying them to the ledger.

• Orderer (O): Once Orderer receives TRs from clients’ applications, it orders all
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transactions, puts them in blocks and distributes blocks to all peers (EP and non-

endorsing peers) in the blockchain network. Orderer is one of the important non-

validating peer nodes that plays a significant role in hyperledger’s finality because

it prevents the ”ledger fork” and that keeps ledger in consistent states among all

peers [99].

6.1.1.1 General Communication Transaction Flow

From Figure 21 , the communication flow in hyperledger fabric blockchain fol-

lows five basic steps [99] [100]:

• Step 1: Client’s application (A) sends a transaction proposal (TP) to a specific set

of endorsing peers (EP) in the network (i.e. endorsing peer 1, endorsing peer 2 and

endorsing peer N). Then, each EP executes a smart contract (i.e. chaincode) on the

transaction proposal, endorses it and creates a transaction proposal response (TR).

• Step 2: Once endorsing peers create TRs, they send them back to the client’s appli-

cation. After receiving the required number (i.e., a threshold number) of endorsed

TRs, client’s application checks the results of the transaction proposal responses to

ensure they have the same results.

• Step 3: Client’s application sends all TRs to an Orderer. Assuming that there are

multiple Orderers in the blockchain network, client’s application specifies to which

Orderers to submit TRs.

• Step 4: Orderer receives TRs from client’s application, orders them according to
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Figure 21: Transaction flow

other transactions that comes from other applications, puts them in blocks and dis-

tributes blocks to all peers in the blockchain network, including the endorsing peers

and non-endorsing peers.

• Step 5: A committing peer must validate all transactions in the blocks to ensure that

they have been consistently endorsed by all relevant endorsing peers according to

the endorsement policy of the smart contract. Thus, only the validated transactions

in the blocks will be applied to the ledger while the failed transactions will be
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rejected.

6.1.1.2 Additional Communication Transaction Flow

In the blockchain network, it is common that some organizations want to privately

share transactions with a subset of organizations in the network without exposing these

transactions to the whole network. The hyperledger fabric satisfies such requests by pro-

viding two methods that ensure privacy of transactions between a subset of organizations

in the blockchain network: the channel and the private data collection [101]. Channel is

a private subnet of communication between two or more network members who establish

the channel to conduct private and confidential transactions. Figure 22 shows blockchain

with several channels. Only authorized peers are allowed to participate in channel’s ac-

tivities and share a private data.

However, creating multiple channels to protect data between any subset of network

nodes (i.e., entities) leads to additional administrative overhead. With private data collec-

tions, entities can share transactions with all channels’ members while keeping portion

of transactions private. Consequently, private data collection allows a subset of network

members on a channel to share private data without having to create a separate channel.

There are two components of the collection- the actual private data and the hash of the

private date. The actual private data that is stored in a private database on the peers (i.e.,

network member) and is shared between the authorized members in a channel through

peer-to-peer protocol (i.e., gossip network). The hash of the private data which is en-

dorsed, ordered and written to the ledger of every peer on the channel so that hash serves
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Figure 22: Blockchain network with several channels

as a proof of the transaction without revealing the private data in the channel [102].

All communication in the permissioned blockchain must be protected from out-

siders and unauthorized entities. Thus, entity authentication and transaction confidential-

ity are required. In order to provide such security services, keys are needed to protect

all transactions. As we mentioned earlier, most of the permissioned blockchain such

as hyperledger fabric are based on Public-Key Infrastructure in which certificates gen-

erated from certificate authorities (CAs) are used to provide entity authentication and

public/private key pair to encrypt/sign transactions between entities. All entities in the

permissioned network need to authenticate other entities by checking their certificates
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frequently, then get public keys to validate the endorsements (i.e., signatures) on the trans-

action according to endorsement policy coded in the smart contract (i.e., chaincode). Us-

ing public-key cryptosystem to authenticate entities and validate every transaction in the

blockchain that encompasses large numbers of entities, require each entity to store other

entities’ certificates and do some computational-intensive operations to validate transac-

tions. It needs a large storage to hold all certificates and more computational power to do

all tasks in real time. In this Chapter, we propose a polynomial-based key management

scheme for permissioned blockchains such as hyperledger fabric. Our scheme requires

less storage and performs faster computations compare to PKI scheme.

6.1.2 Bivariate Polynomial Key Establishment Schemes

In [21], Blom proposed the first pairwise key establishment scheme based on a

symmetric bivariate polynomial. In addition, in [7], Blundo et al. demonstrated the

polynomial-based key establishment scheme in which a symmetric bivariate polynomial,

f(x, y), is used to generate the pairwise keys.

The Key Generation Center (KGC), which is responsible to generate keying mate-

rials for each entities in the network, selects a symmetric bivariate polynomial, f(x, y) =

a0,0 + a1,0x+ a0,1y + a2,0x
2 + a1,1xy + a0,2y

2 + · · ·+ at−1,0x
t−1 + at−2,1x

t−2y + · · ·+

at−1,t−1x
t−1yt−1 mod p, where the coefficients, ai,j ∈ GF (p), and ai,j = aj,i,∀i, j.

Then, KGC uses the bivariate polynomial, f(x, y), to generate tokens, f(IDi, y), i =

1, 2, . . . , n, which are univariate polynomials and the IDi is the public information of en-

tity, entityi. Since f(xi, xj) = f(xj, xi),∀i, j ∈ [0, t− 1], the two entities with identities
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IDi and IDj , can successfully create and share a pairwise key.

6.2 Model of the Polynomial-Based Key Management Scheme

In this section we introduce our scheme including the key establishment process

and the attack model.

6.2.1 Key Establishment Process

Our proposed scheme consists of two phases: the token generation phase and the

key establishment phase.

• Token Generation: The Key Generation Center (KGC) generates three bivariate

polynomials, each aim at securing communication between two entities in the net-

work. Then, KGC utilizes the bivariate polynomials to generate tokens, which are

univariate polynomials, and preload tokens in entities.

• Key Establishment: after each entity are preloaded with tokens, they can use the to-

kens to create pairwise keys that is used to securely transmit data over the network.

6.2.2 Attack Model

There are two attack scenarios we consider in this paper: the insider attack and

outsider attack. The Inside attacker is the one who possess a valid token and try to col-

lude with other inside attackers to compromise the security of the network. On the other

hand, Outside Attacker is an attacker who does not possess any valid token but tries to

compromise an entity to either disrupt a service or obtain its valid tokens to compromise
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network’s traffic. Our proposed scheme can resist both attacks as we will show in the

following sections.

6.3 Polynomial-Based Key Management Scheme

In this section, we propose a bivariate polynomial-based key management scheme

in permissioned blockchain, more specifically, our solution is applied to the hyperledge

fabric model. The scheme consists of three bivariate polynomials that support three types

of communication. The first bivariate polynomial is created to support the two-way com-

munication between client’s application and endorsing peers. The second bivariate poly-

nomial is created for the one-way communication between the client’s application and an

Orderer. The third bivariate polynomial is to support one-way communication between

the Orderer and all peers in the blockchain network. Furthermore, our key management

scheme can support both the general and additional communication flows, explained in

previous section. The proposed scheme consists of two main phases, the token generation

phase and the key establishment phase.

6.3.1 Token Generation Phase

Key Generation Center (KGC) creates three bivariate polynomials, fi(x, y) mod

p, i = 1, 2, 3, in which coefficients belong to GF (p) where p is a prime modulus. The

degree of x is t − 1 and y is n − 1. All entities in the blockchain network are assigned

a unique identity number. Then, KGC uses each polynomial to generate tokens which

are univariate polynomials for each entity as demonstrated below. The token generation

phase is depicted in Figure 23 .
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Client’s Application OrdererEndorsing Peer Non Endorsing 
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Figure 23: Token generation phase.

• For the two-way communication between a client’s application and endorsing peers

(EP), KGC generates tokens for client’s application with identity, idc, as f1(idc, y) mod

p, and for EP with identity, idep, as f1(idep, y) mod p.

• For the one-way communication between a client’s application and Orderer, KGC

creates tokens for client’s application with identity, idc, as f2(idc, y) mod p, and for

Orderer with identity,ido, as f2(ido, y) mod p.

• For the one-way communication between an Orderer and all peers (i.e., endorsing

and non endorsing peers) in the network, KGC computes tokens for Orderer with

identity, ido, as f3(ido, y) mod p, and for a peer with identity,idp, as f3(idp, y)modp.
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6.3.2 Key Establishment Phase

After KGC generates tokens for all entities in the blockchain network, each entity

can use its tokens to compute the shared pairwise key with other communicating entities

as the following:

• The shared pairwise key between a client’s application with identity, idc, and EP

with identity,idep, is f1(idc, idep) = f1(idep, idc) mod p = Kc,ep , as seen in Figure

24 .

Client Application E-Peer

!",$% = '( )*$%, )*" +,* -
TP= D(!",$% , , E(!",$% , TP))
Create TR

)*" , E(!",$% , TP)

!",$% = '( )*" , , )*$% +,* -

E(!",$% , TR)

TR= D(!",$% , , E(!",$% , TR))

Figure 24: Key establishment between client‘s application and endorsing peer (EP).

• The shared pairwise key between a client’s application with identity, idc, and Or-

derer with identity,ido, is f2(idc, ido) = f2(ido, idc) mod p = Kc,o, as shown in

Figure 25 .
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TR= D(!",$ , , E(!",$ , TR))

()" , E(!",$ , TR)

!",$ = &' ()" , , ()$ *+) ,

Figure 25: Key establishment between client‘s application and Orderer.

• Finally, The shared pairwise key between Orderer with identity, ido, and a peers

with identity, idp, is f3(ido, idp) = f3(idp, ido) mod p = Ko,p, as depicted in Fig-

ure 26 .

Our proposed scheme also allows clients applications to communicate with each

other using their tokens, f1(idc, y) or f2(idc, y). In addition, EPs can communicate

with each other securely by generating a shared pairwise key from either f1(idep, y) or

f3(idep, y). In the same way, Ordere can communicate with other Orderer using either

f2(ido, y) or f3(ido, y) to generate a shared pairwise key.

6.4 Security Analysis

Having three independent bivariate polynomials to generate tokens for different

type of communications, the security will be enhanced since compromising one bivariate
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Figure 26: Key establishment between endorsing peer (EP), non endorsing peer and Or-
derer.

polynomial does not affect security of other bivariate polynomials corresponding to other

types of communications.

6.4.1 Attack Model

We consider two types of attacks in our proposed scheme, the insider attack and

the outsider attack.

6.4.1.1 Inside Attack

To recover one of the bivariate polynomials, fi(x, y) mod p, i = 1, 2 or 3, used to

generate tokens for entities, it takes at least t inside attackers to be colluded together to

share their tokens and reconstruct the bivariate polynomial using Lagrange Interpolation

as (
∑t

i=1 fk(IDi, y)
∏t

j=1,j 6=i
x−IDj

IDi−IDj
) mod p = fk(x, y),where k = 1, 2, or 3. However,

with fewer than t tokens, the bivariate polynomial cannot be obtained. For example,
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when the inside attackers are clients’ applications, then t clients’ applications can collude

together to recover the bivariate polynomial used to create the tokens between clients’

applications and EPs. As a result, all secret tokens are recovered and can be used to sign

and submit false transactions.

6.4.1.2 Outside Attack

If an attacker can compromise an entity and get hold of entity’s tokens, the at-

tacker can only affect the security associated with this compromised entity. However, if

attacker has compromised t or more than t tokens of entities belonging to the same cate-

gory (i.e., all entities belonging to either clients’ applications, EPs or Orderers), attacker

can reconstruct the bivariate polynomial used to create their tokens. This can lead to a se-

rious security breach on the network security. However, it is very unlikely to compromise

t entities especially when t is a large number. Intrusion detection and prevention system

can be utilized to eliminate such attacks.

Note. In the above two types of attacks, if we limit the number of entities whose tokens are

generated from same bivariate polynomial of degree t to be fewer than t, then this attack

can never be occurred.

6.4.2 Security Enhancement Model

There are several security mechanisms that can be utilized to eliminate attacks in

our proposed schemes. For example, tamper-proof mechanisms can be utilized to store

the tokens securely in the entities. Thus, even though entities have been hacked, attacker

will not be able to acquire the tokens. In other words, attacker will fail to reconstruct the
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bivariate polynomial.

6.5 Performance Analysis

In this section, we discuss the performance of our proposed scheme in terms of

storage, communication, and computational overhead.

6.5.1 Storage Requirement

Each entity needs to store tokens that are polynomial coefficients. In the case of

a client’s application, it stores two tokens, f1(idc, y) and f2(idc, y), corresponding to two

univariate polynomials with degree t − 1 each. In other words, the client’s application

stores 2t coefficients. Also, EP stores two tokens, f1(idep, y) and f3(idep, y), so they are

required to store 2t coefficients. In the same way, Orderer has two tokens, f2(ido, y) or

f3(ido, y), and stores 2t coefficients in total. On the other hand, non-EP stores only one

token, f3(idp, y), and they only need to store t coefficients. In fact, number of coefficients

stored in each entity is independent of network size. This property is attractive since it

promotes scalability of the system as well as connectivity between entities.

6.5.2 Communication Overhead

Our proposed scheme does not require sensitive data (i.e., tokens) to be transmitted

over the network. Only the identities of the communicating parties need to be exchanged

to create the shared pairwise key. As a result, communication overhead is minimal in our

proposed scheme.
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6.5.3 Computational Overhead

The properties of the polynomial-based schemes make them better than the public-

key schemes for the following reasons:

• The modulus size of the polynomial-based cryptographic scheme is much smaller

than the modulus size required for the public-key cryptographic schemes. This is

because the security of the polynomial-based cryptographic schemes is uncondi-

tionally secure, so the modulus size needs to be larger than the size of secret keys

(i.e., 128-bit) of communication. On the other hand, the security of the public-key

cryptographic schemes is based on some computational assumptions. For exam-

ple, the security of the RSA scheme is based on the difficulty of factoring large

composite integers (i.e., 2048-bit).

• The polynomial-based evaluation can be done following Horner’s rule [84], which

requires t modular multiplications, and t is the degree of the polynomial. In gen-

eral, t is not a large integer (e. g., 10). However, the the computation of public-key

cryptographic schemes such as the RSA scheme needs to evaluate modular expo-

nentiations. Computing each modular exponentiation using Squaring-and-Multiply

method [6] requires 1.5 log2 n modular multiplications. If n is 2048-bit, then it

needs around 3000 modular multiplications.

• Thus, polynomial-based modular multiplication with a smaller modulus (i.g., 128-

bit) is much faster than the public-key modular multiplication with a larger modulus

(e.g., 2048-bit).
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In the following paragraphs, we demonstrate the aforementioned properties by

comparing our proposed scheme and PKI schemes, specifically RSA, both theoretically

and experimentally.

6.5.3.1 Theoretical Analysis

We analyze the computational differences in terms of modular multiplications

required for both the polynomial-based schemes and RSA cryptosystem. We utilized

Horner’s rule [84] for the polynomials’ evaluation, and Squaring-and-Multiply algorithm

[6] for RSA evaluation. In the polynomial-based scheme, a polynomial of degree t re-

quires t number of multiplications [84]; in each multiplication, there is an x-bits number

(i.e., x is the size of the modulus, which is the size of the secret key) multiplying by an

x-bits number resulting in x2 bit-level multiplications. So, the total number of bit-level

multiplications required for the modular multiplications in the polynomial evaluations is

t × x2. For instance, a polynomial of degree 10 with modulus size (x) 128-bit requires

163, 840 bit-level multiplications. On the other hand, the RSA modular exponentiation re-

quires 1.5 log2 y modular multiplications. Each multiplication involves y2 bit-level mul-

tiplications. This results in a total of [y2 × (1.5 log2 y)] bit-level multiplications. For

example, the total number of bit-level multiplications required for the modular exponenti-

ation in the RSA with modulus size 1024-bit is 1.610613×109. We conclude that the RSA

with modulus size 1024-bit is approximately 9830.4 times slower than polynomial-based

scheme with degree 10 and modulus size 128-bit. Table 7 shows how much an RSA with

different modulus sizes (1024, 2048, 3072) is slower than the polynomial-based schemes
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with various degree (10, 50, 100) and modulus sizes (128, 192, 256). [p]

We need to mention that a 2048-bit is the minimum key size for an RSA to be

considered secure, since a 1024-bits RSA implementation was broken in 2010 [103]. On

the other hand, the polynomial-based scheme is considered secure with smaller modulus

sizes (i.e., 128-bit) and usually does not require large modulus sizes nor large degrees.

Thus, due to larger modulus size requirements and more multiplication operations, RSA

is considered far slower than the polynomial-based schemes to provide the same security

services.

6.5.3.2 Experiments

We implemented both schemes, the polynomial-based scheme using Horner’s

rule [84], and the RSA modular exponentiation utilizing Squaring-and-Multiply algo-

rithm [6]. We ran both algorithms in a 32-bit Ubuntu based Linux OS, on a VirtualBox

installed in macOS Sierra, on a 64-bit laptop which has a 2-core Intel Core i7 (2.9 GHz),

and 4 GB memory. We assigned one CPU and 1024-bits memory to the Ubuntu and we ran

the algorithms 100 times. Figure 27 aims at showing the execution time in Nano seconds

(ns) for polynomials with different degrees (e.g., 10, 50, 100) and various modulus sizes

(e.g., 128, 192, 256 bits). With a polynomial of degree 10, increasing the modulus size

resulted in a slight increase in time (i.e., ≈ 0.02 milliseconds (ms)) required to evaluate

the polynomial. Increasing the degree of the polynomial (i.e., > 50) will gradually in-

crease the time required to evaluate the polynomial when the modulus size is increased as

well. Notably, the time it takes to evaluate a polynomial of degree 100 and a modulus size
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256-bit is approximately 2.9 ms, which is considered fast if we consider this a worst-case

scenario. Figure 28 shows the execution time to compute the RSA modular exponentia-

tion with various modulus sizes (e.g., 100, 200, 1024, 2048, 3072 bits). As we mentioned

earlier, for security purpose, RSA modulus sizes must be greater than 1024 bits. We have

demonstrated several modulus sizes to show how that can affect the execution time of

RSA modular exponentiation. Fig. 28 exhibits that increasing the modulus sizes results

in a dramatic increase in the execution time of RSA modular exponentiation. For exam-

ple, a 1024-bit modulus size takes 41.80 ms, 2048-bit takes 306.53 ms and 3072-bit takes

952.81 ms. In Figure 29, we aim at comparing the time it takes to evaluate a polynomial

with different degrees and different modulus sizes with the RSA modular exponentiation

with various modulus sizes. The graph shows how RSA takes long time to compute the

modular exponentiations with larger modulus sizes. It shows that the RSA is much slower

than the polynomial-based schemes. From Fig. 29, we see that the 2048-bit RSA takes

3.07× 108 ns (i.e., ≈ 306.5390 ms) while polynomial with degree 100 and modulus size

128-bit takes around 883942 ns (i.e., ≈ 0.883942 ms). There is a huge difference in the

execution time of both schemes, RSA takes around 305 ms more to compute the modular

exponentiation.

6.6 Comparison and Limitation

Most of the blockchain implementations have adopted Public-Key Infrastructure

(PKI) as a key management scheme. The main drawback of utilizing PKI is that it is an
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interactive scheme that requires validating information (i.e., certificates) exchanged be-

tween entities prior to establishing a shared key, decrypting a message, or verifying a sig-

nature. Thus, imposing every entity to check the validity of the certificate for every trans-

action creates an overhead and will cause a significant delay especially when the number

of entities in the blockchain is very large. In addition, the operations involved in PKI

such as validating certificates, encrypting/decrypting transactions, and signing/verifying

the transactions are expensive in comparsion to the polynomial evaluation operations. In

this paper, we propose a novel key management scheme in blockchain technology. The

main advantage of our proposed scheme is that tokens are pre-loaded into each entity

enabling them to generate shared keys. This can speed up the key establishment process

significantly.
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Table 8 provides a comparison between our proposed scheme and the PKI scheme

in hyperledger fabric that is based on X.509 certificates and the Elliptic Curve Digital Sig-

nature Algorithm (ECDSA) [104]. In terms of storage requirements, our proposed scheme

requires each entity to store two univariate polynomials’ coefficients with a complexity

of O(t) where t is the degree of the polynomial. In PKI, each entity needs to store the

valid certificates of other entities, O(n) where n is the number of entities in the network.

Therefore, the PKI requires more storage when more entities join the network (i.e., dy-

namic storage), in contrast to the polynomial-based scheme that stores polynomials’ coef-

ficients only and that does not affected if new entity join the network (i.e., static storage).

Regarding the computations, our scheme requires polynomial evaluations that consist of
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polynomial-based evaluations with different modulus sizes (in bits).

primitive operations (i.e., multiplications and additions) while PKI requires expensive op-

erations such as modular exponentiation that involves a large number of modular multi-

plications due to the large key size required for PKI security. For communication, entities

in the proposed scheme exchange their IDs, which can be found in a public directory, to

generate the shared keys where as in PKI, entities need to exchange/validate certificates

before obtaining the public keys or calculating the shared keys. However, our proposed

scheme lacks revocation mechanisms in case the shared keys are compromised by attack-

ers. PKI, on the other hand, encompasses revocation mechanisms such as the Certificate

Revocation List (CRL). This is considered a limitation in our proposed scheme and we

are going to address it in our future work.
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Table 8: Comparison between the Proposed Scheme and Public-Key Schemes

Entity’s Characteristic Proposed Scheme Public-Key Scheme
[104]

Storage Polynomials’ coefficients Entities’ certificates
(t× x) O(ny)

Fixed storage Dynamic storage
Independent from Network Size Yes No

Communication Exchange IDs Exchange Certificates
Computation Polynomial Evaluation Modular Multiplications

Revocation Mechanisms No Yes

6.7 Conclusion

In this paper, we propose a bivariate polynomial-based key management scheme

in a permissioned blockchain. In our scheme, entities in the blockchain network are

preloaded with tokens that enable them to share pairwise keys. Establishing pairwise

keys involves less complex polynomial evaluation operations such as additions and mul-

tiplications, which result in a faster processing compared with the popular blockchain key

management schemes such as public-key schemes. Moreover, our scheme is a lightweight

key management scheme in which the entities would be required to store only tokens that

are of linear complexity. In addition, the size of the stored tokens is independent of the

network size and thus enhances the scalability of the network. The only limitation with

our scheme is a lack of revocation mechanisms, and we plan to address this limitation in

our future work.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

Resource-constrained devices such as IoTs and sensors become an integral part of

most networked systems. These devices help users to access their data anywhere anytime.

For example, a user can use their mobile phone to access their bank accounts and medical

records, or to control their home appliances remotely. The data transferred from these de-

vices contains sensitive information that must be protected before being transferred over

networks; otherwise, it becomes vulnerable to attackers. Thus, security services such as

data confidentiality and authentication are required to secure the sensitive information. To

provide such security services, networked devices must share a cryptographic key to se-

cure the data. The current key distribution and establishment protocols, which are utilized

for networked computers, are not applicable for resource-constrained devices due to their

inherent characteristics (i.e., limited memory, computation, and processing powers). In

this dissertation, we proposed lightweight key distribution schemes in three environments

that encompass resource-constrained devices: Wireless Sensor Networks (WSNs), Fog

Computing, and Blockchain Networks. Our lightweight cryptographic protocols require

a small amount of memory and a smaller number of computations and low communication

overhead compared to the other key distribution protocols.

In WSNs, we proposed, for the first time, two polynomial-based key pre-distribution
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schemes with probabilistic security. The first scheme is designed as a hierarchical key dis-

tribution scheme in a hierarchical WSNs. With the hierarchical design, the pairwise keys

are distributed in the network utilizing a top-down approach that proves to be an efficient

and lightweight scheme for resource-constrained devices. The second proposed scheme is

modeled as a non-interactive group key pre-distribution scheme in which a group key, also

called a path key, is used to secure data transferred over the entire routing path. Specif-

ically, instead of using link-to-link secure communication, which uses multiple pairwise

shared keys, it uses an end-to-end secure communication that utilizes a single path key

to protect data over the entire path. Although both schemes are lightweight and provide

high connectivity in the WSNs, they suffer from sensor-captured attacks. To elaborate,

the problem with all polynomial-based key distribution schemes is that the security of

these schemes, which are called deterministic k-secure, depends on the degree of the

chosen polynomial. In other words, if the degree of the chosen polynomial is k, then

capturing the k + 1 sensors (or more) can compromise the systemâs security. Although

increasing the degree of the polynomial can improve the security, it increases the storage

and computational requirements of the sensors. In this dissertation, we propose, for the

first time, polynomial-based key distribution schemes with probabilistic security. With

the probabilistic security feature, we enhance the security of the WSNs against sensor-

captured attacks. In addition, we show that the probability of a sensor capture attack can

be significantly reduced by adjusting the system’s parameters.

In fog computing, the environment in which the IoT devices represent end users’

nodes, we proposed a hierarchical polynomial-based key management scheme. In our
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proposed scheme, keys are distributed to the networked nodes in a top-down approach.

The hierarchical structure of our proposed model significantly reduces the memory, pro-

cessing, and communication requirements of the IoT’s devices. In addition, our proposed

scheme is scalable scheme in which more nodes can join the fog network without affect-

ing the storage of other nodes that exist in the network.

In the blockchain network, we proposed a lightweight key management scheme

in a permissioned blockchain environment utilizing bivariate polynomials. We noticed

that most permissioned blockchains rely on a Public-Key Infrastructure (PKI) as crypto-

graphic tools to provide security services such as identity authentication and data con-

fidentiality. Using PKI to validate transactions includes validating digital certificates

of endorsement peers that create an overhead in the system. Because public-key op-

erations are computationally intensive, they limit the scalability of blockchain applica-

tions. Due to a large modulus size and expensive modular exponentiation operations,

public-key operations such as RSA become slower than polynomial-based schemes that

involve a smaller modulus size and an even smaller number of modular multiplications.

For instance, the 2048-bit RSA is approximately 15,728 times slower than a polynomial

with a degree of 50 and 128-bit modulus size. In this dissertation work, we propose a

lightweight polynomial-based key management scheme in the context of a permissioned

blockchain. Our scheme involves computationally less intensive polynomial evaluation

operations such as additions and multiplications that result in a faster processing com-

pared with public-key schemes. In addition, our proposed solution reduces the overhead

of processing transactions and improves the system scalability. More importantly, the
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proposed polynomial-based key distribution scheme is an unconditionally secure scheme,

which is better than the security of the PKI schemes that are based on some computational

assumptions. The one limitation of our proposed scheme is that it lacks a key revocation

mechanism that we will consider in a future work.

7.1 Future Work

Our future direction is as follows:

1. Complete Lightweight Key Management Infrastructure

According to NIST [105] “The proper management of cryptographic keys is es-

sential to the effective use of cryptography for security. Keys are analogous to

the combination of a safe. If a safe combination is known to an adversary, the

strongest safe provides no security against penetration. Similarly, poor key man-

agement may easily compromise strong algorithms.” Thus, when it comes to cryp-

tographic keys, it is very important to think of the whole lifecycle of the keys from

generating, updating, and deleting/revocation of keys. Ultimately, we aim at devel-

oping a complete lightweight key management scheme. We designed several key

distribution/establishment schemes, and we plan to design a lightweight and effi-

cient key revocation scheme. A Key Revocation Scheme is an important part of any

key management scheme. When an attacker compromises a key or a key’s lifetime

expires, it is of great importance to have a mechanism to revoke the compromised

keys and generate new keys and distribute them securely to entities in the network.

For that reason, our goal is to design a key revocation scheme that is lightweight
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for resource-constrained devices and efficient enough to enhance the security of the

networked systems.

2. Applications for Lightweight Protocols

Advancement in technology and wireless communications allows small devices

such as cell phones and IoTs that are equipped with network connectivity to be

part of any network infrastructure. Therefore, designing security protocols these

days must consider these resource-limited devices that become an integral part of

networked systems. In this dissertation, we consider three environments: Wireless

Sensor Networks (WSN), Fog Computing, and Blockchain Networks. We plan to

investigate other environments that involve resource-constrained devices such as ve-

hicular networks and smart homes, and design lightweight cryptographic solutions

for those environments.

3. New Models of Key Distributions

Key distributions and establishment schemes aim at allowing two network nodes to

share a key so they can communicate securely. In WSNs, great many approaches

have been developed to allow any one pair of sensors to share a key that is used

for secure communication. A random key distribution scheme, for example, is one

of the most popular protocol in WSNs; it is a probabilistic key distribution that

distributes keys between sensors based on some connectivity probability. If two

strange sensors donât share a pairwise key, they start a path key discovery phase

in which sensors search for a mutual neighboring node that shares pairwise keys

with both sensors. That path discovery phase has high communication overhead.
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The aforementioned scheme is not a centralized key establishment, but the key es-

tablishment task is distributed between sensors, which is a complicated task for

such resource-constrained devices. For that reason, we plan to develop a scheme

that facilitates key establishment between two strange sensors in WSNs based on

pre-shared pairwise key schemes (i.e., random key scheme). In contrast to the path

discovery phase in which the mutual neighbor generates a key and distributes it

securely to the two sensors, our approach allows the mutual neighbor to utilize

the pre-shared pairwise keys with the two sensors to generate a shared key using

lightweight techniques such as broadcasting and an XOR operation. That is, our

goal is to not only design a lightweight scheme but to increase the probability of

key establishment by designing a new model that is built on top of the existing

pre-shared pairwise key schemes.

4. Attack Detection Schemes

We plan to develop an attack detection protocol based on a cryptographic puzzle

approach and machine-learning techniques. Currently, we are working on a crypto-

graphic scheme that aims at detecting Sybil attacks in distributed systems. In Sybil

attack, an adversary controls several identities in a way that can manipulate the net-

work. Such attacks are popular in WSNs and also other distributed systems such as

blockchain networks. With machine-learning techniques, we can build a protocol

that can detect attacks based on behavioral attributes [106].

5. Testing Platform

We aim at building a real testing platform such as raspberry-pi clusters to test the
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real performance of our schemes and compare them with other practical protocols.

The testing platform is very important to evaluate the performance of our protocols,

to test the practical part of our approaches, and to get practical data that could be

utilized for data analysis. With the testing platform we can simulate different real-

world scenarios.
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