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ABSTRACT 
 

 

 Explosive devices are one of the most well known tools used by terrorists and 

those wishing to cause mass destruction.  Current technology cannot detect hidden 

explosive materials such as RDX, TNT, TATB, and others well enough to protect civilian 

and military personnel from being harmed by explosive devices designed with the 

purpose to kill.  The poor detection limits by many of these devices stem from inaccurate 

experimental property data, such as vapor pressure.  

 The current work has expanded the vapor pressure versus temperature data for 

RDX, a well known explosive material.  The data should be useful in building sensors for 

detecting RDX.  The completed vapor pressure versus temperature data was fitted to 

Antoine’s equation resulting in the constants A = 47.676, B = 54523.699 and C = 

688.593.  Additionally, two correlations have been developed that predict the vapor 

pressure of nitro group containing compounds, including explosive nitro group 

containing compounds.  The first correlation is useful for order of magnitude estimation 

and relates vapor pressure to molecular mass.  The second correlation is more accurate 

and contains more explosive compounds.  The more accurate correlation contains 

equations that predict the constants of the Clausius-Clapeyron equation fit to various nitro 

compounds.  Large deviations exist, but this originates from inconsistent and inherently 

low vapor pressure data for many of the nitro group containing compounds. 
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CHAPTER 1 

INTRODUCTION 

 On December 25, 2009, terrorist Umar Farouk Abdulmutallab managed to take an 

explosive charge hidden inside his underwear aboard a Northwest flight headed for the 

United States.1  The terrorist managed to slip past all forms of security put in place to 

prevent weapons of mass destruction from being carried onboard an aircraft.  However, 

the terrorist’s attempt to blow up the airplane failed due to improper ignition of the 

explosive which burned slowly for a very short time, then extinguished.1  This illustrates 

the lack of effective security measures at airports and other public places. 

 The major form of security one encounters at the airport is a full body metal 

detection scan and luggage scans for metal and hazardous materials.  Full passenger body 

scans of explosive materials are needed to aide in preventing terrorists from carrying 

explosive materials onboard aircrafts.  As of date, there is no full body detection method 

used worldwide to detect explosive materials. 

 The only type of explosive detection used on people is the Explosive Trace 

Detection (ETD) device employed by the Transportation Security Administration (TSA).2  

These devices require that a person or luggage be swabbed and then analyzed.  This 

detection method is slow and only done at random.  ETD relies upon the mistake of the 

bomb maker to leave residue of the explosive material and relies upon the TSA employee 

to swab an area that has come in contact with explosive material.   

 Another method that is currently being tested and soon to be deployed at select 

locations is referred to as advanced imaging technology.3  However, issues of privacy and 

high radiation doses are concerns of the public.  Therefore, the technology is optional and 
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will result in a slower, more evasive pat-down procedure for those that wish to not be 

scanned.3  A detection method that is not harmful to a frequent traveler and is similar to 

the walk through metal detectors is preferred.  Such a detection method would take air 

samples around the person and detect explosive particles.  A detection method of this sort 

requires highly accurate vapor pressure data, which is often incomplete or is comprised of 

inconsistent data.  This was the case for the Royal Demolition Explosive (RDX). 

 RDX, also known as hexahydro-1,3,5-trinitro-s-triazine, 

cyclotrimethylenetrinitramine, 1,3,5-trinitro-1,3,5-triazocyclohexane, hexogen, cyclonite, 

or T4 has the molecular formula C3H6N6O6.
4  RDX has an orthorhombic crystal structure 

and is colorless.4  RDX can be used as a primary explosive or mixed with other 

explosives, such as trinitrotoluene (TNT).  More commonly, it is used as the main 

component of detonator charges.4  However, as old and as extensively used as RDX is, 

RDX’s vapor pressure data was incomplete and the existing data have not been analyzed 

for their accuracy.  Many of today’s researchers seeking reliable RDX vapor pressure 

data typically rely upon the work done by Dionne et al.5  Dionne et al. collected, 

measured, and correlated vapor pressure for RDX.  This correlation uses selected data 

points from other investigators, and does not give reasons for the omission of the rest of 

the data.  The existing vapor pressure data, to the authors’ knowledge, has never been 

analyzed.  Additionally, their correlation is for a rather narrow temperature range, and 

completing the vapor pressure versus temperature data could improve the correlation and 

verify that which Dionne et al. have established.   

 As mentioned above, RDX is often mixed with other types of explosives, 

particularly TNT.  Explosives like RDX and TNT contain nitrogen functional groups.  
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Other nitro group containing compounds include pentaerythritol tetranitrate (PETN), 

triaminotrinitrobenzene (TATB), High Melting Explosive (HMX), dinitrotoluene (DNT) 

isomers, hexanitrohexaazaisowurtzitane (CL-20), and nitrotoluene (NT) isomers.  All of 

these compounds are structurally similar to RDX, and could be related to one another in a 

simple, yet reliable global vapor pressure equation. 

 Detecting explosive materials in the air will require accurate data for many 

explosive compounds.  However, because the compounds listed above have similar 

molecular properties, their vapor pressures are also similar.  Correlating the vapor 

pressures to a global equation will enable a quick determination of vapor pressure of nitro 

containing explosive materials. 

 Experimentally there are two ways of determining vapor pressures for a 

compound: static, also known as direct pressure measurements and dynamic, also known 

as indirect pressure measurements.6  Only a few techniques that pertain to measuring low 

vapor pressures, such as the case with the explosives listed above, will be discussed.  One 

particular method is the manometric method.  This method measures the pressure exerted 

by a gas being generated from a liquid or solid.  The sample is placed in a temperature 

controlled vacuum chamber and a very sensitive pressure gauge is used to determine the 

vapor pressure.6, 7  However, this method is very sensitive to impurities.  For the system 

cannot distinguish between compounds.  Additionally, samples may require a very long 

time to reach equilibrium inside of the chamber. 

 Another static method of measurement is through effusion.  Effusion requires a 

vacuum chamber at pressures around 7.5 × 10-7 mm Hg, but instead of measuring the 

pressure exerted by the gas, it measures the mass loss from the liquid or solid.6  The 
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sample inside the vacuum chamber is able to effuse through a small orifice where it is 

collected in a cold trap.  Measurements are taken at regular intervals to obtain a mass loss 

versus time data set.8  A common effusion apparatus used to measure vapor pressure is 

the Knudsen cell.  Due to the inherent nature of the Knudsen/effusion cell, volatile 

impurities can affect results.  Additionally, the Knudson cell requires long equilibrium 

time periods and is associated with the difficulties of a low vacuum system.9 

 The gas saturation method, or the transpiration method does not have the same 

difficulties as the effusion or the manometric method.9  The transpiration method is 

similar to the effusion method in that it measures the changes in mass.7  The transpiration 

method requires that a carrier gas become saturated with the vapor from the sample of 

interest.  The saturated gas is then separated from the effused substance(s) and the mass 

of the collected sample is determined.  This method does not require calibration nor does 

it need a lot of sample if the compound of interest has a high enough vapor pressure.  

However, if the vapor pressure is low at a particular isotherm, then a large quantity of 

carrier gas may be needed to collect a sufficient amount of sample.  Additionally, similar 

to a vacuum system, leaks can always be a problem, and with this system minor leaks are 

difficult to detect and can affect the accuracy of the results.10  Any system that measures 

changes in mass will be susceptible to volatile impurities that can cause inaccurate 

results; the transpiration method is no exception. 

 Another method used for measuring vapor pressure is the thermogravimetry 

method which utilizes the thermogravimetric analyzer (TGA).  A TGA is similar to the 

Knudsen cell and the transpiration method in that it measures the mass loss of a 

compound and is able to correlate that to vapor pressure using Langmuir’s theory.  An 
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inert carrier gas is used to remove the vapor as it effuses from the sample.  Many 

technical issues arise through this method such as the need for the sample to have a 

uniform surface area.  For solids, this means the sample must be melted first and placed 

in a container so that the sample can evaporate uniformly.  This method however, is not 

applicable to compounds that decompose upon melting as some explosive materials do, 

such as RDX.  However, a benefit of using the TGA is that samples can often be 

analyzed quickly after a calibration curve has been determined.11 

 TGA is sometimes used coupled with other devices like the differential scanning 

calorimeter (DSC).12  DSC and differential thermal analyzer (DTA) are other forms of 

static measuring devices.  DTA can be equipped with a pressure chamber and very 

precisely measures the temperature difference between a sample and a reference.  This 

allows the researcher to detect phase changes in the sample, hence extracting the vapor 

pressure at the given temperature and pressure.  DSC measures the heat flow either into 

or out of a sample and reference material.13  Again, phase changes are detected, but this 

time by the amount of energy absorbed or released.  This system can also be coupled with 

a vacuum chamber, thus allowing for vapor pressure determination at any given 

temperature.  In both systems, irreproducible results are not uncommon due to the highly 

sensitive nature of both devices.  DSC and DTA have been proven to be very useful in 

determining other thermochemical properties as well as purity of samples.14 

 Another method that is less sensitive to impurities than the gas saturation 

methods, more consistent than DSC and DTA, and can measure low vapor pressures 

consistently is the gas chromotograph (GC) head space method.  This method requires 

that a sample be equilibrated with a particular volume of air at a desired temperature.  
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Once equilibrium has been reached, a sample of the air is taken using a gas syringe and 

injected into the GC.  Based on a calibration curve and the area of the peaks produced by 

the GC, the amount of sample can be determined in the air.15  Using the ideal gas law or 

any other equation of state, vapor pressure can be determined.  However, it is necessary 

to know accurate values for different variables in the equations of state used, otherwise 

large errors can result when vapor pressure values are calculated.  For example, 

determining the volume of air in the above experimental can be very difficult and often 

times result in high uncertainty. 

 Indirect methods rely upon the development of a calibration curve of reference 

compounds with known, measured vapor pressures.  It is essential that the reference 

compounds vapor pressures be measured accurately, for the accuracy of those 

measurements will determine the accuracy of the vapor pressure of the unknown 

compound.  The reference compounds normally have a similar molecular structure 

(homologs) to that of the unknown sample, because molecules with similar structures 

often have similar properties, such as vapor pressure.  The indirect method also requires 

that an unknown property be determined experimentally at various isothermal conditions 

for the homologous series.  For example, how much mass is lost from evaporation in an 

oven, melting point under uniform conditions, or some other inexpensive yet consistent 

test.6  A linear relationship will be exhibited if the chosen measured property relates 

correctly to the vapor pressure.  The unknown substance is evaluated the same way and 

then compared to the known substances via the calibration curve which is developed 

using the known vapor pressure versus the measured trait.  The vapor pressure of the 

unknown can then be extracted from the correlation. 
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 A new indirect method is the gas chromatographic-retention time method.6, 16, 17  

Measuring vapor pressure indirectly using the GC-retention time method utilizes the 

consistent retention time of a compound in a GC column at a given temperature.16, 17  

Measurements are taken at isothermal conditions for homologous compounds with 

known vapor pressures along with an additional homolog with an unknown vapor 

pressure.  A calibration curve of vapor pressure against retention time is then made and 

the unknown compound’s vapor pressure is extracted.  The GC-retention time method 

was tested by Verevkin and Heintz by comparing it to the transpiration method.  

Vaporization enthalpies were calculated and compared for both methods.  Their results 

were acceptable when the error of the transpiration method was accounted for.17  This 

indirect method allows for quick and accurate vapor pressure data determination.  The 

GC-retention time method still relies upon the accuracy of the data taken directly for the 

reference compounds used, error associated with the direct method used, as well as the 

error in the measurement taken to correlate the homologous series used in the indirect 

method.  The error of this method is within an acceptable range when accurate vapor 

pressure data for reference compounds are available. 

 There are three primary objectives of this research.  The first objective is to 

compile and review all relevant vapor pressure literature pertaining to RDX.  The main 

goal will be to collect the majority of relevant vapor pressure literature on RDX, review 

the purity of sample, method(s) used to measure vapor pressure, precision of 

measurements, and accuracy of data measured so that any inconsistencies or errors may 

be known for future research.  Additionally, the literature review will provide a quick 

reference of the work done on the vapor pressure of RDX so that the future work needed 
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on the vapor pressure of RDX is more defined.  In achieving this objective, future 

research may be expedited. 

 The second objective is to complete the vapor pressure versus temperature data 

for RDX using the GC-retention time method.  This method was chosen mainly because 

results are obtained quickly and are reproducible.  Additionally, impurities in a sample 

can easily be identified and ignored due to the nature of the method.  The GC-retention 

time method is only reliable if accurate vapor pressure data is available for homologs of 

RDX.  Homologs of RDX include TNT, a very well known and used explosive, and 

isomers of DNT.  All of these homologs of RDX have been well studied, and the vapor 

pressure data is well established. 

 The third objective of this research project is to develop a correlation that can 

predict the vapor pressure of nitro group containing compounds within reasonable 

accuracy.  Correlating the vapor pressure of nitro group containing explosive compounds 

is a step towards developing detection methods that could be used in the same manner as 

walk through metal detectors or even to analyze the air near a solider for detection of 

improvised explosive devices.  The compounds of interest are TATB, RDX, HMX, TNT, 

NT isomers, DNT isomers, CL-20, Toluene, and PETN.  The correlation will try to relate 

each of these compounds’ vapor pressure with some other property, e.g. melting point, 

boiling point, molecular mass, etc.  Non-explosive compounds, such as DNT, are 

included in this study for the reason that in TNT synthesis, DNT isomers will be present 

in the final product as impurities.  If the impurity can be detected, then so is the 

compound of interest. 
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CHAPTER 2 

RDX VAPOR PRESSURE LITERATURE REVIEW 

 This review will include literature sources that report on the vapor pressure of 

RDX.  The primary focus will be on the purity of sample analyzed, method of data 

collection, precision of measurements, and accuracy of data measured.  Any equation(s) 

provided by the author(s) was/were not altered to uniform units, change of temperature, 

or pressure in order to maintain the authenticity of the work.  A summary of the equations 

given by the authors or an equation fitted to their data if no equation was provided is 

shown in Table 1 at the end of this chapter. 

 Six authors have reported vapor pressure data on RDX, namely Dionne et al.5, 

Edwards18, Rosen and Dickenson19, John et al.20, Cundall et al.21 and Rogers et al.22  The 

most notable is from Dionne et al.5 whose data is generally used for RDX vapor 

pressures.  In a 2007 Army Research Laboratory report, Dionne et al.’s work was cited.23  

Dionne et al. measured the vapor pressure of RDX directly using a vapor pressure 

generator coupled with a cold trap found to be between 95-99% efficient.  Temperature 

was regulated within 0.1 K using five thermocouples and the carrier gas flow rate was 

controlled within 1 cc/min.  The collection in the cold trap was analyzed via GC in 

conjunction with a thermal energy analyzer (TEA).  Dionne et al. obtained a military 

grade RDX sample from the Federal Bureau of Investigation (FBI) and no further 

purification or purity analysis was carried out.  Dionne et al. measured the vapor pressure 

of RDX at three undisclosed temperatures in the range of 298.15 – 413.15 K and fitted 

the data to the Clausius-Clapeyron equation of the type: 
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where P is the pressure, T is the final temperature in Kelvin, To is the initial temperature 

in Kelvin, R is the gas constant, and Hsub is the enthalpy of sublimation, which was not 

provided by Dionne et al.  However, this equation is not what is often cited by other 

authors, but rather the more useful global equation which they fitted to their own data as 

well as selected data from Edwards18, Rosen and Dickenson19, and John et al.20 applicable 

to the temperature range of 309 – 411 K and given as: 

 
22.50 

(K) T

6473
  P(ppt) Log10 

 
(2) 

Dionne et al. do not give reasons for excluding Cundall et al.21 and Rogers et al.22 and 

also for their selection of some data from Edwards18, Rosen and Dickinson19, and 

John et al.20 

 As mentioned above, Edwards also measured the vapor pressure of RDX, but 

used the Knudsen cell method.18  Edwards’ obtained RDX from a commercial source as 

an acetone-crystallized sample.  He removed traces of acetone by placing RDX in a 

vacuum chamber set at 373.15 K.  Perhaps the largest source of error comes from the 

accuracy of the measured mass loss which could only be determined to 0.1 mg.  Other 

sources of error include the measurement of the orifice diameter to an accuracy of one 

thousandth of an inch and the lack of information regarding the stabilization of the 

temperature.  Edwards discusses difficulties in obtaining reproducible results that were 

only partially rectified by adjusting the heat transfer area.  Edwards repeated his 

measurements at the higher temperatures to ensure that RDX was not decomposing, but 
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does not discuss the results of these trials, only states that RDX was not decomposing.  

The following equation was provided for the temperature range of 383.75 – 411.65 K:   

 
10.87  

(K) T

5850
   Hg) (cm PLog10 

 
(3) 

 Similarly, John et al.20 measured the vapor pressure of RDX through isotope 

dilution analysis and a nonfragmenting field ionization mass spectrometer described by 

Anbar and Aberth.24  John et al. discuss that their data was not consistent with those 

obtained by effusion methods and varied significantly at some temperatures.  Sources of 

error were not discussed by the authors and are therefore difficult to determine why there 

were such large variations between different sets of data.  The RDX sample used was 

synthesized on site and results from infrared spectrum, melting point, and high-

performance liquid chromatography (HPLC) showed that their sample was 99.9+% pure.  

Precision of the measurements taken by John et al. are reported to be better than ±10% at 

the same temperature.  Data was collected at temperatures of 347.15, 357.15, and 

369.15 K.  This data was fitted to the Clausius-Clapeyron equation:   

 TR2.303

H

TR2.303

H
  (torr) PLog

o
10 








 

(4)  

where To = 840 K, ΔH = 13.6 kcal/mole, and R is the gas constant equal to 

0.00198588 kcal/(mol·K).  In comparison to the other author’s data, the work by 

John et al. follows a different slope when the Log10 P vs. T-1 data is compared. 

 Rosen and Dickenson provided the best critical review of the vapor pressure data 

published to that date.19  The authors computed the vapor pressure using the Langmuir 

equation which utilized the mass loss measurements taken in a heated vacuum apparatus.  

They identify the largest source of error comes from the temperature measurements 
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which contain an uncertainty between 0.2 – 0.5 K.  Additionally, the barometric pressure 

fluctuations they observed affect the liquids boiling point, thus affecting the results 

spanning across a long time period (more than 72 hours).  RDX was obtained from the 

National Bureau of Standards (NBS) and was purified by repeated recrystallization and 

through drying to remove solvents.  RDX was tested by at least one of the following 

methods for purity:  thin layer chromatography (TLC), melting point, or GC and was 

found to be of high purity.  As to exactly which method was used for RDX was not 

discussed.  RDX was tested for decomposition by Rosen and Dickinson by gas evolution 

techniques and TLC.  It was determined that RDX was not decomposing at the 

temperatures discussed.  Based on their tabulated results, the following equation was 

provided applicable to the temperature range of 328.85 – 370.85 K: 

 
14.18

T(K)4.576

31110
  (torr) PLog10 




 
(5) 

 Dionne et al. did not use the data of Rogers et al.22 in their global equation.  

Rogers et al. discuss a method that utilizes the decomposition rates of RDX in the vapor 

phase found using a DSC.  This method required placing RDX in a sealed cell of known 

volume with a small hole of known diameter at the top.  Integrating the decomposition 

curves gives the amount of sample in the vapor phase at the instant the last trace of liquid 

RDX vaporizes for any given isotherm.22  The values obtained from integration can then 

be used in the gas law to obtain vapor pressures.  Three errors are very common and 

damaging to this method.22  The first is that the ideal gas law, which is required for 

determining the vapor pressure, can be deviated from.  Second, the time when the last 

trace of RDX liquid vaporizes is essential, because any changes in vapor pressure data 

taken after the last trace has vaporized could be attributed to the decomposition of RDX 
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in the vapor phase.  Thirdly, changes in how RDX in the liquid and vapor phase 

decompose can introduce significant error.  Rogers et al. states that the sources of error 

described above can confidently be ignored for their analysis of RDX.22   

 The RDX sample used by Rogers et al. was synthesized on site and was found to 

have a purity greater than 99.9%.22  Data is listed in tabulated form, and the authors do 

not provide a fitted equation.  The data found by Rogers et al. fits the general trend of the 

data provided by the other authors only slightly.  The slope of their data is different from 

that of the other authors mentioned in this work.  Rogers et al. have not provided an 

equation for their data, but the data was fitted to the Clausius-Clapeyron equation in the 

present work shown in Equation 6.  The data correlates with a maximum error of 0.87% 

and an average error of 0.50%: 

 T(K)

4415.908
7.678  (atm) PLog10 

 
(6) 

 An article of note and yet another work not used by Dionne et al., is the work 

done by Cundall et al.21  Their work does not provide any vapor pressure data, but does 

provide a fitted equation to their RDX vapor pressure data applicable to the temperature 

range of 343.35 – 447.35 K and listed as: 

 
13.01

(K) T

7011
 (Pa) PLog10 

 
(7) 

Cundall et al.21 utilized the Kundsen cell method, and were able to control the 

temperature of the cell to 0.2 K.  Additionally, Cundall et al. states that the temperatures 

read by four thermocouples, used throughout the apparatus, do not vary by more than 

0.1 K.  RDX was obtained from the Atomic Weapons Research Establishment and was 

purified by recrystallization from methanol and treated with activated charcoal during the 
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purification process.  The purity of the sample was checked by ultraviolet (UV) 

spectroscopy, mass-spectrometry (MS) and constancy of the melting point.  An 

interesting point to note was that Cundall et al.21 discuss similarities in results to that of 

Rosen and Dickenson, but use of Equation 7 shows no such similarities.  In fact, the 

equation provided by Cundall et al. shows no similarities with any author previously 

mentioned in this work.  A summary of the equations for each respective author and those 

equations fitted in this work for Rogers et al. are shown in Table 1. 

Table 1:  Summary of the fitted equations provided by different investigators.  The 
equation provided for Rogers et al. was the only equation fitted to an authors work 
described in Chapter 2 by the present work.  All other equations are the original equations 
provided by each respective author. 
Author(s) Equation 

Dionne et al.5* 
22.50 

(K) T

6473
  (ppt) Log10   

Edwards18 
10.87  

(K) T

5850
  Hg) (cm PLog10   

John et al.20 TR2.303

H

TR2.303

H
  (torr) PLog

o
10 








 

Rosen and Dickinson19 
14.18

T(K)4.576

31110
  (torr) PLog10 


  

Rogers et al.22 T(K)

4415.908
7.678  (atm) PLog10   

Cundall et al.21 
13.01

(K) T

7011
(Pa) PLog10   

*This is the global equation provided by Dionne et al.5  The equation was fitted to their 
data as well as some data provided by Edwards18, Rosen and Dickinson19, and 
John et al.20  See the section on Dionne et al. for the equation provided for just their data. 
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CHAPTER 3 

EXPERIMENTAL 

 The objectives of the present work were to complete the RDX vapor pressure 

versus temperature data, to correlate and predict nitro group containing compounds vapor 

pressure with reasonable accuracy, and to complete a thorough literature review on the 

vapor pressure data of RDX.  The first two objectives will be discussed here, and the 

literature review on the vapor pressure data for RDX was discussed in Chapter 2.  Each 

objective was broken into a section starting with the completion of the RDX vapor 

pressure versus temperature data. 

SECTION 3.1 – Completion of RDX Vapor Pressure Versus Temperature Data 

 The majority of vapor pressure data used in recent applications and works of 

RDX utilizes the work done by Dionne et al.5  Dionne et al. collected data from 

Edwards18, Rosen and Dickinson19, and John et al.20  Dionne et al.5 then correlated their 

own data with some of the authors data listed above to obtain a global equation.  There 

are other authors to note, namely Cundall et al.21 and Rogers et al.22  These two authors’ 

data and results were discussed more in Chapter 2, but in summary, data of 

Cundall et al.21 and John et al.20 do not follow the general trend of RDX data reported by 

the other authors and therefore is not included in the analysis of RDX vapor pressure in 

this thesis. 

 RDX vapor pressure data was measured indirectly in this work.  The method 

chosen was the GC-retention time method due to its fast response time, insensitivity to 

impurities, and the availability of accurate vapor pressure data for homologs of RDX.  

The theory for the GC-retention time method varies slightly by author, but all utilize the 
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same basic principle of linearity of properties for a homologous series.16, 25, 26  The 

variation proposed by Donovan26 was favored by this work. 

 Donovan showed that for two homologous compounds, the Log10 P versus the 

retention time exhibits a linear relationship.  Donovan showed that by using reliable and 

accurate vapor pressure data for di-n-butyl phthalate (DBP) and bis-2-ethylhexyl 

phthalate (DEHP) from literature and correlating the vapor pressure data against retention 

time allows for the estimation of an unknown homologous compounds vapor pressure at 

the same isothermal conditions as the reference compounds.  Donovan fitted the vapor 

pressure versus retention time to the equation: 

 ftmPLog R10   (8) 

where tR is the retention time, m is the slope and f is the y-intercept.  From Equation 8 

and the definition of slope and intercept, Donovan derived the equation:26 
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(9) 

where Punk and tunk is the pressure and retention time, respectively, of the unknown 

compound, P1 and P2 is the pressure of reference compounds 1 and 2, respectively, and t1 

and t2 are the reference compounds retention times.  See Appendix A for derivation of 

Equation 9.  From Equation 9 one can predict the vapor pressure of an unknown 

compound based on two homologous reference compounds at any isothermal condition 

that vapor pressure and retention time data is available.   

 In addition to Equation 9, Donovan also reports of a correction factor that is to be 

used whenever a sample is in the solid phase and is given by:26 
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where Ps is the vapor pressure, PL is the subcooled liquid vapor pressure, Sf/R is the 

entropy of fusion, TM is the melting point, and T is the temperature of interest.  This 

correction factor takes the solid vapor pressure and converts it to that of the subcooled 

liquid, which is actually the retention time that the GC is measuring.  To avoid using this 

correction factor, it was insured that all of our samples where vaporized before injection 

into the column.  In this work, a slightly different approach was made then that of 

Donovan and will be discussed more in detail later in this section. 

 The GC used was a model 8610C from Stanford Research Institute (SRI) 

Instrument Inc. (Las Vegas, NV) equipped with a thermal ionizing detector (TID).  Data 

was taken using a Dell computer with 64-bit Windows 7 Home Edition and the 

PeakSimple software provided by SRI.  The column used was a Crossbond® 100% 

dimethyl polysiloxane stainless steel capillary column (MXT®-1, metal; Siltek® treated) 

purchased from Restek (Bellefonte, PA) with 0.53 mm-ID, 15-meter length, and 1.00 μm-

film thickness.  Nitrogen (99.999% purity) was used as the carrier gas and was fed at a 

pressure of 11 psi.  The purity of the nitrogen was not confirmed in the present work.  

The carrier gas purity, in this case nitrogen, is very important for impurities can greatly 

shorten the life span of the GC column, as well as affect the results due to false peaks.  

The detector temperature was set at 524.15 K, but depending on the temperature of the 

column the detector temperature would vary about 2 K.  The TID potential was set at 

−3.40 V and the injection port temperature was set at 502.15 K, but again would vary 

about 2 K depending on the column temperature.  Atmospheric air was compressed to 

3 psi using an internal air compressor and mixed with the carrier gas and sample in the 

detector chamber. 
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 Sources of error using the GC-retention time method primarily result from the 

temperature measurement.  Temperature measurement was one of the few controlled 

parameters used by this method.  The SRI GC used in this work controls the temperature 

of the detector, column, and injector to 1 K.  The column temperature can be adjusted 

using the PeakSimple software to ±0.01 K.  However whatever temperature was set using 

the software does not always correspond appropriately with the GC measurement.  

Therefore, it was assumed that the GC temperature measurement was the most accurate 

and the software was adjusted so that the desired isothermal condition was being read 

from the GC directly.  Measuring the temperature of the oven by another means was not 

attempted, but would provide very useful information.  Additionally, as described in 

Chapter 1, errors associated with the vapor pressures used for the reference compounds 

based on that reported in literature carry over into the error associated with the correlation 

used to estimate the vapor pressure of the unknown compound.  Minimizing this error 

can be achieved by using reliable data for the homologs of the compound of interest. 

 Samples of RDX, TNT, 2,4-DNT, 2,6-DNT, and 3,4-DNT were obtained from 

Cerilliant (Round Rock, TX).  All compounds were in an acetonitrile solution at a 

concentration of 1 mg/ml, except for 3,4-DNT which was in methanol at 1 mg/ml.  

Cerilliant determined the purity of the samples by HPLC coupled with UV spectroscopy 

or GC using a flame ionization detector (FID) and structure identification by GC coupled 

with an MS and determined that all samples were at a minimum of 99% purity.27  

Additionally, nuclear magnetic resonance (NMR) was performed on a Bruker Avance 

DRX500 spectrometer equipped with a 5mm HCN cryoprobe.  The NMR sample was 

prepared by adding a small amount of sample (stored in acetonitrile/methanol) to 
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deuterated acetonitrile to make a final solution of 5:95 ratio.  NMR results confirm that 

all samples used were of a very high purity and the proton spectrum for RDX is shown in 

Figure 1.  Figure 1 shows RDX protons at about 6 ppm and methanol’s CH3 protons at 

about 3.3 ppm (methanol was used to rinse the NMR sample tube).  The largest group of 

peaks between 1.7 and 2.4 ppm was from acetonitrile and water.  In comparison to 

acetonitrile and water, RDX was already at a very low concentration, other minor peaks, 

such as those at about 4.4 and 1.2 ppm were at concentrations lower than the detection 

limits of our GC.  GC results confirm only the presence of RDX and acetonitrile. 

 
Figure 1:  NMR results for the RDX sample obtained from Cerilliant.  Peak at about 6 
ppm is RDX, 3.3 ppm was methanol doublet, and the largest peak between 1.7 – 2.4 ppm 
was acetonitrile and water. 
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 RDX, TNT, 2,4-DNT, 2,6-DNT, and 3,4-DNT were evaluated by the 8610C SRI 

GC at various isothermal conditions.  Figure 2 shows a single set of data obtained from 

the GC at each temperature investigated for RDX.  The actual values used were averaged 

over multiple runs for each temperature and the complete vapor pressure versus retention 

time experimental data set as well as the GC parameters and sample conditions are 

presented in Appendix B.  Please note that after the temperature of 453.15 K (marked 

with an asterisk in Figure 2), GC maintenance was performed causing a shift in the 

retention times.  However, the theory/method outlined above will be unaffected by this 

shift in retention time as long as the reference compounds were evaluated under the same 

conditions as RDX, which was the case here. 

 

Figure 2:  Overlaying chromatograms used to determine the retention time of RDX.  *, 
last temperature before GC maintenance was performed. 
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 The GC-retention time method used is similar to that described by Donovan26 

with some variations, namely in the equation used to find the vapor pressure of the 

unknown compound.  The vapor pressure versus the retention time was plotted and 

correlated for a homologous series with known vapor pressures to the equation: 

 M10 tB A   P Log   (11) 

where P is the vapor pressure (mm Hg), tM is the difference in retention time (min) from 

the solvent peak and analyte, and A and B are fitted constants.  The vapor pressure and 

retention time correlation (Equation 11) will be linear for a given isotherm as shown by 

Donovan.26  This linear relationship can be compared analogously to the Clausius-

Clapeyron equation, for increasing the temperature in a GC column will decrease the 

retention time of the analyte.16  Using the vapor pressure and retention time correlation, a 

line was fitted that was used to extract the vapor pressure of the unknown compound at 

the temperature that the correlation was developed at.  The vapor pressure data used in 

the correlation for the homologs of RDX were taken from Dionne et al.,5 

Freedman et al.,8 Leggett,28 and Pella29 and the equations used from each respective 

author are shown in Table 2.  As can be seen from Table 2, most of the equations are 

applicable to lower temperatures.  As such, most of the equations from Table 2 had to be 

extrapolated up to the maximum desired temperature of 493.15 K at which the vapor 

pressure of RDX was measured.  The extrapolation of literature values result in large 

uncertainties of our experimental values, particularly at the higher temperatures, as will 

be seen shortly.  All equations from Table 2 are in their original format as provided by 

each respective author. 
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Table 2:  Summary of the literature data used in constructing the vapor pressure 
calibration curve needed to determine the vapor pressure of RDX.  All equations are the 
original equations provided by each respective author. 

 
 Similarly, Figure 3 shows logarithmic pressure data extracted from the references 

listed in Table 2 versus the retention time for 2,4-DNT, 2,6-DNT, 3,4-DNT, RDX, and 

TNT at 403.15, 413.15, and 423.15 K measured from the GC.  The fitted line shown in 

Figure 3 was used to extrapolate the data (dotted line) to the retention time of RDX and 

determine the vapor pressure at 403.15, 413.15, and 423.15 K for RDX.  Figure 3 shows 

that our data agrees very well with that of Dionne et al.5, Rosen and Dickinson19, and 

Edwards.18  Please note that data from the authors used for comparison of this work’s 

RDX vapor pressure prediction in Figure 3 were extrapolated above 413.15 K.  Below 

413.15 K is where the highest agreement with literature vapor pressure values exists.  

Agreement in vapor pressure data with that of literature validates the method used in this 

work. 

Compound Author Equation 
Temp. Range of 
Equation (K) 

2,4-DNT Freedman et al.8 T(K)

4948
13.16P(torr)Log10   

269.95 − 314.95 

2,4-DNT Pella29 T(K)

4992
13.08  P(torr)Log10   

227.15 − 344.15 

2,6-DNT Freedman et al.8 T(K)

5203
35.14P(torr)Log10   

274.95 − 324.95 

2,6-DNT Pella29 T(K)

5139
13.99  P(torr)Log10   

277.15 − 323.15 

3,4-DNT Freedman et al.8 T(K)

5199
63.13P(torr)Log10   

269.95 − 319.95 

TNT Dionne et al.5 T(K)

5481
19.37P(ppb)Log10   

285.71 − 416.67 

TNT Pella29 T(K)

5175
12.31  P(torr)Log10   

287.15 − 329.65 

TNT Leggett28 (K) T

7371.46
19.2533P(torr) Log10   

285.15 − 313.15 
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Figure 3:  Logarithmic pressure versus the retention time of the reference compounds 
were extrapolated to the RDX retention time where the vapor pressure was then 
determined.  Literature values for RDX are included for comparison. 
 
 The maximum average uncertainty in the extrapolated logarithmic vapor pressure 

of RDX with respect to retention time for a 95% confidence interval is ± 1.204.  An 

explanation of the uncertainty in extrapolating the fitted equations as well as resulting 

uncertainty at each isotherm can be found in Appendix C.  This estimate is the 

uncertainty in the extrapolation of the fitted equations like those shown in Figure 3.  This 

reported uncertainty is for the extreme case.  Close observation of Figure 3 shows that the 

first two predicted RDX vapor pressures agree very well with reported literature values.  

After the temperature of 413.15 K, extrapolated literature values were used and therefore 

begin to carry significant uncertainty as well.  A typical error analysis includes the 

propagation of errors as described by Taylor.30  However, there is no theoretical equation 
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that relates vapor pressure to retention time.  Therefore propagating the errors in the fitted 

equations is not applicable. 

 A more accurate depiction of the uncertainty would come from comparing the 

actual (non-extrapolated) literature values with this works predicted RDX vapor 

pressures.  This comparison results in a maximum error of 2.5% and an average of 1.5%.  

The deviation for each respective author for each isotherm can be found in Appendix B.1.  

Despite being a much closer estimate to the actual uncertainty, the reported maximum 

uncertainty of 2.5% accounts for the error in only two temperatures and does not account 

for error in the report literature data, namely Dionne et al.,5 because such error is not 

reported by the authors.  Therefore, the average uncertainty in the predicted RDX vapor 

pressure values is estimated to be about 10%.  This estimate is after close consideration 

of the uncertainty in extrapolation and interpolation of the fitted equations like those in 

Figure 3, deviation from actual and extrapolated literature values, and possible errors in 

each respective author’s vapor pressure measuring technique. 

 Other vapor pressures at different temperatures can be found by repeating the 

calculations that resulted in Figure 3.  The only limiting factors are how the compounds, 

RDX and its homologs in this case, respond to the GC parameters and column.  In this 

work, RDX could not be detected by the GC using the specified column at a temperature 

lower than 403.15 K and would become hidden within the solvent peak around 493.15 K.  

Adjustments to both the GC column and its parameters could widen the temperature 

range, but this was not attempted in the present work for the data collected for RDX was 

in the temperature range were data was lacking in literature.  Figure 4 shows the 
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completed vapor pressure versus temperature data for RDX based on the experimental 

data taken from the present work (Table 3), and published literature data (Table 4). 

Figure 4:  Logarithmic vapor pressure versus temperature data for RDX. 
 
Table 3:  Vapor pressures values found using the GC-retention time method. 
T 
(K) 

P 
(mm Hg) 

403.15 2.241E-03 
413.15 4.651E-03 
423.15 1.362E-02 
433.15 3.602E-02 
443.15 0.169 
453.15 0.441 
463.15 0.715 
473.15 1.912 
483.15 5.222 
493.15 15.873 
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Table 4:  Published literature data used in Figure 4. 

T (K) P (mm Hg) Author(s) 

328.85 3.38E-07 Rosen and Dickinson19 
328.85 4.98E-07 Dionne et al.5 
335.75 7.97E-07 Rosen and Dickinson19 
335.75 1.26E-06 Dionne et al.5 
351.35 7.39E-06 Rosen and Dickinson19 
351.35 9.07E-06 Dionne et al.5 
358.45 1.55E-05 Rosen and Dickinson19 
358.45 2.10E-05 Dionne et al.5 
370.85 7.01E-05 Rosen and Dickinson19 
370.85 8.44E-05 Dionne et al.5 
383.55 4.00E-04 Edwards18 
383.55 3.19E-04 Dionne et al.5 
383.75 3.83E-04 Edwards18 
383.75 3.26E-04 Dionne et al.5 
394.15 1.04E-03 Edwards18 
394.15 9.08E-04 Dionne et al.5 
394.25 1.11E-03 Edwards18 
394.25 9.17E-04 Dionne et al.5 
394.45 1.07E-03 Edwards18 
394.45 9.35E-04 Dionne et al.5 
404.55 2.57E-03 Edwards18 
404.55 2.40E-03 Dionne et al.5 
404.75 2.58E-03 Edwards18 
404.75 2.44E-03 Dionne et al.5 
411.25 4.15E-03 Edwards18 
411.25 4.38E-03 Dionne et al.5 
411.35 4.00E-03 Edwards18 
411.35 4.41E-03 Dionne et al.5 
411.65 4.00E-03 Edwards18 
411.65 4.53E-03 Dionne et al.5 
505 65.36 Rogers et al.22 
510 79.04 Rogers et al.22 
515 97.28 Rogers et al.22 
520 116.28 Rogers et al.22 

 
 Careful analysis of the thermal physical properties of RDX will reveal that the 

compound begins to decompose after the melting point (around 477.25 K) and exhibits 

peak decomposition around 513.35 K.31-33  Experimental results show that a slight 
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decomposition rate can occur below the melting point.31, 32  Based on the results obtain in 

this work, any decomposition of RDX was determined to be minimal due to the linear 

relationship observed in Figure 4.  Furthermore, significant decomposition would have 

greatly reduced the GC peak produced by RDX in Figure 2, however no such reduction in 

the RDX peak was observed.  Additionally, Figure 2 shows only the peaks associated 

with RDX and the solvent, indicating that RDX is not decomposing or that the 

decomposition rate is so low that the decomposition products are at a concentration 

below the detection capabilities of the TID. 

 The data from Table 3 was fitted to Antoine’s equation: 

 (K) T C

B
APLog10 


 

(12) 

where A = 31.995, B = 24883.728, and C = 313.210.  The Mathematica® 7.01.0 coding 

used in a later correlation (see text following Table 5), but easily manipulated for this 

correlation, is shown in Appendix D.  Comparisons of this work’s Antoine’s equation 

with equations provided in literature are shown in Table 5.  Error analysis resulted in a 

maximum error of 17.50% and an average of 10.09%. 

Table 5:  Error analysis of Antoine’s equation fitted to our data compared to equations 
provided in literature.  All pressure values are in units of mm Hg. 

T (K) Our Data Edwards18 Dionne5 
Edward et al. 
% Error 

Dionne et al. 
% Error 

403.00 0.00178  0.00208  14.37 
404.55 0.00212 0.00257 0.00240 17.50 11.67 
404.75 0.00217 0.00258 0.00244 15.97 11.32 
411.25 0.00444 0.00415 0.00438 6.90 1.40 
411.35 0.00449 0.00400 0.00441 12.13 1.61 
411.65 0.00463 0.00400 0.00453 15.86 2.26 

 
 The completed RDX vapor pressure versus temperature data from Figure 4 

(compiled data from Tables 3 and 4) was fitted to Antoine’s equation (Equation 12) 
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resulting in the constants A = 47.676, B = 54523.699 and C = 688.593.  The RDX vapor 

pressure correlation developed reproduces the present work (data shown in Table 3) with 

a maximum error of 36.17% and an average of 21.06%.  Error analysis between all 

experimental data (data from Tables 3 and 4) and the fitted Antoine’s equation resulted in 

a maximum error of 48.77% and an average error of 18.35%.  Figure 5 shows the 

compiled data from Tables 3 and 4 compared to the fitted Antoine’s equation. 

Figure 5:  Comparison of the complete RDX vapor pressure versus temperature data 
with the fitted Antoine’s equation presented in this work.  Maximum error was 48.77% 
with an average error of 18.35%. 
 
 Some authors reported multiple vapor pressure values at a particular isotherm.  In 

these situations, the average of the vapor pressures was used in the correlation.  Data for 

Dionne et al.5 were taken based on the global equation provided (see Table 1 for 

equation) and the temperatures of actual data provided by other authors.  For example, 

Edwards18 reports data at 383.75 K, so based on the fitted equation by Dionne et al.5 the 
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appropriate vapor pressure was extracted at 383.75 K.  The Mathematica® 7.01.0 coding 

used to correlate the data from Tables 3 and 4 to the Antoine’s equation is in 

Appendix D.  It was realized by the author that these errors are very high and 

unacceptable for a proper vapor pressure correlation.  However, fitting the vapor pressure 

data for RDX was not a matter of finding an equation that can adjust itself properly to the 

data, but rather the problem lies in the data itself. 

 The data of RDX in Figure 4 has the typical vapor pressure trend of most other 

compounds.  However, what makes RDX and other similar nitro group containing 

explosives unique is that their vapor pressures are extremely low, particularly at the lower 

temperatures, i.e. room temperature.  Measuring very low vapor pressures are extremely 

susceptible to high errors, particularly deviations in vapor pressure data at repeated 

isothermal conditions.  These errors then carry over to the correlation of the vapor 

pressure.  Figure 6 is of the lower temperature range data for RDX and shows that the 

data is not consistent.  A fitted line will have very large error particularly between the 

temperatures of 350 – 355 K as well as around 385 K. 

 
Figure 6:  RDX vapor pressure data over the lower temperature ranges.  Fitting a 
correlation will inevitably result in high error, particularly in the region between 350 –
355 K and around 385 K. 
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 To the authors’ knowledge, no published RDX correlation has been reported that 

describes a large vapor pressure versus temperature data set other than that developed by 

Dionne et al.5  Comparison of the global equation provided by Dionne et al.5 (see 

Table 1) and the error in the current work when compared to experimental values are 

shown in Table 6.  Experimental data at each temperature for each author listed in Table 

6 are shown in Tables 3 and 4.  This work has developed an equation that maintains the 

average error of the work done by Dionne et al.5 to within 1%, but reduces the maximum 

error by more than 10%.  The lower maximum error shows that the GC-retention time 

method produces more precise data than previously published vapor pressure data for 

RDX.  Additionally, the correlation developed in this work is applicable to a much larger 

temperature range, namely 328.85 – 520 K, where correlation presented by Dionne et al. 

was designed for the temperature range of 328.85 – 411.65 K. 

Table 6:  Comparison of error between the correlation developed by this work and that 
developed by Dionne et al.5 

T (K) Author 
Dionne et al.’s 
% error 

This Work’s 
 % error 

328.85 Rosen and Dickinson19 47.07 48.42 
335.75 Rosen and Dickinson19 58.58 44.77 
351.35 Rosen and Dickinson19 22.81 1.79 
358.45 Rosen and Dickinson19 35.57 6.09 
370.85 Rosen and Dickinson19 20.43 4.52 
383.55 Edwards18 20.16 31.91 
383.75 Edwards18 14.97 27.37 
394.15 Edwards18 12.68 17.59 
394.25 Edwards18 17.40 21.96 
394.45 Edwards18 12.65 17.29 
404.55 Edwards18 6.58 0.51 
404.75 Edwards18 5.24 2.23 
411.25 Edwards18 5.43 25.28 
411.35 Edwards18 10.35 31.33 
411.65 Edwards18 13.30 35.48 
  Average = 20.22 21.10 
  Max = 58.58 48.42 
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 For full comparison of all the RDX data, the authors discussed in Chapter 2 were 

fitted to the Clausius-Clapeyron equation of the type: 

 
C

TR

H
PLog vap

10 





 
(13) 

where ∆Hvap is the enthalpy of vaporization (J·mol-1), R is the universal gas constant, and 

C is a constant.  Each author’s data was converted to units of mm Hg and fitted 

individually so that an enthalpy of vaporization value could be compared and is shown in 

Table 7. 

Table 7:  Comparison between published literature enthalpy of vaporization values and 
the present work when fitted to Equation 13. 
Author(s) ∆Hvap (J·mol-1) 
Cundall et al.21 58293 
Dionne et al.5 53820 
Edwards18 47870 
John et al.20 24725 
Rogers et al.22 36716 
Rosen and Dickinson19 56308 
Present Work 71245 
Tables 3 and 4 Data 63106 

 
 Table 7 shows that the enthalpy of vaporization for the present work is the highest 

reported value.  The enthalpy of vaporization value based on the data used in Tables 3 

and 4 (literature and this work’s data combined) is 63106 J·mol-1.  This is still slightly 

higher than if the data from Table 4 was used alone.  Essentially, it appears that data for 

the work done here may have too steep of a slope when compared to published literature.  

This could be due to a variety of reasons, but is most likely from the choice of the 

homologous series.  Reevaluation of the molecular structure and vapor pressure data of 

the homologous series, then removal of data based on any new findings may prove to be 

useful. 
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 The Antoine’s equation presented here is the most comprehensive correlation for 

the vapor pressure versus temperature data for RDX to the author’s knowledge.  This is 

largely due to the completion of the vapor pressure versus temperature data for RDX.  

The work done by Dionne et al.5, this work, and any other correlation using the current 

data at low temperatures will result in high error when compared to experimental values.  

However, the more data points used to fit the correlation, the more accurate the 

correlation becomes.  Hence, future research and development of sensors would greatly 

benefit from the reevaluation of the low temperature vapor pressure data by accurate and 

precise means.  The GC-retention time method could fulfill this requirement.  

SECTION 3.2 – Correlation of Nitro Group Containing Compounds 

 Detection of explosive compounds via an air sample will allow fast and 

noninvasive scans of people and air.  Such technology would benefit from a general 

vapor pressure correlation that accurately predicts the vapor pressure of multiple 

explosive compounds.  However, accurate and reliable vapor pressure data available for 

explosive materials, particularly for temperatures near that of 298.15 K are scarce.  Near 

this temperature, numerous explosive compounds have very low vapor pressures, which 

is the primary reason for the lack of reliability in the data due to the inherent difficulties 

of measuring low vapor pressures.  Regardless, the present work has attempted to 

correlate the numerous explosive nitro group containing compounds.  Numerous attempts 

were made, but only two will be discussed:  the vapor pressure versus molecular mass 

correlation (section 3.2.1) and the Clausius-Clapeyron constants correlation (section 

3.2.2). 
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Section 3.2.1 – Vapor Pressure Versus Molecular Mass Correlation 

 As described in section 3.1, compounds with similar physical properties often can 

be correlated together and prediction of physical properties are possible.  Likewise, it was 

thought that vapor pressure can be expressed as a function of molecular mass and a 

correlation for each temperature could be deduced.  Vapor pressure data and fitted 

equations for Toluene, NT, 2,4-DNT, RDX, TATB, HMX, and estimated vapor pressure 

data for CL-20 was compiled from the sources shown in Table 8.  
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Table 8:  The literature source for each compound, applicable temperature range, and 
equation used in the vapor pressure versus molecular mass correlation.  For equations 
taken from published data, original units were maintained.  All pressure units are in 
mm Hg unless otherwise specified. 

Compound Source(s) 

Temp. 
range 
used (K) Equation 

HMX* Rosen and 
Dickinson19 
Taylor and Crooks34 

420 – 470 T(K)]Exp[0.0981109.4947 P -28 
 

RDX* See Figure 5 330 – 410 

T(K)593.688

54523.699
47.676P Log10 

  

NT** Berliner and May35 330 – 470 
2-NT: 

T(K)

2513.0
7.97285P Log10   

3-NT: 
T(K)

2618.2
8.06553P Log10   

4-NT: 
T(K)

2608.9
7.98149P Log10   

2,4-DNT Rittfeldt36 330 – 370 

T(K)

3934
12.177P(Pa) Log10   

TATB Rosen and 
Dickinson19 

410 − 470 T(K)]Exp[0.11110245.3P -27   

Toluene*** Natarajan and 
Viswanath37 
Krase and 
Goodman38 
Zmacznski39 
 

330 − 470 

T(K)

1772.995
515.7P Log10   

CL-20**** Boddu et al.40 330 − 380 T(K)]Exp[0.1575106.800 P -37   
*Equation was fitted by this work. 
**Used the average value from all isomer equations at each isotherm. 
***Krase and Goodman38 and Zmacznski39 data was taken from that compiled by Natarajan and Viswanath.37  
Equation listed was fitted in this work to the compiled data of the three separate works. 
****There is no measured vapor pressure data for CL-20.  However, Boddu et al.40 have estimated the data from a 
computer program that they developed. 

 
 In developing the correlation, we attempted to correlate vapor pressure using 

basic principles and phenomenological theory.  This approach allowed us to evaluate the 

data based on trends observed from the vapor pressure data rather than trying to explain 

by theory.  For example, the vapor pressure versus molecular mass correlation, was not 

developed based upon theory, but rather based upon what worked, i.e. could be correlated 
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to a linear line.  In this situation, it was hoped that there would be a linear relationship; in 

this case it was a weak linear relationship.  Some of the nitro group compounds we 

investigated had to be removed for they did not follow the general trend, namely PETN 

and TNT.  Removal of these two compounds could have resulted from either bad data or 

more likely from molecular forces not investigated by this work that causes these 

compounds to differ from the general observed trend.  Figure 7 shows the results of the 

data from Table 8 correlated with molecular mass.  Each symbol corresponds to an 

isotherm in units of Kelvin. 

 
Figure 7:  Vapor pressure versus molecular mass correlation useful for order of 
magnitude vapor pressure estimation. 
 
 The correlation in Figure 7 does not always follow a linear line for each isotherm 

and the work here made no attempt to explain why.  Some values differed by two orders 

of magnitude, particularly at the very low vapor pressures.  However, even though the 
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errors were exceptionally high for some compounds, Figure 7 does provide order of 

magnitude estimation for the compounds presented.  This information could offer a 

reasonable starting point for future vapor pressure research for compounds, such as CL-

20, not yet fully investigated.  Furthermore, this work provides additional evidence that 

the predicted values of Boddu et al.40 were reasonable for the prediction of the vapor 

pressure of CL-20, for CL-20 follows the trend presented in Figure 7. 

 A major fault of the correlation presented in Figure 7 was its inability to predict 

vapor pressure more accurately, which was mainly due to the scale of the x and y axes.  

Mathematically, correlating such small numbers, such as the vapor pressure values with 

the large temperature values, will not produce favorable results because small changes in 

the y axis cannot be observed, and therefore the apparent error observable in Figure 7 is 

misleading.  Eliminating this fault will greatly enhance the accuracy of the correlation. 

Section 3.2.2 – Correlation of Clausius-Clapeyron Constants 

 The second correlation developed relates the Clausius-Clapeyron A and B 

constants in the equation: 

 T

B
AP Log10 

 
(14) 

to other physical properties such as density, melting point, etc., or to a combination of 

such properties using various mathematical operations, e.g. multiplying density by 

melting point.  The main goal of combining physical properties were to reduce the x and 

y axis to the point where they were both containing values that were the same orders of 

magnitude, for this will eliminate the major fault of the correlation presented in 

section 3.2.1.  As in section 3.2.1, this correlation was developed phenomenologically. 
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 This correlation was three phased:  Correlate select nitro compounds to 

Equation 14, correlate constant B, and then correlate constant A.  In the first phase, 

accurate vapor pressure data for the Clausius-Clapeyron equation (Equation 14) were 

selected.  Accurate initial data will result in the addition of more data following the same 

trend.  Table 9 shows the literature sources used for each compound.  For this correlation 

it was attempted to avoid fitted equations, for any error associated with the fitted 

equations will carry over into our correlation. 

Table 9:  Compounds, literature sources, and respective temperature ranges used in the 
correlation of the Clausius-Clapeyron constants (Equation 14). 
Compound Source Temp. range (K)  
PETN Edwards et al.18 383.25 – 411.95  
RDX *Rosen and Dickinson19 328.85 – 370.85  
HMX *Rosen and Dickinson19 370.75 – 402.45  
TATB *Rosen and Dickinson19 402.45 – 450.45  
2,4-DNT Freedman et al.8 269.95 – 314.95  
2,3-DNT Freedman et al.8 279.95 – 314.95  
3,4-DNT Freedman et al.8 279.95 – 319.95  
TNT Edwards et al.41 345.07 – 414.94  

*Differing vapor pressure data were averaged together for each isotherm. 

 Figure 8 shows the compiled data from Table 9.  From Figure 8, it is apparent that 

not all of the data is accurate, but for some of the sources, such as that for PETN, vapor 

pressure data was very limited.  Furthermore, Table 10 shows the constants of the 

Clausius-Clapeyron equation fitted to each compound in Table 9 along with the resulting 

maximum and average errors.  It should be noted, that some of the data points with high 

errors were removed and then the equation was refitted for that particular compound until 

error was minimized.  Removal of data with high error was to minimize the error carried 

over to our correlation, and to obtain a “best case scenario” analysis of our correlation.  

Table 10 shows that our Clausius-Clapeyron equations fit with a maximum error of 

10.63% and an overall average error of 3.43%. 
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Figure 8:  Vapor pressure data collected from the sources in Table 9. 
 
Table 10:  Clausius-Clapeyron fitted equation (Equation 14) constants from data in 
Figure 8 with resulting error. 
Compound A B Max % error Avg. % error 
TNT 11.4485 -4813.1594 10.63 3.16 
PETN 17.5484 -7680.9326 5.94 2.88 
RDX 14.1026 -6770.9402 8.35 5.16 
HMX 16.0030 -9081.1830 10.46 5.04 
TATB 14.8602 -8841.3038 5.76 3.50 
2,4-DNT 13.2810 -4985.5111 5.19 1.59 
2,3-DNT 11.0575 -5177.6318 7.02 3.75 
3,4-DNT 13.5934 -5187.7461 6.89 2.35 

 
 The next phase in our correlation was to correlate the B constants from Table 10.  

The goal here was to reduce the x and y axis to the same orders of magnitude so that 

observing inconstancies in the linear line will be much easier than what resulted in 
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Figure 7.  Figure 9 shows the results of the phenomenological approach made to correlate 

the B constants and the values needed to create the correlation can be found in Table 11 

for each respective compound.  The B constant correlation fits the equation: 

 
MMFD

MP

ρB




 
(15) 

where D = −4.0292, F = −0.0909, ρ is the density (g·cm-3), MP is the melting point (K), 

and MM is the molecular mass (g·mol-1) resulting in a maximum error of 9.70% and an 

average error of 4.03%.  

 
Figure 9:  Correlation of the B constants from the Clausius-Clapeyron equation 
(Equation 14).  
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Table 11:  List of properties used in correlation of the B constant from the Clausius-
Clapeyron equation (Equation 14) shown in Figure 9. 

Compound 

Molecular 
Mass  
(g/mol) 

Density  
(ρ) 

Melting Point 
(K) MP

ρB 
 

TNT 227.1 1.65442 353.9542 −22.49 
PETN 316.1 1.7642 414.4542 −32.62 
RDX 222.1 1.8242 475.1542 −25.94 
HMX 296.2 1.942 548.1542 −31.48 
TATB 258.1 1.9342 623.1542 −27.38 
2,4-DNT 182.1 1.52143 34344 −22.11 
2,3-DNT 182.1 1.345 332.6543 −20.23 
3,4-DNT 182.1 1.259446 332.6543 −19.64 

 
 The third phase of the Clausius-Clapeyron constants correlation was to correlate 

the A constants.  Again, a phenomenological approach was made in order to reduce the 

difference in magnitudes for the x and y axis, so that error in values will be more 

apparent.  Figure 10 is the result of the phenomenological approach and results in a 

maximum error of 19.52% and an average of 8.13% when fitted to the equation: 

 MMJGρA   (16) 

where G = 2.8130 and J = 0.0651.  The other values used in Figure 10 can be calculated 

from the values listed in Table 11. 
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Figure 10:  Correlation of the A constants from the Clausius-Clapeyron equation 
(Equation 14).   
 
 Correlations have now been presented for the A and B constants from the 

Clausius-Clapeyron (Equation 14) equation for TNT, PETN, RDX, HMX, 2,4-DNT, 2,3-

DNT, and 3,4-DNT.  Using the developed correlation for the constants, Figure 11 

graphically depicts the error of the correlation developed in section 3.2.2.  Once again the 

errors are very high due to many factors, one of which is the small vapor pressure values 

for which many of our compounds claim, such as HMX, and small deviations from the 

small vapor pressure values will result in large error.  Despite the large error, Figure 11 

does give a good starting point for improving the correlation.  As can be seen from 

Figure 11, the slopes of all predicted equations (B values) are very similar but the y-
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(A values) can be thought of as a vapor pressure value, and requires the same accuracy as 

the correlation itself. 

 
Figure 11:  Evaluation of the Clausius-Clapeyron constants correlation.   
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strong possibility that the entire RDX vapor pressure versus temperature data needs to be 

reevaluated.  Additionally, this presents another area for improvement for the Clausius-

Clapeyron constant correlation, for Figure 11 does not depict the changes in slope as 

Figure 12 does.  Therefore, reevaluation of the B constant correlation may improve upon 

this fault. 

 
Figure 12:  Comparison of Clausius-Clapeyron constant correlation with the GC-RDX 
data presented in this work. 
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CHAPTER 4 

CONCLUSIONS AND FUTURE WORK 

 In this work, it was found that from numerous experimental methods, conflicting 

vapor pressure data exists for RDX.  Additionally, it was found that the RDX vapor 

pressure data was incomplete.  Using the GC-retention time method, which has shown to 

predict vapor pressure values accurately,17 the vapor pressure versus temperature data 

was completed with an estimated uncertainty of 10%.  The now completed RDX vapor 

pressure versus temperature data was fitted to the Antoine’s equation, improving the 

accuracy and temperature range of the most commonly cited RDX vapor pressure 

correlation developed by Dionne et al.5  Furthermore, a correlation of nitro group 

containing compounds, particularly explosive nitro group containing compounds, was 

developed that related the Clausius-Clapeyron constants to one another for TNT, PETN, 

RDX, HMX, TATB, 2,3-DNT, 2,4-DNT, and 3,4-DNT.  This correlation resulted in very 

high error even though the constants where able to be related to one another below an 8% 

average error.   

 Future work should concentrate on reevaluation of the RDX vapor pressure versus 

temperature data.  Once a method of measuring low vapor pressures has been established 

and proven, reevaluation of all nitro group containing explosives presented here would 

produce very beneficial results.  If reevaluation of all nitro group containing explosives is 

available or if new published data is found for a large majority of the compounds 

presented in the Clausius-Clapeyron constant correlation, then the correlation should be 

revisited as well.  Additionally, future work would greatly benefit from a through 

literature review of RDX, i.e. the literature not pertaining to vapor pressure.  Such a 
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review would greatly reduce the time spent researching this compound and would offer 

an unbiased perspective on the work done on this highly used explosive. 

 Essentially, this work has found that the overall availability of accurate and 

precise vapor pressure data has shown to be unavailable in most cases for nitro group 

containing explosive materials.  This is a major problem for sensors that would be used to 

detect the vapor of compounds such as RDX, for sensors that would be used to detect 

RDX would be relaying upon inaccurate and inconsistent data.  Sensors with very reliable 

vapor pressure data can be developed for detection of dangerous compounds for areas 

such as airport security.  Such devices would greatly enhance the safety of others as well 

as offer a less invasive method for detection of hazardous materials than those that are 

currently being purposed and initiated. 

 The work done here has shown that the GC-retention time method for measuring 

the vapor pressure of compounds can provide accurate and precise measurements.  

Furthermore, the GC-retention time method is fast with reproducible results that would 

provide an excellent way of checking the results of direct measurements, or as the sole 

source of data when accurate vapor pressure data is available for the homologs of the 

compound of interest.  
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Appendix A – Derivation of Equation 9. 
 
For two reference compounds of the form: 
 

 ftmPLog 1110   (A1) 

 

 ftmPLog 2210   (A2) 

 
Subtracting Equation A2 from A1: 
 

 21210110 tmtmPLogPLog   (A3) 

 
Rearranging A3 in terms of m: 
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(A4) 

 
For an unknown homologous compound to reference compounds 1 and 2: 
 

 ftmPLog unkunk10   (A5) 

 
Combining A4 and A5: 
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(A6) 

 
Rewriting A1 in terms of f: 
 

 1110 tmPLogf   (A7) 

 
Combining A6 and A7 gives Equation 9: 
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Appendix B – Experimental Data 
B.1 - Retention time and pressure data for the homologous series of RDX 

 

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 403.15 0.698 Pella, 1977 1.983 0.932 33.641
2,4-DNT 403.15 0.887 Freedman, 2008 1.983 0.932 5.133
2,6-DNT 403.15 1.243 Pella, 1977 1.367 1.275 2.591
2,6-DNT 403.15 1.444 Freedman, 2008 1.367 1.275 11.705
3,4-DNT 403.15 0.734 Freedman, 2008 2.600 0.589 19.804

TNT 403.15 -0.345 Dionne, 1986 4.433 -0.432 25.282
TNT 403.15 -0.521 Leggett, 1977 4.433 -0.432 17.181
RDX 403.15 -2.675 Dionne, 1986 8.417 -2.650 0.957
RDX 403.15 -2.683 Rosen and Dickinson, 1969 8.417 -2.650 1.261
RDX 403.15 -2.641 Edwards, 1953 8.417 -2.650 0.338

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 413.15 0.997 Pella, 1977 1.317 1.269 27.224
2,4-DNT 413.15 1.184 Freedman, 2008 1.317 1.269 7.180
2,6-DNT 413.15 1.551 Pella, 1977 0.967 1.577 1.675
2,6-DNT 413.15 1.757 Freedman, 2008 0.967 1.577 10.197
3,4-DNT 413.15 1.046 Freedman, 2008 1.867 0.784 25.099

TNT 413.15 -0.016 Dionne, 1986 2.850 -0.083 436.177
TNT 413.15 -0.211 Leggett, 1977 2.850 -0.083 60.403
RDX 413.15 -2.287 Dionne, 1986 5.400 -2.333 2.006
RDX 413.15 -2.275 Rosen and Dickinson, 1969 5.400 -2.333 2.513
RDX 413.15 -2.290 Edwards, 1953 5.400 -2.333 1.878

y = -0.5567x + 2.0361
R² = 0.9635
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y = -0.882x + 2.4303
R² = 0.9391
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Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 423.15 1.283 Pella, 1977 0.900 1.568 22.265
2,4-DNT 423.15 1.467 Freedman, 2008 0.900 1.568 6.928
2,6-DNT 423.15 1.845 Pella, 1977 0.683 1.861 0.825
2,6-DNT 423.15 2.054 Freedman, 2008 0.683 1.861 9.421
3,4-DNT 423.15 1.344 Freedman, 2008 1.267 1.074 20.054

TNT 423.15 0.298 Dionne, 1986 1.900 0.222 25.604
TNT 423.15 0.085 Leggett, 1977 1.900 0.222 159.593
RDX 423.15 -1.916 Dionne, 1986 3.450 -1.866 2.643
RDX 423.15 -1.886 Rosen and Dickinson, 1969 3.450 -1.866 1.099
RDX 423.15 -1.955 Edwards, 1953 3.450 -1.866 4.561

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 433.15 1.555 Pella, 1977 0.600 1.868 20.107
2,4-DNT 433.15 1.737 Freedman, 2008 0.600 1.868 7.550
2,6-DNT 433.15 2.126 Pella, 1977 0.467 2.127 0.053
2,6-DNT 433.15 2.338 Freedman, 2008 0.467 2.127 9.030
3,4-DNT 433.15 1.627 Freedman, 2008 0.900 1.283 21.125

TNT 433.15 0.597 Dionne, 1986 1.283 0.537 9.971
TNT 433.15 0.368 Leggett, 1977 1.283 0.537 46.158
RDX 433.15 -1.563 Dionne, 1986 2.300 -1.443 7.661
RDX 433.15 -1.516 Rosen and Dickinson, 1969 2.300 -1.443 4.756
RDX 433.15 -1.636 Edwards, 1953 2.300 -1.443 11.755

y = -1.3467x + 2.7804
R² = 0.9314
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y = -1.9478x + 3.0365
R² = 0.905
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Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 443.15 1.815 Pella, 1977 0.483 2.043 12.553
2,4-DNT 443.15 1.994 Freedman, 2008 0.483 2.043 2.436
2,6-DNT 443.15 2.393 Pella, 1977 0.317 2.481 3.661
2,6-DNT 443.15 2.609 Freedman, 2008 0.317 2.481 4.904
3,4-DNT 443.15 1.898 Freedman, 2008 0.700 1.470 22.530

TNT 443.15 0.883 Dionne, 1986 0.933 0.856 3.053
TNT 443.15 0.637 Leggett, 1977 0.933 0.856 34.246
RDX 443.15 -1.226 Dionne, 1986 1.550 -0.773 36.986
RDX 443.15 -1.161 Rosen and Dickinson, 1969 1.550 -0.773 33.478
RDX 443.15 -1.331 Edwards, 1953 1.550 -0.773 41.956

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 453.15 2.060 Pella, 1977 0.293 2.392 16.123
2,4-DNT 453.15 2.237 Freedman, 2008 0.293 2.392 6.929
2,6-DNT 453.15 2.646 Pella, 1977 0.234 2.627 0.703
2,6-DNT 453.15 2.864 Freedman, 2008 0.234 2.627 8.285
3,4-DNT 453.15 2.153 Freedman, 2008 0.435 1.831 14.964

TNT 453.15 1.151 Dionne, 1986 0.629 1.067 7.338
TNT 453.15 0.891 Leggett, 1977 0.629 1.067 19.716
RDX 453.15 -0.904 Dionne, 1986 0.989 -0.356 60.620
RDX 453.15 -0.823 Rosen and Dickinson, 1969 0.989 -0.356 56.751
RDX 453.15 -1.040 Edwards, 1953 0.989 -0.356 65.771

y = -3.952x + 3.5518
R² = 0.8959
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y = -2.6388x + 3.3176
R² = 0.9041
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Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 463.15 2.298 Pella, 1977 0.317 2.541 10.563
2,4-DNT 463.15 2.473 Freedman, 2008 0.317 2.541 2.738
2,6-DNT 463.15 2.891 Pella, 1977 0.217 2.968 2.683
2,6-DNT 463.15 3.112 Freedman, 2008 0.217 2.968 4.633
3,4-DNT 463.15 2.401 Freedman, 2008 0.467 1.900 20.872

TNT 463.15 1.413 Dionne, 1986 0.583 1.404 0.607
TNT 463.15 1.138 Leggett, 1977 0.583 1.404 23.395
RDX 463.15 -0.595 Dionne, 1986 0.946 -0.146 75.492
RDX 463.15 -0.499 Rosen and Dickinson, 1969 0.946 -0.146 70.758
RDX 463.15 -0.761 Edwards, 1953 0.946 -0.146 80.828

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 473.15 2.526 Pella, 1977 0.233 2.791 10.489
2,4-DNT 473.15 2.699 Freedman, 2008 0.233 2.791 3.406
2,6-DNT 473.15 3.125 Pella, 1977 0.163 3.177 1.649
2,6-DNT 473.15 3.350 Freedman, 2008 0.163 3.177 5.169
3,4-DNT 473.15 2.638 Freedman, 2008 0.367 2.055 22.107

TNT 473.15 1.663 Dionne, 1986 0.433 1.693 19.814
TNT 473.15 1.374 Leggett, 1977 0.433 1.693 48.748
RDX 473.15 -0.300 Dionne, 1986 0.690 0.281 147.276
RDX 473.15 -0.189 Rosen and Dickinson, 1969 0.690 0.281 156.408
RDX 473.15 -0.494 Edwards, 1953 0.690 0.281 136.982

y = -4.2732x + 3.8955
R² = 0.8698
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y = -5.4916x + 4.0706
R² = 0.8235
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Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 483.15 NA Pella, 1977 NA NA NA
2,4-DNT 483.15 NA Freedman, 2008 NA NA NA
2,6-DNT 483.15 3.350 Pella, 1977 0.104 3.513 4.862
2,6-DNT 483.15 3.578 Freedman, 2008 0.104 3.513 1.806
3,4-DNT 483.15 2.866 Freedman, 2008 0.283 2.251 21.475

TNT 483.15 1.903 Dionne, 1986 0.317 2.010 534.196
TNT 483.15 1.601 Leggett, 1977 0.317 2.010 534.196
RDX 483.15 -0.017 Dionne, 1986 0.500 0.718 43.560
RDX 483.15 0.109 Rosen and Dickinson, 1969 0.500 0.718 43.560
RDX 483.15 -0.238 Edwards, 1953 0.500 0.718 43.560

Compound T (K) Log P From Lit. (mm Hg) Literature Source Rt (Min) Predicted Log P (mm Hg) % Error in Log P

2,4-DNT 493.15 NA Pella, 1977 NA NA NA
2,4-DNT 493.15 NA Freedman, 2008 NA NA NA
2,6-DNT 493.15 3.566 Pella, 1977 0.077 3.681 3.229
2,6-DNT 493.15 3.796 Freedman, 2008 0.077 3.681 3.031
3,4-DNT 493.15 3.084 Freedman, 2008 0.233 2.345 23.963

TNT 493.15 2.133 Dionne, 1986 0.233 2.345 9.943
TNT 493.15 1.818 Leggett, 1977 0.233 2.345 28.992
RDX 493.15 0.255 Dionne, 1986 0.367 1.201 370.866
RDX 493.15 0.394 Rosen and Dickinson, 1969 0.367 1.201 204.654
RDX 493.15 0.007 Edwards, 1953 0.367 1.201 15944.037

y = -7.0634x + 4.2495
R² = 0.8073
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y = -8.5418x + 4.3355
R² = 0.7051
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B.2 - GC parameters and sample conditions for the homologous series of RDX.  Air 
pressure was at 3 psi for all runs and all samples were obtained from Cerillant.  Please 
note that:  col. = column, temp. = temperature, ACN = acetonitrile, MeOH = methanol, 
Rt = retention time, con. = concentration, car. P = carrier gas pressure, val. = valve, inj. = 
injection, and det. = detector.  The valve temperature is included because if it is not 
constant through all runs, it can affect the stability of the baseline reading. 
 

 

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 130 4/22/2010 0.183 2.166 1.983 1 100 11 64 229 251
2 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251
1 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251
3 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251
2 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251
4 130 4/28/2010 0.216 2.2 1.984 1 1000 11 65 228 251
3 130 4/28/2010 0.216 2.2 1.984 1 1000 11 65 228 251
5 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251
4 130 4/28/2010 0.2 2.183 1.983 1 1000 11 65 228 251

Average ∆Rt = 2.231

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

2 140 4/22/2010 0.183 1.5 1.317 1 100 11 64 229 251
3 150 4/22/2010 0.183 1.083 0.900 1 100 11 64 229 251
4 160 4/22/2010 0.183 0.783 0.600 1 100 11 64 229 251

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 170 4/22/2010 0.183 0.666 0.483 1 100 11 64 229 251
2 170 4/27/2010 0.216 0.683 0.467 1 1000 11 65 230 251
3 170 4/27/2010 0.233 0.683 0.450 1 1000 11 65 230 251
4 170 4/27/2010 0.216 0.683 0.467 1 1000 11 65 230 251
5 170 4/27/2010 0.216 0.683 0.467 1 1000 11 65 230 251
6 170 4/27/2010 0.233 0.683 0.450 1 1000 11 65 230 251

Average ∆Rt = 0.462

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 180 5/3/2010 0.216 0.533 0.317 1 1000 11 65 230 251
2 180 5/3/2010 0.25 0.533 0.283 2 1000 11 65 230 251
3 180 5/3/2010 0.266 0.533 0.267 3 1000 11 65 230 251
4 180 5/3/2010 0.216 0.533 0.317 1 1000 11 65 230 251
5 180 5/3/2010 0.25 0.533 0.283 1 1000 11 65 230 251

Average ∆Rt = 0.293

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 190 6/8/2010 0.283 0.6 0.317 2 444.44 11 65 230 251
2 190 6/8/2010 0.283 0.6 0.317 2 444.44 11 65 230 251
3 190 6/8/2010 0.283 0.6 0.317 2 444.44 11 65 230 251

Average ∆Rt = 0.317

Run # Col. temp. (oC) Date ACN Rt (min) 2,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 200 6/8/2010 0.283 0.516 0.233 2 1000 11 65 230 251
2 200 6/8/2010 0.283 0.516 0.233 2 1000 11 65 230 251
3 200 6/8/2010 0.283 0.516 0.233 2 1000 11 65 230 251

Average ∆Rt = 0.233

2,4-DNT-130oC

2,4-DNT-AT VARIOUS TEMPERATURES

2,4-DNT-170oC

2,4-DNT-200oC

2,4-DNT-190oC

2,4-DNT-180oC

The GC 
parameters may 
have changed.  
This is before I 
changed my 
recording 
scheme.

2,4‐DNT gets
hidden in solvent 
peak at 483 K.
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Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 130 4/22/2010 0.2 1.6 1.400 1 100 10 64 229 251
2 130 4/28/2010 0.216 1.533 1.317 1 100 11 65 228 251
3 130 4/28/2010 0.2 1.533 1.333 1 500 11 65 228 251
4 130 4/28/2010 0.2 1.55 1.350 1 500 11 65 228 251
5 130 4/28/2010 0.2 1.55 1.350 1 500 11 65 228 251
6 130 4/28/2010 0.216 1.55 1.334 1 500 11 65 228 251
7 130 4/28/2010 0.2 1.55 1.350 1 500 11 65 228 251

Average ∆Rt = 1.344

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 140 4/22/2010 0.2 1.183 0.983 1 100 10 64 229 251
2 150 4/22/2010 0.2 0.883 0.683 1 100 10 64 229 251
3 160 4/22/2010 0.2 0.683 0.483 1 100 10 64 229 251

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 170 4/22/2010 0.2 0.5333 0.333 1 1000 10 64 229 251
2 170 4/27/2010 0.216 0.533 0.317 1 1000 11 66 230 251
3 170 4/27/2010 0.216 0.533 0.317 1 1000 11 66 230 251
4 170 4/27/2010 0.216 0.533 0.317 1 1000 11 66 230 251
5 170 4/27/2010 0.216 0.533 0.317 1 1000 11 66 230 251

Average ∆Rt = 0.319

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 180 5/3/2010 0.216 0.45 0.234 1 1000 11 65 230 251
2 180 5/3/2010 0.216 0.45 0.234 1 1000 11 65 230 251
3 180 5/3/2010 0.216 0.45 0.234 1 1000 11 65 230 251
4 180 5/3/2010 0.216 0.45 0.234 1 1000 11 65 230 251

Average ∆Rt = 0.234

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 190 6/8/2010 0.283 0.5 0.217 2 1000 11 65 230 251
2 190 6/8/2010 0.283 0.5 0.217 2 500 11 65 230 251
3 190 6/8/2010 0.283 0.5 0.217 2 500 11 65 230 251

Average ∆Rt = 0.217

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 200 6/8/2010 0.283 0.433 0.150 2 500 11 65 230 251
2 200 6/8/2010 0.283 0.45 0.167 1 1000 11 65 230 251
3 200 6/8/2010 0.266 0.433 0.167 1 1000 11 65 230 251
4 200 6/8/2010 0.283 0.45 0.167 1 1000 11 65 230 251

Average ∆Rt = 0.163

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 210 6/8/2010 0.3 0.4 0.100 1 1000 11 65 231 252
2 210 6/8/2010 0.316 0.433 0.117 1 1000 11 65 231 252
3 210 6/8/2010 0.3 0.4 0.100 1 1000 11 65 231 252
4 210 6/8/2010 0.283 0.383 0.100 1 1000 11 65 231 252

Average ∆Rt = 0.104

Run # Col. temp. (oC) Date ACN Rt (min) 2,6-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 220 6/8/2010 0.316 0.383 0.067 1 1000 11 65 231 252
2 220 6/8/2010 0.3 0.383 0.083 1 1000 11 65 231 252
3 220 6/8/2010 0.3 0.383 0.083 1 1000 11 65 231 252
4 220 6/8/2010 0.316 0.383 0.067 1 1000 11 65 231 252
5 220 6/8/2010 0.3 0.383 0.083 1 1000 11 65 231 252

Average ∆Rt = 0.077

2,6-DNT-130oC

2,6-DNT-220oC

2,6-DNT-180oC

2,6-DNT-190oC

2,6-DNT-AT VARIOUS TEMPERATURES

2,6-DNT-170oC

2,6-DNT-200oC

2,6-DNT-210oC

The GC 
parameters may 
have changed.  
This is before I 
changed my 
recording scheme. 
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Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 130 4/28/2010 0.166 2.75 2.584 1 500 11 66 228 251
1 130 4/22/2010 0.183 2.783 2.600 1 100 11 64 229 251

Average ∆Rt = 2.592

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 140 4/22/2010 0.183 2.05 1.867 1 100 11 64 229 251
2 150 4/22/2010 0.183 1.45 1.267 1 100 11 64 229 251
3 160 4/22/2010 0.183 1.083 0.900 1 100 11 64 229 251

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 170 4/22/2010 0.183 0.883 0.700 1 100 11 64 229 251
2 170 4/27/2010 0.166 0.816 0.650 1 1000 11 65 230 251
3 170 4/27/2010 0.166 0.816 0.650 1 500 11 65 230 251
4 170 4/27/2010 0.183 0.816 0.633 1 500 11 65 230 251
5 170 4/27/2010 0.183 0.816 0.633 1 500 11 65 230 251
6 170 4/27/2010 0.183 0.816 0.633 1 500 11 65 230 251
7 170 4/28/2010 0.166 0.816 0.650 1 500 11 65 230 251
8 170 4/28/2010 0.183 0.8 0.617 1 500 11 65 230 251
9 170 4/28/2010 0.166 0.816 0.650 1 500 11 65 230 251

Average ∆Rt = 0.646

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 180 5/3/2010 0.216 0.63 0.414 2 500 11 65 230 251
2 180 5/3/2010 0.216 0.65 0.434 2 500 11 65 230 251
3 180 5/3/2010 0.183 0.633 0.450 2 500 11 65 230 251
4 180 5/3/2010 0.2 0.633 0.433 3 500 11 65 230 251
5 180 5/3/2010 0.216 0.633 0.417 3 500 11 65 230 251
6 180 5/3/2010 0.183 0.65 0.467 2 500 11 65 230 251
7 180 5/3/2010 0.2 0.633 0.433 2 500 11 65 230 251

Average ∆Rt = 0.435

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 190 6/9/2010 0.233 0.7 0.467 2 100 11 65 230 251
2 190 6/9/2010 0.233 0.7 0.467 2 100 11 65 230 251
3 190 6/9/2010 0.233 0.7 0.467 2 100 11 65 230 251

Average ∆Rt = 0.467

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 200 6/9/2010 0.233 0.6 0.367 2 100 11 65 231 251
2 200 6/9/2010 0.233 0.6 0.367 2 100 11 65 231 251
3 200 6/9/2010 0.216 0.583 0.367 2 100 11 65 231 251

Average ∆Rt = 0.367

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 210 6/9/2010 0.25 0.533 0.283 2 100 11 65 231 252
2 210 6/9/2010 0.233 0.516 0.283 2 100 11 65 231 252
3 210 6/9/2010 0.233 0.516 0.283 2 100 11 65 231 252

Average ∆Rt = 0.283

Run # Col. temp. (oC) Date MeOH Rt (min) 3,4-DNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 220 6/9/2010 0.233 0.466 0.233 2 100 11 65 231 252
2 220 6/9/2010 0.233 0.466 0.233 2 100 11 65 231 252
3 220 6/9/2010 0.233 0.466 0.233 2 100 11 65 231 252

Average ∆Rt = 0.233

3,4-DNT-210oC

3,4-DNT-220oC

3,4-DNT-AT VARIOUS TEMPERATURES

3,4-DNT-170oC

3,4-DNT-130oC

3,4-DNT-180oC

3,4-DNT-190oC

3,4-DNT-200oC

TheGC parameters 
may have changed.  
This is before I 
changed my 
recording scheme.  If
concentration is 
below 1000 ug/mL, 
chances are the 
solution was 
improperly diluted 
using Acetonitrile, 
when Methanol 
should have been 
used.  Problem was 
corrected after 
5/12/10.  Data was 
still used in the 
predicting of RDX's 
vapor pressure.  It is 
not suspected that 
the estimation is in 
error.

If concentration is below 1000 ug/mL, chances are the solution was improperly diluted using Acetonitrile, when Methanol should have been used.  Problem was corrected after 
5/12/10.  Data was still used in the predicting of RDX's vapor pressure.  It is not suspected that the estimation is in error.
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Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 130 4/22/2010 0.183 4.616 4.433 1 100 11 64 229 251
2 140 4/22/2010 0.183 3.033 2.850 1 100 11 64 229 251
3 150 4/22/2010 0.183 2.083 1.900 1 100 11 64 229 251
4 160 4/22/2010 0.183 1.466 1.283 1 100 11 64 229 251

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 170 4/22/2010 0.183 1.116 0.933 1 100 11 64 229 251
2 170 4/28/2010 0.216 1.15 0.934 1 1000 11 79 230 251
3 170 4/28/2010 0.216 1.15 0.934 1 500 11 79 230 251
4 170 4/28/2010 0.216 1.133 0.917 1 500 11 79 230 251
5 170 4/28/2010 0.216 1.133 0.917 1 500 11 79 230 251
6 170 4/28/2010 0.216 1.15 0.934 1 500 11 79 230 251
7 170 4/28/2010 0.233 1.15 0.917 1 500 11 79 230 251
8 170 4/28/2010 0.233 1.15 0.917 1 500 11 79 230 251

Average ∆Rt = 0.925

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 180 5/4/2010 0.25 0.866 0.616 1 1000 11 65 230 251
2 180 5/4/2010 0.233 0.866 0.633 1 1000 11 65 230 251
3 180 5/4/2010 0.233 0.866 0.633 1 1000 11 65 230 251
4 180 5/4/2010 0.233 0.866 0.633 1 1000 11 65 230 251

Average ∆Rt = 0.629

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 190 6/8/2010 0.283 0.866 0.583 2 100 11 65 230 251
2 190 6/8/2010 0.283 0.866 0.583 2 100 11 65 230 251
3 190 6/8/2010 0.283 0.866 0.583 2 100 11 65 230 251

Average ∆Rt = 0.583

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 200 6/8/2010 0.283 0.716 0.433 2 100 11 65 231 251
2 200 6/8/2010 0.283 0.716 0.433 2 100 11 65 231 251
3 200 6/8/2010 0.283 0.716 0.433 2 100 11 65 231 251

Average ∆Rt = 0.433

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 210 6/8/2010 0.283 0.6 0.317 2 100 11 65 231 251
2 210 6/8/2010 0.283 0.6 0.317 2 100 11 65 231 251
3 210 6/8/2010 0.283 0.6 0.317 2 100 11 65 231 251

Average ∆Rt = 0.317

Run # Col. temp. (oC) Date ACN Rt (min) TNT Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 220 6/8/2010 0.3 0.533 0.233 4 500 11 65 231 252
2 220 6/8/2010 0.283 0.516 0.233 4 500 11 65 231 252
3 220 6/8/2010 0.283 0.516 0.233 4 500 11 65 231 252

Average ∆Rt = 0.233

TNT-210oC

TNT-220oC

TNT-AT VARIOUS TEMPERATURES

TNT-170oC

TNT-180oC

TNT-190oC

TNT-200oC

TheGC parameters 
may have changed.  
This is before I 
changed my 
recording scheme.
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Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 130 4/22/2010 0.183 8.6 8.417 1 100 11 64 229 251
2 140 4/22/2010 0.183 5.583 5.400 1 100 11 64 229 251
3 150 4/22/2010 0.2 3.65 3.450 1 100 11 64 229 251
4 160 4/22/2010 0.2 2.5 2.300 1 100 11 64 229 251

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 170 4/22/2010 0.183 1.733 1.550 1 100 11 64 229 251
2 170 4/28/2010 0.233 1.816 1.583 1 1000 11 65 230 251
3 170 4/28/2010 0.233 1.75 1.517 1 1000 11 65 230 251
4 170 4/28/2010 0.233 1.733 1.500 1 1000 11 65 230 251
5 170 4/28/2010 0.216 1.716 1.500 1 1000 11 65 230 251
6 170 4/28/2010 0.216 1.733 1.517 1 1000 11 65 230 251
7 170 4/28/2010 0.233 1.733 1.500 1 1000 11 65 230 251

Average ∆Rt = 1.521

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 180 5/3/2010 0.25 1.266 1.016 1 1000 11 65 230 251
2 180 5/3/2010 0.233 1.25 1.017 1 1000 11 65 230 251
3 180 5/3/2010 0.233 1.25 1.017 1 1000 11 65 230 251
4 180 5/3/2010 0.4 1.25 0.850 5 1000 11 65 230 251
5 180 5/3/2010 0.316 1.25 0.934 5 1000 11 65 230 251
6 180 5/3/2010 0.266 1.266 1.000 3 1000 11 65 230 251
7 180 5/3/2010 0.25 1.266 1.016 2 1000 11 65 230 251
8 180 5/3/2010 0.233 1.266 1.033 2 1000 11 65 230 251
9 180 5/3/2010 0.25 1.266 1.016 2 1000 11 65 230 251

Average ∆Rt = 0.989

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 190 6/7/2010 0.3 1.25 0.950 2 100 11 65 230 251
2 190 6/7/2010 0.333 1.283 0.950 2 100 11 65 230 251
3 190 6/7/2010 0.3 1.233 0.933 2 100 11 65 230 251
4 190 6/7/2010 0.3 1.25 0.950 2 100 11 65 230 251

Average ∆Rt = 0.946

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 200 6/7/2010 0.3 0.983 0.683 2 100 11 65 231 251
2 200 6/7/2010 0.316 1 0.684 2 100 11 65 231 251
3 200 6/7/2010 0.283 0.966 0.683 2 100 11 65 231 251
4 200 6/7/2010 0.333 1.033 0.700 2 100 11 65 231 251
5 200 6/7/2010 0.283 0.983 0.700 2 100 11 65 231 251

Average ∆Rt = 0.690

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 210 6/7/2010 0.3 0.8 0.500 2 100 11 65 231 252
2 210 6/7/2010 0.3 0.8 0.500 2 100 11 65 231 252
3 210 6/7/2010 0.3 0.8 0.500 2 100 11 65 231 252

Average ∆Rt = 0.500

Run # Col. temp. (oC) Date ACN Rt (min) RDX Rt (min) ∆Rt (min) Inj. Amnt (µL) Con. (µg/mL) Car. P (psi) Val. temp. (oC) Inj. temp. (oC) Det. temp. (oC)

1 220 6/7/2010 0.316 0.683 0.367 3 100 11 65 231 252
2 220 6/7/2010 0.316 0.683 0.367 2 300 11 65 231 252
3 220 6/7/2010 0.316 0.683 0.367 5 300 11 65 231 252

Average ∆Rt = 0.367

RDX-200oC

RDX-210oC

RDX-220oC

RDX-AT VARIOUS TEMPERATURES

RDX-170oC

RDX-180oC

RDX-190oC

The GCparameters 
where not varified at 
each temparature.
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Appendix C – Uncertainty calculations. 
 
 The method used was taken from Altman and Gardner47 and describes how to 

calculate the error when fitted equations are extrapolated.  For a linearly fitted equation 

with the general form: 

 xBAy   (C1) 

where y and x have the typical meanings and A and B are fitted parameters.  It can be 

seen that slight variations in the fitted parameters A and B may still represent the data 

well, but will result in different predicted y values.  To account for this, the standard error 

in Equation C1 is represented by:47 
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Where SE(ypred.) is the standard error of the predicted y value in Equation C1, Sres is the 

residual standard deviation of y, n is the number of sample points, sx is the standard 

deviation in x, and xavg is the average in x.  Sres in Equation C2 is given by:47 

 
2n

)sBs)(1n(

2n

)yy(
s

2
x

22
y

2
.pred

res 







   (C3) 

where sy is the standard deviation in y.  Using Equations C1-C3, the standard error in y 

can be found.  To find the variation in ypred. from the standard error in y, we take:47 

 ))y(SEt(yyin  Variation .pred2/1.predpred.    (C4) 

where t1-α/2 is the two tailed student distribution.   

 For the data and predictive equations presented in this work, Table 12 lists all of 

the necessary constants and results needed to solve Equations C1-C4 for a 95% 

confidence interval.  For this work, x and y are retention time and Log10 P, respectively.  
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As an example, Figure 13 shows the extrapolation uncertainty for the temperature of 

493.15 K for a 95% confidence interval.  From Figure 13, it can be seen that with 

changes in the fitted parameters, the fitted line (thin solid black line) will pivot on its 

center axis between the upper and lower bounds, which are the dotted lines.  The values 

of the dotted lines represent the maximum and minimum uncertainty and the thick black 

line is the extrapolation of the fitted equation to the predicted vapor pressure of RDX. 

Table 12:  Constants needed to calculate the extrapolation uncertainty in the logarithmic 
vapor pressure.  Resulting uncertainty is for a 95% confidence interval. 
T 
(K) n B 

Avg. Rt 
(min) sx sres

Log10Ppred. 
(mm Hg) Uncertainty 

403.15 7 −0.5567 2.595 1.324 0.157 −2.650 ±0.742 
413.15 7 −0.8820 1.734 0.820 0.202 −2.333 ±0.967 
423.15 7 −1.3467 1.176 0.532 0.213 −1.866 ±0.977 
433.15 7 −1.9478 0.800 0.361 0.249 −1.443 ±1.115 
443.15 7 −2.6388 0.595 0.264 0.249 −0.77.3 ±0.974 
453.15 7 −3.9520 0.393 0.175 0.258 −0.356 ±0.957 
463.15 7 −4.2732 0.386 0.159 0.287 −0.146 ±1.100 
473.15 7 −5.4916 0.289 0.120 0.332 0.281 ±1.215 
483.15 5 −7.0634 0.225 0.111 0.443 0.718 ±1.853 
493.15 5 −8.5418 0.170 0.086 0.546 1.201 ±2.141 

 

 
Figure 13:  95% confidence interval for the vapor pressure prediction of RDX at 
493.15 K when the homologous series is extrapolated.  Dotted lines represent maximum 
and minimum uncertainty and the thick black line is extrapolation of the fitted equation. 
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Appendix D – Mathematica® 7.01.0 regression code for the complete RDX vapor 
pressure versus temperature data 
 
"RDX Regression"; 
Clear[data, nlm, A, B, c, T] 
data={{328.85`,-6.302932796650333`},{328.85`, 
-6.470453613128993`},{335.75`,-5.8984120220155605`},{335.75`, 
-6.098649278463059`},{351.34999999999997`,-5.131646016514565`}, 
{351.34999999999997`,-5.042411112429611`},{358.45`, 
-4.6774930055710735`},{358.45`,-4.809668301829709`}, 
{370.84999999999997`,-4.154416571623151`},{370.84999999999997`, 
-4.073682834846081`},{383.75`,-3.416518668071417`}, 
{383.54999999999995`,-3.397940008672038`},{383.54999999999995`, 
-3.495734445784652`},{383.75`,-3.486938850715951`},{394.15`, 
-2.98296666070122`},{394.15`,-3.0418681278765085`},{394.25`,-
3.0377025776621385`},{394.25`,-2.954677021213343`},{394.45`, 
-3.0293778134740563`},{394.45`,-2.9706162223147907`},{403.15`, 
-2.6496439`},{404.54999999999995`,-2.61968078418689`}, 
{404.54999999999995`,-2.590126527525776`},{404.75`, 
-2.6117744250138344`},{404.75`,-2.5883802940367704`},{411.25`,-
2.3590040368985394`},{411.25`,-2.381951903287907`}, 
{411.34999999999997`,-2.397940008672038`},{411.34999999999997`, 
-2.3551776560478834`},{411.65`,-2.343709667770223`},{411.65`, 
-2.397940008672038`},{413.15`,-2.332500000000001`},{423.15`, 
-1.865715`},{433.15`,-1.4434399999999998`},{443.15`, 
-0.7725399999999999`},{453.15`,-0.35585065599999993`},{463.15`, 
-0.14587889999999956`},{473.15`,0.28139600000000003`},{483.15`, 
0.7178000000000004`},{493.15`,1.2006594`}, {505.15`, 
1.815312043524359`}, {510.15`, 1.8978469315795718`}, 
{515.15`,1.9880235619286597`}, {520.15`, 2.0655050230983902`}}; 
nlm = NonlinearModelFit[data, A - B/(c + T), {A, B, c}, T] 
Show[ListPlot[data], Plot[nlm[T], {T, 328.85, 520}], Frame -> True] 
nlm["EstimatedVariance"] 
nlm["BestFitParameters"] 
nlm["FitResiduals"] 
nlm["ANOVATable"] 
nlm["RSquared"] 
nlm["AdjustedRSquared"] 


