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ABSTRACT

Analysis of the flapping-wing motion of micro air vehicles (MAVs) is a complex problem that involves nonlinear structural analysis coupled with unsteady fluid mechanics analysis. In this study I apply a fully nonlinear finite element modeling code for simulation of large-amplitude flapping motions. The MAV wing is modeled using fully nonlinear beam and membrane elements based on geometrically exact total-Lagrangian beam and membrane theories, and the unsteady aerodynamic loads are estimated using the modified strip theory of DeLaurier with improvements by Han. Moreover, in-flight dynamic wing deformations are experimentally measured using an eight-camera real-time digital motion analysis system. For experiments, the reduced frequency is calculated to be approximately 0.51; and $Re$ number is about 22,600. Numerical studies that analyze nonlinear deformations of a rigid rectangular plate-like wing are carried out at $Re$ number of about 6,400 and reduced frequency of about 0.26. Numerical and experimental results indicate that flapping-wing dynamics is very complicated and is primarily dominated by the unsteady aerodynamic loads. Hence, a reverse design process is recommended using optimization of the time-varying aerodynamic loads with assumed time-varying wing geometries.
CHAPTER 1

Introduction

1.1 Motivation

The recent need for developing new kinds of small unmanned air vehicles with greater endurance, better control, and hover-ability is the major reason for this research. For hundreds of years, man has been fascinated by the flight of natural creatures. It remains an unsolved mystery of nature. Scientists and engineers seek to replicate what birds can do naturally. As an example, planes must maintain a speed higher than the stall speed in order to successfully land, while birds can actually stall and then, using their tail and body, land softly and precisely.

To understand the complexity of ‘natural’ flight, it’s necessary to understand the biomechanics of these creatures – birds, insects and bats. It’s important to study their wing organization, and to understand how a particular part of the wing functions to produce flight. At the same time, the goal is to design an air vehicle that is capable of hovering, and, therefore, useful information can be acquired from studying natural hoverers, such as hummingbirds and insects.

From the beginning, pioneers of aeronautics, researchers and experimenters, such as Casey, Lilienthal, and the Wright brothers, were inspired by nature. Today, the method of applying natural principles to engineering the mechanical system is called biomimicry. This method requires the integration of biological and engineering research.
Recent micro air vehicle (MAV) research has tended to follow a certain set of constraints that have been proposed by the Defense Advanced Research Projects Agency (DARPA). The size of MAV’s should be limited to 15 centimeters in length, width or height. The concept defined by DARPA also suggests that reconnaissance MAVs should have a range of about 10 km, remain aloft for up to 60 minutes, reach speeds of 10 to 20 m/s (22 to 45 mph), and be capable of real time day/night imagery.

Consistent with those parameters, the preliminary scavenged information revealed the following choice of species capable of flying. Besides birds, we have considered insects and bats. Table 1-1 shows related specifications of different flying creatures, which were selected based on the size constraint.

*Table 1-1. Different fliers that have a close fit to the size and weight constraints of MAVs.*

<table>
<thead>
<tr>
<th>No</th>
<th>Bird /Insect /Bat</th>
<th>Body length (cm)</th>
<th>Wing span (cm)</th>
<th>Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Blue-throated hummingbird [23, 27, 109]</td>
<td>12.7</td>
<td>20.3</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Magnificent hummingbird [23, 27, 109]</td>
<td>13.3</td>
<td>19</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>Black-chinned hummingbird [9, 23, 109]</td>
<td>9.5</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Rufous hummingbird [23, 28, 109, 125]</td>
<td>9.5</td>
<td>11.4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Ruby-throated hummingbird [23, 33, 36, 109]</td>
<td>9.5</td>
<td>11.4</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Emperor dragonfly [122]</td>
<td>8</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Giant Honeybee [83, 121]</td>
<td>2</td>
<td>1.5</td>
<td>0.128</td>
</tr>
<tr>
<td>8</td>
<td>Brazilian free-tailed bat [13, 124]</td>
<td>9.5</td>
<td>11.4</td>
<td>12.5</td>
</tr>
</tbody>
</table>
Data presented in Table 1-1 are averaged approximations since every bird or insect is unique in size. If we consider every type of flyer, the research would be immense. Thus, we have decided to use birds as the major object of our ‘nature-copying’ method. In particular, we will consider as much as possible the smaller-sized birds, such as hummingbirds. The following research, however, is not limited to birds only, and will contain information about other flying creatures for comparison and point out their advantages in adaptation to particular surroundings.

The existing MAV designs have created certain vehicles categorized as follows: fixed wings, rotary wings, and flapping wings. The flapping wing type MAVs are of two types, insect-based MAVs (entomopters), and avian-based MAVs (ornithopters). Examples of existing MAV designs are presented below. Figure 1-1 displays examples of fixed-wing MAVs. Figure 1-2 displays examples of rotary-wing MAVs. And Figs. 1-3 and 1-4 display the flapping wing MAVs.

Fig. 1-1. Examples of fixed-wing MAVs: (a) Trocoid [3]; (b) WASP [3]; and (c) MC2 microflyer [120].
Fig. 1-2. Examples of rotary-wing MAVs: (a) Micro-Craft Istar [3]; and (b) MICOR [3].

Fig. 1-3. Examples of insect-based flapping-wing MAVs: (a) NPS with clap-fling mechanism [39]; and (b) Entomopter[123].
This research will concentrate on studying forward flight, leaving hovering flight for future investigations. At first, it’s important to learn as much as possible about the flight of birds before attempting to design an MAV. Therefore, the attempt is made to gather and review the available information regarding flapping flight. Our perspective on design of MAVs is focused on developing an experimental technique that can be used for such particular research. This experimental method is based on using noncontact sensors to measure the displacements of flapping wings during flight. This study also performs numerical simulations of nonlinear flapping-wing dynamics by using a total-Lagrangian displacement-based nonlinear finite element code (GESA - Geometrically Exact Structural Analysis), which is capable of solving for large-amplitude dynamic elastic displacements and rotations of highly flexible wing structures. Numerical studies in this research analyze linear deformations of flexible membrane wings at a Reynolds number (Re) around 22,600 and a reduced frequency around 0.51, and nonlinear deformations of

Fig. 1-4. Examples of avian-based flapping-wing MAVs: (a) Microbat [3]; and (b) DelFly Micro [48].
rigid rectangular plate-like wings at $Re$ around 6,400 and a reduced frequency around 0.26.

Most available studies on flapping flight focus on the investigation of the rigid wings. However, biological studies of birds’ and insects’ kinematics indicate that their wings deform in flight to achieve aerodynamically efficient flight. Also, engineering studies investigating the effects of flexibility indicate that flexible wings perform better than rigid wings. Thus, it is important to study flapping flight with flexible wings. Moreover, it’s important to realize that flapping flight is a nonlinearly coupled problem that is highly affected by interrelated aerodynamic and structural inertial forces.

1.2 Thesis Summary

In this thesis, a methodical approach has been adopted to investigate flapping wing dynamics in micro air vehicles. A summary of the contents of each chapter is presented. Chapter One offers an introduction and presents research motivations. It also lists chapter summaries and contributions.

Chapter Two reviews the literature. An extensive literature review was done in order to acquire an understanding of fluid-structure interaction problems related to bird morphology, aerodynamics, kinematics, hummingbird flight, and flapping flight. The morphology section covers the following topics:

- Body shape
- Wing structure
• Wing shape
• Aspect ratio and wing loading for birds
• Variation of wing geometry during flight – active flow control

The aerodynamics section covers the following topics:
• Importance of viscosity
• Scaling and similarity parameters for aerodynamics
• Review of aerodynamics of forward flight: classical theory
• Aerodynamics of forward flight: flapping flight
• Short review of aerodynamics of hovering flight
• Unsteady effects in birds’ and insects’ flight
• Kinematics

The last section in this chapter provides an overview of structural and aerodynamic models used to analyze flapping flight.

Chapter Three presents the theoretical aeroelasticity framework for the fluid-structure interaction problem of highly flexible flapping wings. It describes in detail the geometrically exact modeling of flapping wings and a nonlinear unsteady aerodynamic theory.

Chapter Four presents numerical simulation results. It includes various linear and nonlinear structural analyses and fluid-structure interaction dynamics of flapping wings.
Chapter Five presents the experimental setup, procedure, and measurement results. It describes in detail a camera-based motion analysis system, experimental setup, and steps for experiment.

Chapter Six summarizes each chapter with conclusions. It also gives recommendations for future work.

1.3 Summary of Contributions

This research offers a perspective into progress and challenges associated with the design of micro air vehicles. This information is a ‘weapon’ that can help ‘fight’ the challenging problem of MAV design. Today, information is readily available, however, not in a systematic way. This research attempts to systematize some particularly useful information for MAV development. It also presents a new experimental approach for the development of MAVs that can also be used in other areas of engineering where dynamic results are required. Finally, this research utilizes a fully nonlinear finite element analysis coupled with an aerodynamic solution technique to investigate the deformation of a wing during flapping flight.
CHAPTER 2

Literature Review

This chapter provides a literature review of the biological and engineering research that can help in the design of MAVs. It is divided into five parts: morphology of birds, aerodynamics of flapping flight, kinematics of flapping flight, hummingbird flight, and flapping flight as a fluid-structure interaction problem.

2.1. Morphology of Birds

Body and wing geometries and their correlation play an important role in in-flight performance of a bird. As limited by the MAV constraints, this research only considers the small birds shown in Table 1-1. Although study of hummingbirds is popular, the limited scope of information available from research on hummingbirds suggests a more general overview of birds as flying species. Study of birds should help to fill out the knowledge gap that exists in study of hummingbirds. Hence, considerations of general trends in morphology of birds are presented here.

2.1.1. Body Shape

Birds have streamlined bodies and adaptive tails. During flight, those morphological features help keep the flow from separation that would cause the increased drag. Bird bodies are covered with feathers that apparently greatly help them to keep the flow from separation. However, according to the experiments of Pennycuick [75], the body of the
dead frozen bird tested in the wind tunnel showed significant flow separation similar to the flow past a blunt body. Figure 2-1 shows the comparison of flows over a dead bird versus an alive bird.

![Figure 2-1. Flow past a dead frozen bird’s body (upper), and an alive bird (lower) in the wind tunnel.](image)

Figure 2-1 shows that the alive bird “knows” how to adapt its body in flight to reduce the skin friction drag. For example, a study on Teals [74] showed that the body drag coefficient of an alive bird is about 0.08 and a dead bird is about 0.4. The experiments on dead birds imply that, if we intend to simulate bird flight, we may not be able to achieve the same aerodynamic characteristics that nature gives to birds. Hence, we need to look for ways to reduce the skin friction drag.

On the other hand, bodies of insects have no resemblance with streamlined bodies, and they don’t have feathers. Their bodies are much smaller than those of birds.
2.1.2. Wing structure

Bird wings have three joints – elbow, wrist, and metacarpal joint – that are covered with feathers. The elbow and wrist joints allow motion only in one plane – they work as hinges. Wing span and wing area can be reduced to about a half in an instant by flexing the elbow and wrist joints. The analogy to this motion is the closing/opening of a hand fan. This instant flexing does not affect either mechanical strength or stiffness of the wing and allows the mean cord to stay the same in the fully extended or flexed position. However, hummingbirds almost do not flex their wings, but they use different wing motions to enable different flights. For example, they use a figure „8” motion to enable hovering.

The wing has to be strong enough to resist bending and torsional moments. The wing creates a lift force that results in a bending moment around the wing root. Also, when in flight, a bird has to overcome the twisting moment that acts on its wings.

Birds” wing feathers perform significant aerodynamic functions. First, feathers are actually the material that has to withstand lift and drag forces as well as bending and twisting moments on the wings. Feathers can help increase or decrease wing span and wing area to adapt to particular flight conditions. In relation to aircraft, this is similar to the variable swift of aircraft wings. Second, feathers can reduce flow separation, increase lift, and act as a stall prevention device, similar to flaps used on airplanes during landing at a low forward speed and a high angle of attack. When landing or taking off, a high angle of attack is accompanied by flow separation that could reduce lift and eventually cause stall. To avoid that, the pilot turns on flaps to increase lift and reduce flow.
separation in order to have smooth landing or taking off. Figure 2-2 shows a bird that uses feathers as flaps to make a safe landing at a low forward speed [70].

Fig. 2-2. Feathers that serve as flaps to increase lift.

Hummingbirds and swifts have a wing structure that is different from other birds. They have a ball-and-socket joint that allows the wing to rotate in all directions, which is similar to a human’s arm. Interestingly, hummingbirds can hover and other birds cannot. Hovering is one of the constraints that we are trying to work on. Figure 2-3 compares the wing structures of pelicans and hummingbirds [29].
According to Fig. 2-3, a wing is divided into several parts. The arm wing is the part that is closer to the body, and the hand wing is the part at the tip of the wing – by analogy to the human body. The arm and hand wings play different roles in flight. An arm wing uses the conventional aerodynamic principles (such as attached flow) to generate lift, and the hand wing uses leading edge vortex (LEV) and other unsteady aerodynamics to generate lift.

2.1.3. Wing Shape

Birds’ wing shapes differ based on their adaptation to nature. Figure 2-4 shows different types of wings and wingtips [109].
In general, wing geometry analysis shows that in adaptation to its surroundings, birds’ flight differs. Broad wings allow for efficient power use needed for soaring. Long wings allow for efficient lift needed for gliding. Pointed wings allow for reduced drag and, therefore, speedy flight. Rounded or elliptical wings allow for better maneuverability. Tapered wings allow for extremely high speed and maneuverability [20,126].

Hummingbirds possess pointed wings with slightly rounded tips. Figure 2-5 is the photography of the wing of Ruby-throated hummingbird [36].

![Fig. 2-4. Diversity of wings and wingtips in birds.]

Hummingbirds possess pointed wings with slightly rounded tips. Figure 2-5 is the photography of the wing of Ruby-throated hummingbird [36].

![Fig. 2-5. Wing of the Ruby-throated hummingbird.]

In general, wing geometry analysis shows that in adaptation to its surroundings, birds’ flight differs. Broad wings allow for efficient power use needed for soaring. Long wings allow for efficient lift needed for gliding. Pointed wings allow for reduced drag and, therefore, speedy flight. Rounded or elliptical wings allow for better maneuverability. Tapered wings allow for extremely high speed and maneuverability [20,126].
As can be seen from Fig. 2-5, the wing of the hummingbird appears to be of pointed configuration with a slight curvature at the tip. In aviation language, various wing shapes mean that the birds have different planform shapes. For the hummingbird, the shape of the wing is similar to an elliptical wing. As was proven by Prandl, this type of wings experiences minimum lift-induced drag due to elliptical lift distribution. Figure 2-6 shows an elliptical wing planform and the lift distribution over such a planform [80].

Fig. 2-6. Elliptical (ideal) wing planform and the lift distribution.

As it appears, hummingbirds use their elliptically-shaped wings to create relatively high lift for a small aspect ratio that allows them to be very maneuverable.
2.1.4. Aspect Ratio and Wing Loading

Wing shape can be described in terms of the aspect ratio. In aerodynamics, the aspect ratio is the wing span squared divided by the wing area, or the wingspan divided by the mean chord as given by

\[ AR = \frac{b^2}{A} = \frac{b}{c_{\text{mean}}} \]  

(2.1)

Here, \( AR \) is the aspect ratio, \( b \) is the wing span, \( A \) is the wing area, and \( c_{\text{mean}} \) is the mean chord. Figure 2-7 displays a schematic drawing of a bird that shows how to measure the wing span and chord at the root and at the tip of the wing.

![Schematic drawing of a bird](image)

*Fig. 2-7. Schematic drawing of a bird.*

As discussed at the beginning of Sec. 2.1.3, different shapes are adopted for different functions. However, now we can consider the wing shape in combination with the aspect ratio concept and analyze birds from this standing. Narrow long wings that have very high aspect ratios, like in albatrosses, can generate a lot of lift and are adopted for soaring flight. The Wandering Albatross has an aspect ratio of 15 [72]. Broad long wings with a
high aspect ratio are used for soaring by such birds as eagles, vultures or pelicans. Such wings have reduced drag because the pointed tip has a decreased area that minimizes pressure differences between the top and the bottom, which decreases the turbulence at the wing tip. The Brown Pelican has an aspect ratio of 9.8 [73]. Rounded and short wings that may be tapered and that have a low aspect ratio are used for rapid take off and maneuverability in the areas with dense vegetation, such as forests. Non-migratory passerines, doves and pheasants have that type of wing. For example, the Zebra Finch has an aspect ratio of 4.5 [102]. Pointed short wings that may be tapered and that have a relatively low aspect ratio are used for high speed and maneuverability and can be found, for example, in swallows. The Barn Swallow has an aspect ratio of 7.4 [69].

Besides being very maneuverable and rather speedy, hummingbirds have the ability to hover. This may be among the reasons why they have wings that are somewhere in between pointed-short and rounded-short wings. Hummingbirds have an aspect ratio of about 7 to 8 [9, 10].

Figure 2-8 pictorially shows wing shapes of different birds with different flying functions and aspect ratios [15]. As research shows, an aspect ratio is the parameter that would depend on the type of the surrounding fluid: whether it is water or air. According to McLetchie [59], tested birds and fish of different aspect ratios showed that the aspect ratio of 4 gave the highest coefficient of thrust in the water. He also pointed out that these findings are consistent with most 3-D flapping foils of sea birds and flying fish found in nature.
The aspect ratio by itself is not a very useful parameter unless the wing loading parameter is known. The wing loading is defined as the ratio of the bird’s weight to the area of both wings and is expressed as

\[ Wing\ Loading = \frac{\text{Mass}_{\text{bird}}}{\text{Area}_{\text{wings}}} \]  

(2.2)

The larger is the wing loading, the more energy it requires for flying. On the other hand, the lower is the wing loading, the lower is the energy consumption, and, therefore, the lower is the minimum velocity at which the flight is possible. As a result, the wing

1. [http://www.csd.net/~cgadd/eflight/calcs_wingload.htm](http://www.csd.net/~cgadd/eflight/calcs_wingload.htm) - wing loading calculator

2. Here, wing loading is given in mass over area units; however, it also can be given in force over area units.
loading also affects the take-off and landing distances. When designing airplanes, the aspect ratio should be taken into consideration as the variable: the faster the plane flies, the more lift it produces per wing unit area, so the same weight can be carried by the wing with a smaller aspect ratio. Structurally, having shorter wings is advantageous because it allows the plane to carry less weight and be more maneuverable. Birds and planes both are subject to the laws of aerodynamics. However, their scales and the flight speeds are very different; and, therefore, it is reflected in the values of their wing loadings and aspect ratios. Table 2-1 shows planes and different species of birds with their respective wing loadings and aspect ratios.

Table 2-1. Planes and birds and their respective wing loadings and aspect ratios.

<table>
<thead>
<tr>
<th>Fliers$^3$</th>
<th>Wing-loading ($\frac{kg}{m^2}$)</th>
<th>Aspect Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnificent Hummingbird [9]</td>
<td>2.52</td>
<td>8.4$^4$</td>
</tr>
<tr>
<td>Barn Swallow [69]</td>
<td>1.39</td>
<td>7.4</td>
</tr>
<tr>
<td>Brown Pelican [73]</td>
<td>5.89</td>
<td>9.8</td>
</tr>
<tr>
<td>Homebuilt [80]</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>Transport jet [80]</td>
<td>586</td>
<td>~10</td>
</tr>
</tbody>
</table>

$^3$ Items are listed in the order of increasing mass.

$^4$ approximated from the wing length
Figure 2-9 compares these two important factors – the aspect ratio and the wing loading – for various nature- and man-made fliers [64].

As you can see from Fig. 2-9, the hummingbird, highlighted in red and located in the right lower corner, has a relatively low aspect ratio with a relatively high wing loading. From an aerodynamic point of view, both these characteristics do not favor the hummingbird. The low aspect ratio contributes to the high lift-induced drag. The high wing loading makes them consume more energy during flight; however, at the same time, it makes hummingbirds more maneuverable. Thus, contrary to the aerodynamic theory, nature created the hummingbird as quite wonderful flier and a great hoverer.
Wingtips are also important, and they depend on a bird’s environment as well. Figure 2-10 illustrates four extremes of the wingtips according to pointedness and convexity [56]. Pointedness is the shift in wingtip toward the leading edge, and convexity is the decrease in acuteness of the wingtip. Figures 2-10 (a) and (b) illustrate the extremes of pointedness: (a) - rounded-shape wing that has low aspect ratio, and (b) – pointed-shape wing that is of high aspect ratio. Figures 2-10 (c) and (d) illustrate the extremes of convexity: (c) – concave wing, and (d) – convex wing.

Figure 2-11 continues the subject of wing pointedness and convexity [56]. Here, it demonstrates the spread of real bird species according to these qualities of their wings. Bird ‘a’ is the tern, bird ‘b’ is the duck, bird ‘c’ is the pigeon, bird ‘d’ is the gull, bird ‘e’ is the magpie, bird ‘f’ is the soaring hawk, and bird ‘g’ is the sparrow hawk.

Fig. 2-10. Theoretical wings: extremes of pointedness and convexity.
According to Fig. 2-5, hummingbirds may be found located in the second quadrant of Fig. 2-11. Their wings are relatively pointed and are rather slightly convex than concave.

2.1.5 Variation of the Wing Geometry during Flight – Active Flow Control

Birds possess various wing shapes; however, any particular shape has the ability to change during flight as the bird applies active flow control. Birds constantly change wing geometry, including wing shape, wingspan, wing area, twist and so on and their original wing shape, optimizing the flight and energy consumption. For example, studies on doves [71] and swifts [49] show that, as the speed increases, the wingspan decreases. Figure 2-12 shows swift’s variable wing geometry in flight [49].

Fig. 2-11. Distribution of bird species according to wing pointedness and convexity.
For hummingbirds, variation of the wing geometry is present, however not that drastic as for other species. Figure 2-13 shows wingspan as a function of flight speed for a variety of birds including hummingbirds [103]. As can be seen from this figure, hummingbirds display the highest span ratio, i.e. they fly with almost straight wings. Also, it can be seen that variation of the wing geometry for hummingbirds is almost independent of speed.

Fig. 2-12. (a) Variable sweep angle in swifts; (b) graph of the wing area: filled dots – values of individual wings, open circles – average value per sweep.
From Fig. 2-13 we see that, according to the study of kinematics of different bird species conducted by Lentink et al. [49], the average wingtip span ratio for the hummingbird is 93 percent among different velocities, whereas the span ratios in other species vary from 17 to 80 percent.

In modeling the hummingbird wing, 93 percent can be seen from different perspectives. On one hand, the span ratio of 93 percent is relatively larger than the maximum span ratio of 80 percent achieved by other birds, and therefore, the wing can be considered as „rigid“. This view is supported by the study of Greenewalt [30] and modeled in several studies as the mechanical oscillator. On the other hand, a span ratio of 93 percent serves as the evidence that the hummingbird does slightly flex its wings on upstroke. Using the latter perspective, we use the flexible wing theory to model the wing for our MAV for numerical analysis.

*Fig. 2-13. Wingspan ratio as a function of flight velocity compared among bird species. (Values shown are means.)*
2.2 Aerodynamics of Flapping Flight

2.2.1 Importance of Viscosity

Viscosity is the physical property that defines the resistance of a fluid to forces acting on it. Viscous flow involves friction that causes energy loss as well as heat conduction and mass diffusion. Lift force is mostly due to pressure, and, therefore, inviscid flow assumption works in conjunction with Kutta condition at the trailing edge [4]; and, therefore, Bernoulli principle applies. Total drag, however, cannot be predicted by inviscid flow (d’Alembert’s paradox). Friction of a viscous flow causes shear stresses on the surface that is moving through the fluid as well as it causes separation of the flow from the surface. Thus, to work in a real world, one has to solve the governing equations of motion – Navier-Stokes equations together with conservation of mass equation – of the viscous flow to account for lift and drag as well. Navier-Stokes equations (Eqs. (2.3), (2.4), and (2.5)) along with continuity equation (Eq. (2.6)) for a three-dimensional, unsteady, incompressible flow are given below.
Rewriting Eqs. (2.3), (2.4), and (2.5) in a vector form gives Eq. (2.7):

\[
\rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} \right) = -\frac{\partial p}{\partial x} + \rho g_x + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) \tag{2.3}
\]

\[
\rho \left( \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} \right) = -\frac{\partial p}{\partial y} + \rho g_y + \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right) \tag{2.4}
\]

\[
\rho \left( \frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} \right) = -\frac{\partial p}{\partial z} + \rho g_z + \mu \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right)
\tag{2.5}
\]

Rewriting Eq. (2.7) in non-dimensional form gives Eq. (2.8):

\[
\frac{\partial p}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0 \tag{2.6}
\]

In Eq. (2.7), \( \rho \) is the fluid density, \( V \) is the characteristic velocity, \( P \) is the pressure, \( g \) is the gravitational acceleration, \( \mu \) is the dynamic viscosity, and \( t \) is the time.
In Eq. (2.8), non-dimensional similarity parameters, such as Strouhal, Euler, Froude, and Reynolds numbers, and terms with asterisks are defined by the following equations:

\[
[St] \frac{DV^*}{Dt^*} + (V^* \cdot \nabla^*)V^* = -[Eu]V^*P^* + \left[ \frac{1}{Fr^2} \right]g^* + \left[ \frac{1}{Re} \right]\nabla^* \nabla^*V^* \tag{2.8}
\]

For Eqs. (2.9), (2.10), (2.11), (2.12), (2.13), (2.14), (2.15), (2.16), and (2.17), \( f \) is the characteristic frequency, \( L \) is the characteristic length, \( P_0 \) is the local pressure, \( P_{\infty} \) is the freestream pressure, and \( \nabla \) is the gradient term.

\[
St = \frac{fL}{v} \tag{2.9}
\]

\[
Eu = \frac{P_0 - P_{\infty}}{\rho v^2} \tag{2.10}
\]

\[
Fr = \frac{v}{\sqrt{gL}} \tag{2.11}
\]

\[
Re = \frac{\rho vL}{\mu} \tag{2.12}
\]

\[
t^* = ft \tag{2.13}
\]

\[
P^* = \frac{p - P_{\infty}}{\rho v^2} \tag{2.14}
\]

\[
\frac{g^*}{g} \tag{2.15}
\]

\[
V^* = \frac{v}{v} \tag{2.16}
\]

\[
\nabla^* = L \nabla \tag{2.17}
\]
Getting back to the meaning of viscosity for the various fliers, it should be noted that, for larger airplanes, inviscid flow can be assumed; however, for birds and insects, viscosity plays a very important role for their mechanisms of flight, which is discussed later.

2.2.2 Scaling and Similarity Parameters for Aerodynamics

For the aerodynamics of the birds’ flight, certain non-dimensional similarity parameters have more meaning for analysis than others. They are Reynolds number and Strouhal number. Another dimensionless parameter that is used in analysis of the flapping flight, but not used for steady wings, is the reduced frequency.

For the hummingbird flight, viscous effects are important, and it can be characterized by the Reynolds number $Re$. $Re$ is an important non-dimensional similarity parameter that allows performing model testing in the smaller scales using wind tunnels. For geometrically similar bodies, flows around them are the same if $Re$ number is the same. The formula for $Re$ number is given by Eq. (2.12). Rewriting Eq. (2.12) in aerodynamics terms gives Eq. (2.18):

$$Re = \frac{\rho V_\infty c_m}{\mu}$$

(2.18)

Here, $\rho$ is the fluid density, $V_\infty$ is the free stream velocity or forward velocity of the body, $c_m$ is the mean chord length (ratio of the wing area to the wing span), and $\mu$ is the fluid dynamic viscosity. Thus, for inviscid flows, $Re$ number would go to infinity.
Re is important for aerodynamics because lift and drag are functions of Re and the Mach number Ma. These relationships are shown in Eqs. (2.19) and (2.20), where CL and CD are lift and drag coefficients respectively. Ma is not relevant for birds’ flight since it is used for the cases when air becomes compressible.

\[
C_L = f(\text{shape, } Re, Ma, \text{surface roughness, angle of attack}) \quad (2.19)
\]

\[
C_D = f(\text{shape, } Re, Ma, \text{surface roughness, angle of attack}) \quad (2.20)
\]

Re defines the ratio of inertia forces to viscous forces. For the case with birds’ flight, lift and drag are due to inertial forces like in an airplane; however, viscous forces are quite dominant because birds’ Re ranges from 10,000 to 500,000 [75], whereas large airplanes may have Re ranges from 10^7 or more. For hummingbirds, whose mass ranges from 3 to 10 grams, Re for forward flight ranges from 10,000 to 19,000, and, for hovering, it ranges from 6,000 to 12,000 [10]. At lower Re, it is harder to keep the boundary layer attached. In recent studies, there can be found distinctions between low Re and ultra-low Re fliers. The former applies for birds mostly, and the latter applies for insects, whose flight mechanisms are adapted to “extremely” viscous conditions.

An interesting fact about low Re can be seen in Fig. 2-14 [40]. It shows lift-drag polars\(^5\) for various airfoils at various Re numbers. At lower Re, curved plate performs better than a smooth airfoil. In relation to birds, whose wings have relatively thin airfoil profile and are cambered, this shows that birds use the nature-created devices that help them to be effective fliers at low Re numbers.

\(^5\) Polar - lift plotted against drag with \(\alpha\) marked on the curve.
Re serves as a means to distinguish types of flows, such as laminar, transitional, and turbulent. As it appears, for mimicking hummingbird flight, the laminar flow should be considered, of which Re ranges up to 30,000 [53]. Flow in a laminar boundary layer tends to separate at the higher angle of attack. For small angles of attack, the pressure gradients are not large, and the boundary layer doesn’t separate. However, as soon as the angle of attack gets larger, laminar boundary layer separates because fluid particles have relatively small velocities, and they cannot overcome the adverse pressure gradient. The separated flow becomes irregular and turbulent. This turbulent flow may reattach itself as a turbulent boundary layer. If this happens, a laminar separation bubble forms. Figure 2-15 shows formation of a laminar separation bubble [53].
By definition, laminar flow is a steady flow where velocity at a given point in space doesn’t vary with time [62]. However, birds’ flight is based on unsteady effects, such as different types of vortices shed from the leading and trailing edges as well as tips of wings, and, therefore, aerodynamic laws for laminar flow may apply at the boundary layer, but may not be applicable in the flow in the vicinity of the bird. Besides that, air flow around the bird may not be laminar, due to wind gusts or roughness of the earth surface. Thus, turbulence laws come into play.

According to aerodynamic experiments on drag around a cylinder that is placed in a moving fluid, at $Re$ between 40 and 100,000 – range that covers the $Re$ for the hummingbird flight, periodic flow develops downstream from the cylinder. Vortices shed from this cylinder create so-called Karman vortex street – oscillating flow of discrete
frequency. For a flow that has the Karman vortex trail phenomenon, $Re$ can be correlated with another dimensionless similarity parameter, Strouhal number.

Strouhal number $St$ is defined in Eq. (2.9) and it can be rewritten as Eq. (2.21) for the use in birds’ flight aerodynamics.

$$St = \frac{2f h_a}{V_\infty}$$

In Eq. (2.21), $f$ is the flapping frequency, $h_a$ is the flapping (or heaving) amplitude, and $V_\infty$ is the free stream velocity or forward velocity of the body. Some authors use wing tip amplitude [75] or wake width [5, 77] instead of flapping amplitude. In this case, wing tip amplitude is twice the flapping amplitude.

$St$ describes wing kinematics and defines the ratio of local inertia forces that are due to unsteadiness of the flow to convective inertia forces that are due to changes in velocity from point to point in the flow field. $St$ is important in the study of unsteady, oscillating flow.

According to Taylor et al. [101], propulsive efficiency of flying animals is maximized at $St$ between 0.2 and 0.4. Sea animals indeed operate at this range; however, birds were found to only cruise at this range. Similarly, Triantafyllou et al. [105] suggested that the optimal propulsion efficiency of a flapping airfoil occurs at $St$ between 0.2 and 0.3, which corresponds to the maximum inverse Kármán vortex street inside the wake.

Similar to $St$, the reduced frequency and its reciprocal (i.e., advanced ratio) are the non-dimensional parameters that give indication on importance of unsteady effects.
According to Ellington [21], the advanced ratio $J$ shows the ratio of the body velocity to the mean velocity of the wing tip, and it is given by Eqs. (2.22a) and (2.22b):

\begin{align*}
J & = \frac{V_\infty}{2h_\alpha f l} \quad (22a) \\
J & = \frac{V_\infty}{V_{tip}} \quad (22b)
\end{align*}

Here, $V_\infty$ is the free stream velocity or forward velocity of the body, $h_\alpha$ is the flapping amplitude given in radians, $f$ is the flapping frequency, and $l$ is the wing length that is equal to half the wing span (i.e., $b/2$). In Eq. (2.22b), $V_{tip}$ is the flapping velocity with respect to the body, or the tip speed, or else plunge velocity.

There is another way to express advanced ratio as given by Eq (2.23) [87].

\begin{align*}
J & = \frac{V_\infty}{2\pi f h_\alpha} \quad (23a) \\
J & = \frac{V_\infty}{\omega h_\alpha} \quad (23b) \\
J & = \frac{1}{\pi \cdot St} \quad (23c)
\end{align*}

In Eq. (2.23b), $\omega$ is the angular (pitch/plunge) velocity.

The reduced frequency $k$ is given by Eq. (2.24):

\begin{align*}
k & = \frac{1}{J} = \frac{2h_\alpha f l}{V_\infty} \quad (2.24)
\end{align*}
There is another way to define the reduced frequency: the ratio of the pitching velocity ($\omega c$) to the free stream velocity which is shown by Eq. (2.25) [67,77]:

$$k = \frac{2\pi f c_m}{V_\infty} = \frac{\omega c_m}{V_\infty}$$

(2.25)

Here, $\omega$ is the angular (pitch/plunge) velocity, $c$ is the mean chord length, $f$ is the flapping frequency, and $V_\infty$ is the free stream velocity.

Some sources [5, 75] present the reduced frequency for just a half cycle as given by Eq. (2.26).

$$k = \frac{\pi f c_m}{V_\infty} = \frac{0.5 \omega c_m}{V_\infty}$$

(2.26)

According to Pennycuick [75], the reduced frequency is the ratio of the distance over one wing beat cycle that the bird travels forward to the mean chord length. If wing tips move up and down with large amplitude, the quick change between upstroke and downstroke produces unsteady aerodynamic effects. In this case the value of the reduced frequency is large as a result of low forward velocity and larger flapping velocity. If the motion of the tips is mostly horizontal, flow can be considered quasi-steady. In this case the value of the reduced frequency is small as a result of large forward velocity and smaller flapping velocity. Thus, high values of reduced frequency indicate rapid changes of flow geometry through the wing beat cycle, and, therefore, unsteady aerodynamic effects need to be considered. For low values of reduced frequency, quasi-steady assumption is applicable. Reduced frequency ranges from zero to infinity. According to Pennycuick, as a rough rule of thumb, reduced frequency of less than 0.2 can be considered quasi-steady.
2.2.3 Aerodynamics of the Forward Flight: Classical Theory

The major goal of theoretical aerodynamics is to calculate pressure and shear stresses acting on a body. In other words, it is to calculate lift, drag, and moments. In order to do this, governing equations of motion have to be solved first for the flow field variables, such as pressure, density, velocity vector, etc. Then, this solution is used to obtain lift, drag, and moments acting on a wing.

The research concentrates on fliers with low $Re$ numbers. Figure 2-16 shows ranges of $Re$ numbers for various fliers [53].

![Graph showing variation of Reynolds numbers with speed for various natural and man-made fliers.](image)

*Fig. 2-16. Variation of Reynolds numbers with speed for various natural and man-made fliers.*

As can be seen from Fig. 2-16, insects” $Re$ numbers range from about $10^2$ to about $10^4$, and birds” $Re$ numbers range from about $10^4$ to about $10^6$. Engine-powered planes” $Re$ numbers range from about $10^6$ and higher. For planes with fixed wings classical aerodynamic theory applies. Fundamental concepts of forward flight of the fixed wing
are discussed in this part. These concepts are also applicable for the bird’s flapping flight, since, as mentioned in Sec. 2.1.2, birds use conventional aerodynamic principles for the arm-wing part of their bodies.

During forward flight, there is a lot going on to make the flight possible. At the wing’s border, the boundary layer laws start to act due to viscosity of the surrounding fluid. At the very boundary, there is no-slip condition, where as a little further the value of velocity is not zero any more. This creates a velocity gradient that causes shearing stresses in the fluid that surrounds the wing. For Newtonian fluids, shear stress is proportional to the rate of shearing strain – also so called the rate of angular deformation, or velocity gradient – through the coefficient called dynamic viscosity. This relation is called constitutive equation. In other words, a bird, while flying, does work on the surrounding air that causes shear stresses to develop in the surrounding fluid.

Due to the velocity gradient, the fluid particle starts to rotate. And, because of viscosity, this fluid particle would attract other particles that combined would create a vortex. A three-dimensional vortex has a center line, or filament, that consists of a line of fluid particles that rotate, according to Helmholtz’s theorems, with a constant strength along this line. The flow around the filament stays irrotational, which means that particles don’t rotate around their own axes. As the radius of the vortex increases, the tangential velocity of fluid particles circulating around the core decreases. The strength of vortex is called circulation. Circulation is the property of the irrotational flow – not the vortex filament. Integrating the component of the local tangential velocity along any closed path that contains the vortex filament gives the circulation.
\[ \Gamma = \int V_{t\,local} \cos \varphi ds \]  \hspace{1cm} (2.27)

Here, \( \Gamma \) is the circulation, \( V_{t\,local} \) is the component of the local tangential velocity, and \( \varphi \) is the angle between the local velocity vector and the path of integration.

Lift is related to circulation by the Kutta-Joukowski theorem that is given as follows:

\[ L' = V_{\infty\,local} \rho_{\infty} \Gamma \]  \hspace{1cm} (2.28)

Here, \( L' \) is the two-dimensional lift or the lift per unit span, \( V_{\infty\,local} \) is the local free stream velocity or forward velocity of the body, \( \rho_{\infty} \) is the density of the fluid, and \( \Gamma \) is the circulation.

The circulation theory of lift is an alternative way of deriving lift equation. The other way is to think about forces that act on the body. Net effect of the pressure, \( p \), and shear stresses, \( \tau \), distributions integrated over the entire surface is the resultant force, \( R \), and moment, \( M \), on the body. They are shown in Figs. 2-17(a) and (b) [4].

*Fig. 2-17. Aerodynamic loads: (a) pressure and shear stress on the body surface; (b) resultant aerodynamic force and moment on the body.*
The resultant force, \( R \), in Fig. 2-17(b) can be divided into components of two sets shown in Fig. 2-18 [4].

![Diagram of aerodynamic force components](image)

**Fig. 2-18. Components of the resultant aerodynamic force.**

Here, normal force, \( N \), is the component of \( R \) perpendicular to chord, \( c \). Axial force, \( A \), is the component of \( R \) parallel to \( c \). Lift, \( L \), is the component of \( R \) perpendicular to free stream velocity, \( V_\infty \), and drag, \( D \), the component of \( R \) parallel to \( V_\infty \).

The relation between these two sets of components can be expressed by using the angle of attack, \( \alpha \), that is defined as angle between \( c \) and \( V_\infty \). The relation is given by Eq. (2.29).

\[
\begin{align*}
L &= N \cos(\alpha) + A \sin(\alpha) \\
D &= N \sin(\alpha) - A \cos(\alpha)
\end{align*}
\]  

According to the well-known experiment with a spinning cylinder, vortex is created by the spinning motion. When this vortex is added to the steady flow, it creates a lift force
that acts on the cylinder. This is called the Magnus Effect. According to physics, the airfoil needs certain velocity and certain angle of attack in order to have lift. At that certain angle of attack, the fluid particles would go faster over the upper surface than over the lower surface. When this happens, the bound vortex is created, which is equivalent to the vortex created by the spinning cylinder. Bound vortex is due to the similar boundary layer laws described earlier. Bound vortex is called so because it is bound to a permanent location in a flow.

Lift can also be explained in a slightly different way using Newtonian mechanics. When the air goes past the body such as an airfoil, it causes the air to change the direction of flow. This change in direction causes the change of momentum. Force is the rate of the momentum change, and, therefore, there is a force acting on the wing, and so there must be another force that counteracts it – the wing pushes down and the air pushes up. This explanation of lift is viable, but it doesn’t describe the importance of a boundary layer and viscosity, and, therefore, is omitted here.

The above described aerodynamic principles are similar for the fixed wing and for the bird’s flapping motion. Here, the aerodynamics review continues with explanation of the three-dimensional process on the fixed wing. When the flow over an airfoil starts, strong vorticity develops at the trailing edge of the wing due to velocity gradients. Vorticity is a vector quantity, and it equals to twice the angular velocity of a fluid particle. It is given by Eq. (2.30).

\[ \zeta = 2 \omega = \text{curl} \, \mathbf{V} = \nabla \times \mathbf{V} \quad \text{(2.30)} \]
Where $\zeta$ is the vorticity vector, $\omega$ is the rotation vector, and $V$ is the velocity vector. This initial vorticity causes the starting vortex that has the counterclockwise circulation. Starting vortex is shown in Fig. 2-19 [4].

![Fig. 2-19. Creation of the starting vortex.](image)

Then the bound vortex, which has clockwise circulation, forms around the leading edge of the wing. According to Helmholtz’s laws, once the vortex starts, it cannot end in the fluid, and, thus, bound vortex bends around the tip of the wing, and then sheds from the trailing edge and becomes trailing vortex. The system of bound vortex over the leading edge and resulting two trailing vortices is called horseshoe vortex. The horseshoe vortex is shown in Fig. 2-20 [75].

![Fig. 2-20. Horseshoe vortex as the system of bound and two free trailing vortices.](image)
After the initiation of the flow, starting vortex acquires the strength that is equal to the strength of the bound vortex. The equilibrium between starting and bound vortices allows the smooth flow from the trailing edge and the steady circulation around the airfoil.

According to the fixed wing classical theory, trailing vortices that have the same strength as the bound vortex cause a downward component of velocity that is called downwash. Figure 2-21 shows a cross-section of the trailing wake [75].

![Fig. 2-21. A cross-section of the trailing wake.](image)

Downwash, $V_z$, is a cumulative velocity, whose strength is larger than the strength of tangential component of velocity from each separate vortex. Downwash merges with the free stream velocity, $V_\infty$, and this causes freestream velocity to deflect downward. This deflected freestream becomes local relative wind. Figure 2-22 shows the effect of downwash on the local flow over a local airfoil section [4].
In Fig. 2-22, $\alpha$ is the geometric angle of attack, $\alpha_i$ is the induced angle of attack, and $\alpha_{eff}$ is the effective angle of attack. Downwash has two important consequences on local airfoil section. First, due to downwash, local airfoil section actually sees a smaller angle than $\alpha$, it sees $\alpha_{eff}$. Second, due to downwash, local lift is not perpendicular to $V_\infty$, but rather to local relative velocity. Local lift, $L$, is inclined from the vertical line by $\alpha_i$. Thus, there is a component of local lift in the direction of $V_\infty$. This component of local lift is called induced drag, $D_i$. Coefficient of induced drag is given by Eq. (2.31) [17].

$$C_{D_i} = \frac{C_L^2}{\pi(\mathcal{A}R)}$$

(2.31)

Here, $\mathcal{A}R$ is the aspect ratio that equals to the ratio of the wing length to the chord length, and $C_L$ is the lift coefficient.
There are two other types of drag that affect the performance of flight. They are skin friction drag, $D_f$, and pressure drag (or form drag), $D_p$. These types of drag force occur due to the act of air viscosity. In particular, skin friction drag is due to shear stress that acts on the surface, and equals to the component of the integral of the shear stress over the body in the drag direction. Skin friction drag in two-dimension is given by Eq. (2.32) [4].

$$D_f' = \int_{LE}^{TE} (\tau_{upper} \cos \theta) ds_{upper} + \int_{LE}^{TE} (\tau_{lower} \cos \theta) ds_{lower}$$  \hspace{1cm} (2.32)

In Eq.(2.32), TE stands for trailing edge, LE stands for leading edge, $\tau_{upper}$ is the shear stress on the upper surface, $\tau_{lower}$ is the shear stress on the lower surface, and $\theta$ is the angle between shear stress that acts tangential to the surface and the horizontal.

For low Reynolds numbers, i.e. for laminar flows, the skin friction drag on an airfoil is approximated to the skin friction drag over the flat plate at zero angle of attack. The two-dimensional skin friction drag coefficient, $c_f$, is given by Eq. (2.33) [4].

$$c_f = \frac{1.328}{\sqrt{Re_c}}$$  \hspace{1cm} (2.33)

Here, $Re_c$ is the Reynolds number based on the chord length, $c$, and is given by Eq. (2.34).

$$Re_c = \frac{\rho_\infty V_\infty c}{\mu_\infty}$$  \hspace{1cm} (2.34)
Here, $\rho_\infty$ is the freestream density, $V_\infty$ is the freestream velocity, and $\mu_\infty$ is the freestream dynamic viscosity. Figure 2-23 shows skin friction drag over a flat plate [4].

![Friction drag over a flat plate](image)

*Fig. 2-23. Friction drag over a flat plate.*

Drag force is given by Eq. (2.35).

$$D' = c_D \left( \frac{1}{2} \rho_\infty V_\infty^2 \right) c = c_D (q_\infty) c$$  \hfill (2.35)

Here, $c_D$ is the drag coefficient, $\rho_\infty$ is the freestream density, $V_\infty$ is the freestream velocity, $q_\infty$ is so-called dynamic pressure, and $c$ is the cord length.

Substituting Eqs. (2.33) and (2.34) into Eq.(2.35) gives skin friction drag force as shown in Eq. (2.36).

$$D_f' = c_f \left( \frac{1}{2} \rho_\infty V_\infty^2 \right) c = c_f q_\infty c$$  \hfill (2.36)
Pressure drag is due to flow separation. On the upper surface of the wing, flow with low pressure prevails. At the trailing edge, flow from upper surface meets with flow from lower surface. This causes the upper surface pressure to increase. This increasing change in pressure in the direction of the flow is called adverse pressure gradient. Fluid particle in the boundary layer travels through this increasing pressure region and loses kinetic energy. Thus, its velocity decreases and eventually becomes zero or even may become negative, which would cause the particle to move in the opposite direction. At the point where velocity becomes zero, separation of the boundary layer from the surface occurs, which creates a swirling wake downstream. Flow separation results in increased pressure drag and loss of lift. Figure 2-24 shows flow separation caused by adverse pressure gradient [4].

![Flow separation caused by adverse pressure gradient.](image)

Pressure drag equals to the component of the integral of the pressure distribution over the body in the drag direction. Skin friction drag in two-dimension is given by Eq. (2.37) [4].
In Eq. (2.37), TE stands for trailing edge, LE stands for leading edge, $p_{upper}$ is the pressure on the upper surface, $p_{lower}$ is the pressure on the lower surface, and $\theta$ is the angle between pressure that acts perpendicular to the surface and the vertical.

Therefore, there are three drag components that contribute to the total drag. For a two-dimensional body, total drag consists of frictional drag and pressure drag only. For a three-dimensional body, total drag is the sum of frictional, pressure, and induced drags. The extreme example of the action of all three types of drag is found when a plane stalls. At low velocity, the higher angle of attack is required to maintain lift, which causes the flow separation, which, in turn, causes increase in pressure drag, loss of lift, and increase induced drag with the friction drag already present.

2.2.4 Aerodynamics of the Forward Flight: Flapping Flight

Now, aerodynamics of the forward flapping flight is considered with respect to its similarities and differences with the fixed wing theory. Here, principal parameters of oscillating airfoil should be defined. Figure 2-25 shows the model of oscillating airfoil with corresponding parameters [5].
Depicted airfoil is assumed to have three types of motion: forward motion, angular (or pitching) motion, and transverse (or heaving, or else plunging) motion. The airfoil is moving with constant forward velocity, $V_\infty$. It has harmonic angular motion about point $O$ with angular displacement denoted as $\theta(t)$, displacement amplitude as $\theta_0$, and angular velocity as $\omega$. Harmonic transverse displacement is denoted as $h(t)$, transverse amplitude as $h_0$ (or earlier in Eq. 2.21 as $h_d$), and heaving frequency is the same as for angular motion, $\omega$. The pitch motion has a phase lead, $\psi$, over the heave motion. The foil has chord length $c$, and point $O$ is located distance $R$ from the leading edge. Angle $\alpha(t)$ is effective or instantaneous angle of attack.

Here, clarifications should be made on the effective angle of attack. That angle is what the airfoil actually sees, but it is not necessarily the angle relative to horizontal. Figure 2.26(a) shows the geometric angle of attack, $\alpha$, that is the sum of induced angle of attack, $\alpha_i$, and effective angle of attack, $\alpha_{eff}$ [4]. Figure 2.26(b) shows usually sketched airfoil that is located at angle $\alpha_{eff}$ to the horizontal [5]. It’s obvious that $\alpha_{eff}$ in Fig. 2.26(b) is not the angle to the horizontal, but rather the angle to the local velocity vector, $V_{induced}$. 

Fig. 2-25. Principal parameters of an oscillating airfoil.
that is created by the sum of freestream velocity vector, $V_\infty$, and downward component of the velocity, $V_z$, due to downwash. Therefore, caution should be exercised when considering geometric angle of attack or effective angle of attack.

Back to Fig. 2-25, the oscillating or flapping airfoil is under effect of time-varying forces $F_x(t)$ in the $x$-direction and $F_z(t)$ in the $z$-direction, and time-varying torque $Q(t)$. The $x$-direction is forward or thrust direction, and the $z$-direction is transverse or lift direction. The period of oscillation is represented by $\tau$. Thus, the thrust force, $T$, is found by time-averaging the force $F_x(t)$ and is given by Eq. (2.38).

$$T = \frac{1}{\tau} \int_0^\tau F_x(t) \, dt$$  \hspace{1cm} (2.38)
Dividing Eq. (2.38) by the wing span, \( b \), we get thrust force per unit span given by Eq. (2.39).

\[
T = \frac{1}{\tau b} \int_0^\tau F_z(t) \, dt
\]  

(2.39)

Average input power per cycle is found by adding the power required to produce lift force and power required for torque production. Power is given by Eq. (2.40).

\[
P = \frac{1}{\tau} \int_0^\tau \left( F_z(t) \cdot V_z + Q(t) \cdot \dot{\theta}(t) \right) \, dt
\]

\[
= \frac{1}{\tau} \int_0^\tau \left( F_z(t) \cdot \frac{dh}{dt}(t) + Q(t) \cdot \frac{d\theta}{dt}(t) \right) \, dt
\]

(2.40)

It’s important to notice that under steady-state flapping conditions, integral of the second term is equal to zero, and Eq. (2.40) becomes the following Eq. (2.41):

\[
P = \frac{1}{\tau} \int_0^\tau F_z(t) \cdot \frac{dh}{dt}(t) \, dt
\]

(2.41)

By non-dimensionalizing Eq. (2.38) and Eq. (2.40), we obtain 3-D coefficient of thrust, \( c_T \), and 3-D coefficient of power, \( c_p \). They are given by Eqs. (2.42) and (2.43) respectively.

\[
c_T = \frac{T}{\frac{1}{2} \rho V_\infty^2 S} = \frac{T}{qS}
\]

(2.42)

\[
c_p = \frac{P}{\frac{1}{2} \rho V_\infty^3 S} = \frac{P}{qV_\infty S}
\]

(2.43)
In Eqs. (2.42) and (2.43), $T$ is the thrust force, $V_{\infty}$ is the forward velocity, $\rho$ is the fluid density, and $S$ is the reference area, which, for example for a rectangular wing, equals to the product of wing span, $b$, and chord, $c$.

Also, it’s important to define the propulsive efficiency, $\eta_p$, which is the ratio of useful power over input power or, in other words, the ratio of thrust coefficient over the power coefficient. Propulsive efficiency is given by Eq. (2.44).

$$\eta_p = \frac{T V_{\infty}}{P} = \frac{c_T}{c_p}$$  \hspace{1cm} (2.44)

In Eq. (2.44), thrust force, $T$, is taken from Eq. (2.38).

Hummingbirds and insects produce lift forces on both upstroke and downstroke. The difference between these two classes of fliers is the percentage of lift force generated at each component of the stroke. Hummingbirds generate 75 percent of lift on the upstroke and 25 percent on the downstroke; and insects generate lift force equally on upstroke and downstroke – 50/50 percent. Lift is just the component of the force the natural flier creates to propel itself through the air. Another component of that force that acts forward is a thrust force. According to Platzer [77], the force created by a wing that is decomposed into lift and thrust was first discovered by Knoller and Betz.

Alternatively, according to Platzer [77], aerodynamic forces, and, in particular, the thrust force can be calculated from the momentum of the air flow that is created by the wake. This was first explained by von Karman and Burgers [41]. According to Pennycuick [75], this method can be used only in theory, because it’s very challenging to get reliable results. Nevertheless, observation of the wakes is much easier than calculation of forces,
and the thrust force can be „observed” from a reversed von Karman wake that carries the fluid momentum away from the wing, thus pushing the wing forward. A reverse von Karman wake is where vortices are along the opposite direction of a normal wake. Platzer [77] uses to relate the product of reduced frequency, $k$, and non-dimensional flapping amplitude, $h$, to the Strouhal ($St$) number as

$$kh = 2\pi \left(\frac{h_a}{A}\right)St$$

(2.45)

where

$$h = \frac{h_a}{c}$$

(2.46)

In Eq. (2.45) and (2.46), $h_a$ is the flapping or plunge amplitude, $c$ is chord length, and $A$ is the wake width.

Equation (2.45) relates a pure plunging or transverse motion to the general flapping motion. For a pure plunging motion that is uniform along the wing span, the wake width is $2h_a$, and, therefore, the ratio $\frac{h_a}{A}$ is $\frac{1}{2}$. Yet, for a flapping motion that is pivoted at one end as for birds and insects, the average length swept by a wing would be approximately half of that swept by the wing tip, so that the ratio $\frac{h_a}{A}$ is approximately $\frac{1}{4}$. Thus, Taylor’s finding of an optimal operating Strouhal number range of 0.2–0.4 (discussed earlier in Sec. 2.2.2) is equivalent to a $kh$ range of 0.3–0.6 for a pure plunging motion.

At low $St$ numbers, wakes that form normal Karman vortex street create drag, and, as $St$ number increases, normal Karman vortex street turns into reversed Karman vortex street.
that produces thrust force. Platzer [77] demonstrates the results for an airfoil that oscillates in the pure plunging motion presented in Fig. 2-27.

In Fig. 2-27, for a pure plunging motion, as $kh^6$ increases, the transition from normal to reversed Karman vortex street occurs. In Fig. 2-27(b) and Fig. 2-27(c), when transition occurs, shedding of the vortex pairs can be observed. The upper row of vortices is in the reverse Kármán vortex street, and their direction of rotation is counterclockwise. The lower row of vortices is in the normal Kármán vortex street, and their direction of rotation is clockwise. Apparently, flow is being caught between these two vortex rows, and, therefore, it creates a jet and, as a reaction, a thrust on the airfoil.

Dickson and Dickinson [19] investigated the forces in forward flight on a dynamically scaled robotic model of the fruit fly *Drosophila melanogaster*. They found that the tip velocity ratio, the ratio of the chordwise component of flow velocity at the tip caused by translation and revolution, is a more effective parameter than the advance ratio (given by  

\[ \frac{2\pi St}{\text{chord}} \]

In reference to Eq. (2.44), here, for pure plunging motion, $kh = 2\pi St$.
Eqs. (2.22) and (2.23)). Also, the tip velocity ratio is useful for comparing forces during forward flight to forces during hovering flight. Another finding presented by the authors is that the force produced by the wing can be decomposed into two parts: an added mass force and a translational component.

As research on numerous numerical and experimental studies shows, the classical aerodynamic theory may not totally apply. It rather can serve as a tool to help to develop new theories that can explain the flapping flight by natural fliers.

### 2.2.5 Aerodynamics of the Hovering Flight

Although this research will focus on the forward flight, hovering is discussed in this section to give start to the following research. We describe different mechanisms that allow birds and insects to hover.

Due to low flight speeds, viscosity prevails in the flight mechanisms of birds, bats and insects. Nature fliers have different mechanisms that let them stay airborne. In 1973, Weis-Fohg published his experimental results on the flight of a small wasp Encarsia Formosa [114]. He found that the insect produced very large lift coefficient (2 or 3) at extremely low $Re$ numbers (10-20). Such slow flight happens during hovering. However, Weis-Fohg flight mechanism is different from normal hovering. Normal hovering uses figure-eight motion where flip of the wings occurs at the top and the bottom of the figure eight. Weis-Fohg mechanism used clap, fling and flip motions to produce hovering. Normal hovering is used by hummingbirds, and Weis-Fohg hovering is used by smaller flies, such as small insects. Weis-Fohg mechanism was later explored by many researches.
Sohn and Chang [93], for example, studied clap-fling motion of Weis-Fogh mechanism, where as Maxworthy [58] compared the two types of hovering: normal and Weis-Fogh. Since Weis-Fogh mechanism is used by very small insects that use extremely low $Re$ numbers, the more detailed discussion is going to be omitted and can be a focus of later research on hovering.

Another flying mechanism used by natural fliers is delayed stall mechanism. It is used primarily by larger insects, such as beetles, some birds, such as hummingbirds, and some bats. Delayed stall mechanism was proposed as an alternative to the quasi-steady Wes-Fogh mechanism that couldn”t account for all unsteady effects present in flight.

According to Kim and Choi [42], delayed stall is described as

‘When a wing starts suddenly from rest at an angle of attack larger that the stall angle, a large vertical vortex structure is generated at the leading edge of the wing, and this forceful leading-edge vortex increases lift until the vortex is shed from the wing’.

Kim and Choi [42] state that initially delayed stall mechanism was verified experimentally on the model airplane wing; however, the research showed that lift improvement by the delayed stall did not continue after a few chord lengths of motion, and lift dropped after the leading-edge vortex (LEV) was shed. However, amazingly, natural fliers fly without any knowledge of physics. Kim and Choi [42] studied 2-D hovering mechanism and found that delayed stall had to go along with two other flight mechanisms that are responsible for supporting lift during stroke reversal. Previously proposed by Dickinson et al. [18], rotational circulation and wake capturing were found to be 2-D stabilizers for LEVs. Kim and Choi suggest that 3-D stabilizers, such as
spanwise flow and downwash, discovered by Ellington et al. [22] should also play important roles in stabilizing LEVs.

The 2-D study of Kim and Choi [42] was based on the previous finding of Wang et al. [111] that showed that 2-D computation can be used instead of 3-D computation without getting too much inconsistency in force calculation. Unsteady mechanisms of flapping flight generation can be studied by using 2-D simulation.

In summary, delayed stall mechanism of flight is due to the LEVs that provide greater circulation and, therefore, boost lift. However, LEVs can stay only for short duration, after which the lift drops unless there are no stabilizers. The LEVs’ 2-D stabilizers are rotational circulation and wake capturing; and 3-D stabilizers – spanwise flow and downwash. Kim and Choi [42] also found that angle of attack (AOA) is directly connected with delayed stall; and the optimal AOA of producing maximal vertical force is the linear function of the stroke plane. Also, they found that shape of the wing cross-section is not important in the insect flight.

2.2.6 Unsteady Effects

As was mentioned earlier, different parts of bird wing may use different aerodynamics: arm wings use the conventional aerodynamic principles, such as attached flow, and hand wings use LEV and other unsteady aerodynamics to generate lift. Flight of birds as well as insects depends on unsteady aerodynamics. Unsteadiness comes from the following phenomena: flapping, changing wing morphology, viscous effects of the air, and possible winds. The first three categories are important for experimental settings, when unsteady
effects can be neglected, and quasi-steady aerodynamics can be used instead, and when unsteadiness plays a significant role in shaping flow over birds’ wings and cannot be neglected.

There are a few unsteady effects that help birds and insects to stay aloft. They are all interrelated among themselves. However, in order to study the birds’ flight, it’s necessary to break down those effects and explain each of them. The most attention in the recent studies has been given to such effects as trailing edge vortices (TEV), leading edge vortices (LEV), suction effect, reversed Karman vortex street, delayed stall, and some others. These effects have been covered in earlier sections, and here, they are being summarized over.

*Trailing Edge Vortices: (see also Sections 2.2.3 and 2.2.5)*

Rayner [81] was among the earliest to propose that bird wings create circulation during downstroke only, and that the lift force equals to the ratio of the momentum of the vortex ring and wingbeat period. This assumption was tested by Spedding [96] who used the flow visualization particle image velocimetry (PIV) technique and showed that circulation is created during downstroke as well as during upstroke. In a different study [94], Spedding also showed that the tested bird needed only half of the momentum predicted by Rayner. Thus, it was shown that, during flapping flight, the bird produces a pair of continuous trailing vortices of constant strength – similarly, as described above, for the fixed wing. In particular, the wake produced by a bird in Spedding study [95] was similar to the one produced by the elliptically loaded airfoil of the same wing span. And, therefore, fixed wing theory was used to calculate lift coefficients and other efficiency
parameters. Figure 2.28 shows trailing vortices produced by a bird in Spedding’s experiment [95].

![Diagram showing trailing vortices](image)

*Fig. 2.28. Trailing vortices in a gliding kestrel experiment.*

This type of trailing vortices is possible during the speedier flight. However, according to Pennycuick [75], at a slow speed, discrete vortex rings are observed during the upstroke. This is explained by the fact that, because the speed over the wing is so low during the upstroke, the circulation cannot be sustained. The vortex is shed from the wing in the form of a ring that can be explained by the Helmholtz’s second law that says that line vortex cannot disappear in the fluid and, in this case, should form a vortex ring. Figure 2.29(a) shows the observed phenomena of the formation of the vortex ring during the slow flight, and Fig. 2.29(b) shows the trailing vortices during the faster flight.
According to the classical aerodynamic theory, the subsonic flow over airfoils is considered irrotational; vorticity is present only at the thin boundary layer immediately adjacent to the surface of the wing. From several studies that used particle image velocimetry (DPIV) technique to study the flow immediately downstream of the bird, Pennycuick [75] pointed out that there is vorticity beyond the boundary layer and, rather than being defined by the separate vortex filaments, it was distributed. Thus, these studies show that flow around the bird is not irrotational, which makes other calculations, such as force calculations, very difficult.

Fig. 2.29. (a) Vortex ring shed during slow flight; and (b) trailing vortices during faster flight.
In comparison to the fixed wings, birds flex their wings during flight. And considering that the trailing vortices were of the same strength during upstroke and downstroke, the bird developed more lift during downstroke then during upstroke that produces the thrust force necessary to move the bird forward.

As learned from the kinematics study on hummingbirds, they do not really flex their wings due to the specifics of their skeletal structure of ball and socket joint. Ability to flex wings – sweeping them back – allows birds to use leading edge vortices to create high lift at lower speeds that is discussed next. Thus, hummingbirds should use some other nature-created “devices” to create lift and thrust forces during forward flight.

*Leading Edge Vortices: (see also Sections 2.2.3 and 2.2.5)*

Due to sharp leading edges, flow separation occurs and forms an attached vortex along the entire leading edge. This is the so-called leading edge vortex (LEV). Figure 2-30 shows the drawing of LEV on the wings of a swift in gliding flight [108]. LEVs are the main reason birds and insects can create high lift at low Re numbers over a wide range of angles of attack. Leading edge flow separation creates LEV that causes aerodynamic force normal to the wing chord. At high angles of attack, the drag component of this force is quite large. Many birds use swept-back wings during gliding flight. According to Pennycuick [71], the swept-back angle can fluctuate and is shown to be related to gliding speed. At high angles of attack, LEV on swept-back wings produces forces that allow safe landing, which requires high lift and high drag at low speeds.
From Fig. 2-30, it can be seen that the LEV-system deflects the oncoming flow downward that produces downwash flow that generates lift. LEV separation starts at the wing wrist, and then follows the length of the wing almost to the tip while going slightly inward and up. The LEV core diameter, the LEV strength, and the maximum downwash flow velocity increase from wrist to the tip. LEV, as shown, has a conical shape. After detaching from the wing tip, LEV generates two trailing vortices that become part of the wake behind a bird. These TEVs are not distinguishable from the TEVs generated by the wing tip produced by a conventional attached flow that acts on the wings. This happens because both vortices have the same rotational sense. That is the reason why the studies of the flow in the wake behind a bird are not suitable to determine the lift generating mechanism used by the wings as discussed earlier in Sec. 2.2.4. Figure 2-31 shows the flow patterns due to LEVs at different Re numbers [86].
From Fig. 2-31, it can be seen that the higher is the $Re$ number, the greater is the vorticity of the flow around the wing.

In some birds, such as hummingbirds, LEVs are present; however, they are not sustained [113]. In other birds, LEVs are sustained. One reason for this difference was explained earlier – the ability to sweep wings. However, what happens when a bird sweeps its wings was not explained. Liu [54] explains that axial flow generated by a spanwise pressure gradient is the stabilizing mechanism in the leading edge vortex sustainability.

_Suction Effect:_

For thin airfoils in inviscid conditions, flow does not separate around the leading edge. This results in „leading-edge suction“ – an extremely low pressure that occurs due to the large change in velocity required for flow around the leading edge. According to
Polhamus [78], LE suction creates part of the lift force that is estimated from the potential flow lifting-surface theory with Kutta condition at the trailing edge. The other part of the lift, described in the next paragraph, is equal to the force necessary to maintain the balance of the potential-type flow around the spiral vortex. Figure 2-32(a) shows a suction vector ($F_S$) that acts parallel to the chord and sums with the normal force ($F_N$) to produce the total lift ($L$) [16].

For thin airfoils in viscid conditions and at high angles of attack, flow separates from the leading edge, and leading-edge vortex develops that cancels the leading-edge suction [107]. However, to maintain lift, a normal suction force is required to keep the vortex attached on the upper surface of the airfoil. This change in pressure distribution is analogous to $90^\circ$ rotation of the leading edge suction vector shown in Fig. 2-32(b) [16].

![Fig. 2-32. (a) Inviscid conditions: attached flow causes leading-edge suction; (b) viscid conditions: formation of leading-edge vortex causes cancelling leading-edge suction effect.](image)
Reversed Karman Vortex Street: (see also Section 2.2.4)

As mentioned in Sec. 2.2.2, the reduced frequency and its reciprocal, advanced ratio, are the non-dimensional parameters that give indication on importance of unsteady effects. Wang [110] suggested that the flapping frequency could be an indicator of the unsteady aerodynamics. As explained earlier, wakes produced at lower flapping frequencies form drag-producing Karman vortex street. As the flapping frequency increases, wakes form into a thrust-producing reversed Karman vortex street. This effect of producing thrust at higher plunging velocities is called Knoller-Betz [46, 106, 117] (or Katzmayer [67]) effect.

There are different types of wakes that can occur behind flapping wings. Depending on the flapping frequency, merging of leading and trailing edge vortices can produce three types of wakes: von Karman at lowest range, deflected at middle range, and reverse von Karman at highest range of flapping frequencies [46, 47]. The deflected wake occurs when vortices shed from the trailing edge interact nonlinearly. When leading and trailing edge vortices do not merge, the wake is either dissipated or neutral. Hedenström et al. [34, 97] conducted PIV experiments on bird wakes. This paper lists some parameters used in the study, specifically the reduced frequency, forward velocity, flapping frequency, and chord length.

Delayed Stall: (see also Section 2.2.5)

In the early twentieth century, experimental work was done to measure the transient lift on a stalled airfoil [112]. It was found that its maximum value was about twice higher
than the maximum steady state value. This short increase in lift is related to the formation of the leading-edge vortex on the upper surface of the wing before it rolls off, a phenomenon known as the delayed stall or dynamic stall. Delayed stall is used by some large insects, birds and bats.

*Other Unsteady Aerodynamic Mechanisms:*

Delayed stall is associated with other unsteady aerodynamic mechanisms, such as rotational lift and wake capture. These mechanisms were studied experimentally and numerically by Nagai et al. [63]. Sane and Dickinson [84] also covered the above mechanisms in their study on influences of wing kinematics on the production of unsteady aerodynamic forces in insect flight.

Among other unsteady mechanisms, there is a clap and fling mechanism (also called the Weis-Fogh mechanism) [61], as discussed in Sec. 2.2.5. This mechanism is usually utilized by small insects, such as butterflies, that fly at lower $Re$ up to 100. At higher $Re$, this mechanism loses its effectiveness, and, therefore is not suited for MAV design. Another point about the clap and fling mechanism as well as rotational lift and wake capture mechanisms is that available research usually attributes the above mechanisms to the insect flight and not much for the bird flight.
2.3 Kinematics of Flapping Flight

Wing-stroke kinematics of birds and insects is usually divided into translational and rotational phases. Translational phase consists of upstroke and downstroke. Rotational phase consists of pronation and supination. Pronation happens before the downstroke, and supination happens before the upstroke. In case with mechanical experimental devices, if the wing is rigid, it’s hard to achieve pronation or supination because of it.

Birds” and insects” flight kinematics is quite different from kinematics of man-made machines. Quite a lot of studies exist that cover kinematics of avian and insect flight. Some of them are done on real fliers, some on the modeled ones, and some done numerically. One particular biological research done by Tobalske et al. [103] studied three-dimensional kinematics of the Rufous hummingbird (Selasphorus Rufus). The study provides some important kinematical parameters. Those parameters along with other added kinematical parameters are explained in Figs.2-33 [103], 2-7, 2-25, and 2-26 and are listed in Table 2-2. The paper gives a greater understanding of a bird”s motions during flight and can serve as a means to compare kinematics of a mechanically created bird with kinematics of a real hummingbird.
Fig. 2-33. Angles and areas measured from wing and body motion of Rufous hummingbirds during flight: (a) $\alpha_c$ is the chord angle relative to the body, $\beta$ is the body angle relative to horizontal, $\gamma_b$ is the anatomical stroke-plane angle relative to the body, and $\gamma_h$ is the tracking stroke-plane angle relative to horizontal; (b) $\psi_d$ and $\psi_u$ are global stroke-plane angles during downstroke and upstroke; (c) global stroke-plane area is outlined by the wingtips for each wing beat: downstroke – dark gray and upstroke – light gray.
Table 2.2. Kinematic parameters for flapping flight.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Geometric angle of attack relative to horizontal</td>
<td>See Fig. 2-26</td>
</tr>
<tr>
<td>$\alpha_{eff}$</td>
<td>Effective angle of attack – angle to the local velocity vector, $V_{induced}$</td>
<td>$\alpha_{eff} = \alpha - \alpha_i$ See Fig. 2-26</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Induced angle of attack relative to horizontal</td>
<td>$\alpha_i \approx \tan^{-1}(V_z/V_c)$ See Fig. 2-26</td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>Chord angle relative to the bird’s body</td>
<td>Fig. 2-32 (a)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Body angle relative to horizontal</td>
<td>Fig. 2-32 (a)</td>
</tr>
<tr>
<td>$\gamma_p$</td>
<td>Anatomical stroke-plane(^\text{7}) angle relative to the body</td>
<td>Fig. 2-32 (a)</td>
</tr>
<tr>
<td>$\gamma_h$</td>
<td>Tracking stroke-plane angle relative to horizontal</td>
<td>Fig. 2-32 (a)</td>
</tr>
<tr>
<td>$\psi_d$</td>
<td>Global downstroke-plane angle relative to horizontal</td>
<td>Fig. 2-32 (b)</td>
</tr>
<tr>
<td>$\psi_u$</td>
<td>Global upstroke-plane angle relative to horizontal</td>
<td>Fig. 2-32 (b)</td>
</tr>
<tr>
<td>$h_\alpha$</td>
<td>Wing beat amplitude or heaving, or flapping, or plunging amplitude</td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>Wing span</td>
<td>Fig. 2-7</td>
</tr>
<tr>
<td>$c$</td>
<td>Mean wing chord</td>
<td>Fig. 2-7</td>
</tr>
<tr>
<td>$\mathcal{AR}$</td>
<td>Aspect ratio</td>
<td>$\mathcal{AR} = b/c$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Wing beat period, or period of oscillation</td>
<td></td>
</tr>
<tr>
<td>$l$</td>
<td>Wing length</td>
<td>$l = b/2$</td>
</tr>
<tr>
<td>$f$</td>
<td>Wing beat frequency</td>
<td>$f = 1/\tau$</td>
</tr>
</tbody>
</table>

\(^7\) Stroke plane is defined by three points located on the wing base, on the wingtip at maximum, and on the wingtip minimum angular position. During hovering, the stroke plane is located near horizontal, and, during forward flight, the stroke plane is located near vertical.
<table>
<thead>
<tr>
<th>( V_\infty )</th>
<th>Forward or free stream velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_Z )</td>
<td>Downward component of the velocity due to downwash.</td>
</tr>
<tr>
<td>( V_i ) or ( V_{\text{induced}} )</td>
<td>Induced velocity or local wind to the wing - the sum of free stream velocity vector, ( V_\infty ), and downward component of the velocity, ( V_Z ), due to downwash.</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Angular pitching/plunging velocity with respect to the body.</td>
</tr>
<tr>
<td>( 2\pi f )</td>
<td></td>
</tr>
<tr>
<td>( V_{\text{PITCH}} )</td>
<td>Linear pitching velocity of the wing with respect to the body. (It would be more appropriate to multiply angular velocity by distance ( R ), and not the chord distance, since distance ( R ) is from the center point of pivoting, as shown in Fig. 2-24. However, published sources [112] list chord as distance; therefore, it will be used here.)</td>
</tr>
<tr>
<td>( V_{\text{PLUNGE}} )</td>
<td>Linear plunge velocity or tip velocity</td>
</tr>
<tr>
<td>( V_{\text{tip}} )</td>
<td></td>
</tr>
<tr>
<td>( k )</td>
<td>Reduced frequency ratio</td>
</tr>
<tr>
<td>( \frac{1}{k} )</td>
<td></td>
</tr>
<tr>
<td>( J )</td>
<td>Advanced ratio</td>
</tr>
</tbody>
</table>

For reference and comparison purposes, it would be useful to have a few figures on some angles of attack. In particular, Fig. 2-34 shows the global stroke-plane angles: \( \psi_d \) – during downstroke, and \( \psi_u \) - during upstroke. Referencing to Fig. 2-33(b), we see that, as velocity increases, there is a great change in stroke angle during upstroke, and there almost no change during downstroke.
Therefore, from Fig. 2-34, we see that, during hovering and slower speed flight, kinematics and aerodynamics of the upstroke and downstroke are not symmetrical.

According to Tobalske et al. [103], for hovering hummingbirds, wake measurements indicate that about 75 percent of the weight support is provided during downstroke, and only 25 percent during upstroke.

Figure 2-35 shows the angle of attack at mid-downstroke and mid-upstroke for the range of velocities from zero to twelve meters per second.

![Fig. 2-34. Global stroke-plane angles for different velocities: $\psi_d$ – during downstroke, and $\psi_u$ – during upstroke.](image)

![Fig. 2-35. Angle of attack $\alpha$ for different velocities.](image)
Similar to Fig. 2-34, Fig. 2-35 shows that, during downstroke, the angle of attack does not change too much with velocity, just slightly at hovering. However, during upstroke, the angle of attack has slight drop at two meters per second, and then has steep rise between two and six meters per second, and, finally, it becomes somewhat stable after six meters per second. Once again, we see that, at slower speeds, the kinematics is not symmetrical during upstroke and downstroke.

Figure 2-36 shows some other kinematic parameters of the hummingbird flight, including the wing beat frequency given in Hertz and the amplitude given in degrees at different velocities.

![Graph showing wingbeat frequency and amplitude vs. velocity](image)

*Fig. 2-36. Wingbeat frequency (Hz) and wingbeat amplitude (degrees) of the Rufous hummingbird flight for different velocities.*

It can be noticed from Fig. 2-36 that the wing beat frequency is almost independent of velocity. However, the amplitude does depend on velocity.
Figure 2-37 shows an average angular velocity of the wing during downstroke and upstroke at different velocities.

![Figure 2-37. Average angular velocity of the wing of the Rufous hummingbird during downstroke and upstroke at different velocities.](image)

Figure 2-37 shows that, in general, angular velocities during upstroke and downstroke do not differ too much from each other. However, looking in details, during low velocities range, angular velocity values were smaller during upstroke than during downstroke. At four meters per second, values of the angular velocity of the wing during the upstroke became larger than those during the downstroke.

Tobalske et al. [103] also present other results, such as displacements of the hummingbird wingtip and wrist at different velocities in two projections – dorsal and lateral. Overall, results of experimental work done on real birds can be used as great references for the comparison of the kinematics of real and mechanical birds.

Frampton et al. [24] studied the conditions – bending and twisting of the wing – for generation of optimal thrust. Their results showed that the phase angle between bending
motion and torsional motion is critical for the production of thrust. It was found that, when bending and twisting are in phase, it results in the largest thrust; whereas, when twisting lagging bending by 90 degrees, it results in the best efficiency.

Greenewalt [29] studied the kinematics of the hummingbird, and some results of his study are presented in Fig. 2-38. It shows the wing pattern during forward flight at different speeds as well as during hovering and backward flight. The projection given is in the lateral view. Here we see that, as the speed decreases, the vertical loop progressively becomes horizontal, and, during zero velocity, horizontal loop becomes „figure-8” motion.

Fig. 2-38. Hummingbird wing patterns: (a) forward flight at top speed, 26 miles per hour; (b) forward flight, 8.6 miles per hour; (c) hovering; (d) backward flight.
Another interesting study performed by Liu et al. [55] was done on larger birds - seagull, merganser, teal, and owl. Wing geometry was measured using a three-dimensional laser scanner, and videos of the flying birds were made. That allowed authors to express wing kinematics, specifically the three characteristic angles, in the Fourier series as a function of time. The authors claim that their method of obtaining wing kinematics can help computationally generate the aerodynamic study of flapping flight.

Kinematics of bird flight is a very broad topic. Here, the effort was made to gather as much information on kinematics of the hummingbird flight. Next figures present some information on hummingbirds in relation to other flying creatures. Figure 2-39 represents a graph from Greenewalt [29] that shows the total weight given in milligrams versus the wing length given in millimeters. Interestingly, hummingbirds are represented separately from other birds and are also separate from insects. According to the author, the dotted long line shows the trend among all flying creatures. The scale is logarithmic, and the general trend line has a slope of about three that indicates that the total weight is proportional to the wing length cubed and is presented as follows:

\[
Total Weight = (Wing Length)^3
\]  
(2.47)

It can be seen that hummingbirds are located somewhere in the middle of the general trend with their own distinguished separate trend line. The slope of this line is larger than the slope of the general trend line, which means that the relation shown by Eq. (2.47) doesn’t necessarily work for hummingbirds, whose trend looks more like exponential.
Figure 2-40 also represents a graph from Greenewalt [29] that shows the wing length given in millimeters versus the wing beat rate given in cycles per second. Similar to Fig. 2-39, Fig. 2-40 shows a general trend line for flying creatures including insects, hummingbirds and other birds. The scale is logarithmic, and the slope of the given trend line is negative that indicates negative power coefficient.
Similar to Fig. 2-39, hummingbirds on Fig. 2-40 are located between insects and other birds. Both Figs. 2-39 and 2-40 show general trends and give an overview of hummingbirds in comparison to other flying creatures. Such biological observations can be useful in MAV design.
Figure 2-41 shows the Rufous hummingbird wing kinematics in dorsal and lateral projections [103]. Numbers from 0 to 12 next to each bird indicate velocity change that is given in meters per second.

In particular, Figs. 2-41 (a) and (b) show wrists and wingtip paths for different velocities from different projections. It can be noticed that in dorsal view, as velocity increases, the downstroke path traces less the upstroke path. The „figure-8” motion can be seen on both projections. The difference is that in dorsal view „figure-8” motion becomes progressively noticed as velocity increases, and in lateral view, „figure-8” motion is apparently at the zero velocity when the bird is hovering.

Fig. 2-41. (a) Dorsal projection at different velocities; (b) lateral projections at different velocities.
2.4 Hummingbird in Flight

As a whole, Chapter 2 is dedicated to the review of the literature concerning with the bird and insect flight. However, after consideration of the biological literature, an effort was made to collect most of the available information on hummingbirds. The reasons were that hummingbirds fit the dimensions of MAVs; they are true hoverers; and the range of Reynolds numbers they fly fits better for the design of MAV with the given constraints. Below is tabulated information that, first, compares hummingbird’s morphology and flight parameters to other species; and second, gives the comparison of various hummingbirds among themselves. Table 2-3 shows some morphological characteristics of bumblebee, hawkmoth, and hummingbird for comparison [87].
Table 2-3. Morphological and flight parameters of selected natural fliers.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Bumblebee</th>
<th>Hawkmoth</th>
<th>Hummingbird</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Bombus</td>
<td>(Manduca</td>
<td>(Lampornis</td>
</tr>
<tr>
<td></td>
<td>terrestris)</td>
<td>sexta)</td>
<td>clemenciae)</td>
</tr>
<tr>
<td>Morphological parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total mass, [mg]</td>
<td>170</td>
<td>1600</td>
<td>8400</td>
</tr>
<tr>
<td>Wing mass (both wings), [mg]</td>
<td>0.9</td>
<td>90</td>
<td>600</td>
</tr>
<tr>
<td>Wing length, [mm]</td>
<td>13.2</td>
<td>48.5</td>
<td>85</td>
</tr>
<tr>
<td>Wing area, [mm$^2$]</td>
<td>100</td>
<td>1800</td>
<td>3500</td>
</tr>
<tr>
<td>Flight parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flapping frequency, [Hz]</td>
<td>150</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Stroke amplitude, [rad]</td>
<td>2</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>Chord Reynolds number</td>
<td>1,200 - 3,000</td>
<td>5,000</td>
<td>10,000 - 15,000</td>
</tr>
</tbody>
</table>

As one can see, morphological parameters differ significantly in the expected order of the size of the flier. The hummingbird has the largest dimension that still fits the MAV criteria. Flight parameters show that the flapping frequency in forward flight is much higher for bumblebee than for hawkmoth and hummingbird, which have the same flapping frequency. The stroke amplitude does not vary too much among the given fliers. And, finally, Reynolds numbers vary significantly among the given fliers. $Re$ is the largest for hummingbird, which means that inertia and viscous effects are rather equally important. Next, Table 2-4 expands the comparison of various fliers and gives overview of broader selection of parameters then Table 2-3. Table 2-4 shows morphological, flight,
scaling, and non-dimensional parameters of Chalcid Wasp, Fruit fly, Honeybee, Hawkmoth, and Rufous Hummingbird [88].

Table 2-4. Morphological, flight, scaling, and non-dimensional parameters of selected biological fliers.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Chalcid Wasp (Encarsia formosa)</th>
<th>Fruit fly (Drosophila melanogaster)</th>
<th>Honeybee (Apis mellifica)</th>
<th>Hawkmoth (Manduca sexta)</th>
<th>Rufous Hummingbird (Selasphorus rufus)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean chord length: [mm]</td>
<td>0.33</td>
<td>0.78</td>
<td>3.0</td>
<td>18.3</td>
<td>12</td>
</tr>
<tr>
<td>Semi-span: [mm]</td>
<td>0.70</td>
<td>2.39</td>
<td>10.0</td>
<td>48.3</td>
<td>54.5</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>4.24</td>
<td>6.12</td>
<td>6.65</td>
<td>5.3</td>
<td>9</td>
</tr>
<tr>
<td>Total mass: [g]</td>
<td>$2.6e^{-7}$</td>
<td>$0.96e^{-3}$</td>
<td>0.1</td>
<td>1.6</td>
<td>3.4</td>
</tr>
<tr>
<td>Flapping frequency: [Hz]</td>
<td>370</td>
<td>218</td>
<td>232.1</td>
<td>26.1</td>
<td>41</td>
</tr>
<tr>
<td>Flapping amplitude: [rad]</td>
<td>2.09</td>
<td>2.44</td>
<td>1.59</td>
<td>2.0</td>
<td>2.02</td>
</tr>
<tr>
<td>Mean wing tip velocity: [m/s]</td>
<td>1.08</td>
<td>2.54</td>
<td>7.38</td>
<td>5.04</td>
<td>8.66</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>23</td>
<td>126</td>
<td>1412</td>
<td>5885</td>
<td>6628</td>
</tr>
<tr>
<td>Reduced frequency</td>
<td>0.355</td>
<td>0.212</td>
<td>0.297</td>
<td>0.296</td>
<td>0.172</td>
</tr>
</tbody>
</table>

Table 2-4 shows that hummingbird has a relatively large aspect ratio. Also, the mean chord length and the mean tip velocity are presented in Table 2-4. Finally, the reduced frequency parameter for hummingbird is less than 0.2 in comparison to other species.
shown in Table 2-4. This tells (see Sec. 2.2.2) that the flow can be considered as quasi-
steady. However, it can be noticed that data for Rufous hummingbird in Table 2-4 differs
from the data given in Table 2-3. This means that reliability of certain conclusions cannot
be certain, which indicates that more information is required to make aggregated
judgment regarding hummingbird flight parameters. The following Table 2-5 shows the
comparative morphology of four species of hummingbirds during hovering [9, 10, 79].

Table 2-5. Morphological and flight parameters of selected hummingbirds during hovering.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Blue-throated</th>
<th>Magnificent</th>
<th>Black-chinned</th>
<th>Rufous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morphological</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body length [mm]</td>
<td>133</td>
<td>115</td>
<td>95</td>
<td>89</td>
</tr>
<tr>
<td>Wingspan [mm]⁸</td>
<td>180</td>
<td>173</td>
<td>107</td>
<td>102</td>
</tr>
<tr>
<td>Wing length [mm]</td>
<td>85</td>
<td>79</td>
<td>47</td>
<td>42</td>
</tr>
<tr>
<td>Mass [g]</td>
<td>8.4</td>
<td>7.4</td>
<td>3</td>
<td>3.3</td>
</tr>
<tr>
<td>Wing shape</td>
<td>pointed</td>
<td>pointed</td>
<td>pointed</td>
<td>pointed</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>8.2</td>
<td>8.4</td>
<td>7.1</td>
<td>7.4</td>
</tr>
<tr>
<td>Flight parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean tip velocity [m/s]</td>
<td>10.4</td>
<td>9.9</td>
<td>10.5</td>
<td>12.3</td>
</tr>
<tr>
<td>Flapping frequency [Hz]</td>
<td>23.3</td>
<td>24</td>
<td>51.2</td>
<td>51.7</td>
</tr>
<tr>
<td>Stroke amplitude [degree]</td>
<td>151</td>
<td>150</td>
<td>126</td>
<td>163</td>
</tr>
<tr>
<td>Stroke amplitude [rad]</td>
<td>2.63</td>
<td>2.61</td>
<td>2.2</td>
<td>2.84</td>
</tr>
<tr>
<td>Wing loading [N/m²]</td>
<td>23.5</td>
<td>24.7</td>
<td>23.5</td>
<td>33.6</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>11,400</td>
<td>9,800</td>
<td>7,400</td>
<td>7,400</td>
</tr>
<tr>
<td>Mean lift coefficient</td>
<td>1.46</td>
<td>1.67</td>
<td>1.42</td>
<td>1.41</td>
</tr>
</tbody>
</table>

⁸ Approximated from the wing length.
Table 2-5 shows that flight speed does not vary across the represented birds. However, the flapping frequency seems to vary inversely with size. The stroke amplitude and the wing loading do not show any dependency on size. Reynolds number and lift coefficient appear to be in direct relation with size. It is interesting to note that, while hovering, one may assume that the flight velocity is zero; however, as nature shows, it is not so. In general, Table 2-5 gives more information of morphological and flight parameters of the birds that represent the design interest.

Here is the summary on hummingbirds. They are the only birds that can hover for extended periods. They produce lift on both downstroke and upstroke. The downstroke produces 75% of the lift and the upstroke produces 25% in comparison to insects and other birds (see Fig. 2-42 [82]).

![Fig. 2-42. Lift production on downstroke vs. upstroke in insects, hummingbirds, and birds.](image)

Hummingbirds have an important similarity with insects – both groups produce leading edge vortices, and, therefore, experience delayed stall. Hummingbirds produce LEVs only during the downstroke, and then LEVs are shed at the transition to upstroke. Studies show that at low angles of attack hummingbirds produce lift to drag ratio of 8 to 16 [2]. This suggests that hummingbirds are extremely good at generating lift.
2.5 Flapping Flight as a Fluid-Structure Interaction Problem

This section describes the importance of aeroelasticity analysis and provides a brief overview of research done on aeroelastic analysis of flapping flight. Various forces, internal and external, act on a wing during the flight. The interactions among inertial, structural, and aerodynamic forces are nonlinear and complex. Analyzing bird’s flight as a fluid-only problem is not going to provide adequate or even acceptable results. The problem should be addressed in a consistent way through aeroelastic studies.

Most of the previous work that can be associated with the MAV development is on rigid flapping wings and relates mostly to the insect flight. Insect wings have anisotropic quality in both chordwise and spanwise directions due to their membrane–vein pattern. The leading edge of their wing is usually reinforced. For most cases, the spanwise bending stiffness is about 1–2 orders of magnitude greater than the chordwise bending stiffness; and the spanwise flexural stiffness scales with the third power of the wing chord, while the chordwise stiffness scales with the second power of the wing chord [88].

Flexible wings allow for passive profile variation that has several advantages. First, flexible wings experience the delayed stall. As experiments showed [86], at low angles of attack, flexible wings perform like rigid wings with similar aspect ratio. As angle of attack increases, rigid wings stall between 12 and 15 degrees; and flexible wings experience delayed stall with stalling between 30 and 45 degrees, which, for rigid wings, is associated with much lower aspect ratio. The low aspect ratio means much lower lift. Therefore, flexible wings are capable of a greater aerodynamic performance than rigid wings: they stall like rigid wings with the aspect ratio between 0.5–1.0 and create lift like
rigid wings with the aspect ratio of 2.0. Second, flexible wings can adjust to the wind gust, which allow for a smoother flight platform. Third, it was also shown that, for a membrane wing, there is less variation of L/D ratio versus AoA, meaning that a flexible wing offer more stable flight behavior. Fourth, increased camber allows for increased lift. However, there can be some disadvantages. Depending on the degree of membrane pretension, the drag can be large for the flapping flight. Membrane wings can reduce effective AoA that would decrease lift.

Studies were performed on wings with different degrees of flexibility: chordwise, spanwise, and combined. Shyy et al. [88] gives a great review of recent work in aeroelasticity presented conveniently in the table format. Those tables provide the type of the wings used in the study, its kinematics, $Re$ and $St$ numbers, and structural parameters. Similarly, Table 2-6 gives an overview of various aeroelastic research studies on flexible wings with corresponding numerical methods that are used to solve fluid-structure problems. Items in Table 2-6 are sorted in accordance with increasing $Re$ number.

*Table 2-6. Aeroelastic approaches on studying flexible wing flight.*

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Wing Type and Shape</th>
<th>Fluid Solver</th>
<th>Structural Solver</th>
<th>$Re$ number</th>
<th>$St$ number or reduced freq., $k$</th>
<th>Wing Kinematics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luo et al. [57]</td>
<td>Dragonfly wings</td>
<td>sharp-interface immersed-boundary method (IBM)</td>
<td>Nonlinear finite element (FE) solver: plate elements</td>
<td>$5 \times 10^1$</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Description</td>
<td>Numerical Technique</td>
<td>Values</td>
<td>Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>-------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tang et al. (2007) [99]</td>
<td>2-D teardrop plate</td>
<td>Pressure -based algorithm</td>
<td>linear beam solver</td>
<td>$1 \times 10^2$ and $9 \times 10^3$</td>
<td>Pure plunging</td>
<td></td>
</tr>
<tr>
<td>Ishihara et al. [38]</td>
<td>Dipteran wing as thin rigid elastic plate</td>
<td>2-D nonlinear FE used for the analysis of both the fluid and the structure</td>
<td>$2 \times 10^2$</td>
<td>0.054</td>
<td>Pitch and plunge</td>
<td></td>
</tr>
<tr>
<td>Shao et al. [85]</td>
<td>3-D NACA0012 airfoil</td>
<td>(IBM)</td>
<td>Physical Virtual Model (PVM)</td>
<td>$2 \times 10^2$ and 0.6</td>
<td>Plunge and pitch</td>
<td></td>
</tr>
<tr>
<td>Pederzani and Haj-Hariri [76]</td>
<td>Membrane airfoil</td>
<td>A mixed Eulerian–Lagrangian approach</td>
<td>$5 \times 10^2$</td>
<td>5.5</td>
<td>Plunge</td>
<td></td>
</tr>
<tr>
<td>Aono et al. [7]</td>
<td>Flexible membrane wings: Zimmermann</td>
<td>Pressure -based algorithm</td>
<td>Nonlinear FE using triangular shell elements</td>
<td>$6.2 \times 10^2$ and 2.6 $\times 10^3$</td>
<td>Pure plunge</td>
<td></td>
</tr>
<tr>
<td>Smith [90]</td>
<td>Moth wings</td>
<td>Unsteady panel method</td>
<td>Finite element: linear elastic beam and membrane elements</td>
<td>$1 \times 10^3$ $k \geq 0.2$</td>
<td>Flapping</td>
<td></td>
</tr>
<tr>
<td>Singh [89]</td>
<td>Insect-like wings</td>
<td>Unsteady aerodynamic analysis based on indicial functions</td>
<td>FE</td>
<td>$10^3$ to $10^4$</td>
<td>Pitch and plunge</td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Shape/Solver Description</td>
<td>Methodology</td>
<td>Time (s)</td>
<td>Motion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------</td>
<td>--------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toomey and Eldredge [104]</td>
<td>Elliptical shape Viscous vortex particle method (VVPM) with coupled fluid-body dynamics.</td>
<td>1.2 × 10^3 to 6.1 × 10^3</td>
<td></td>
<td>Pitch and plunge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gordnier [26]</td>
<td>2-D flexible membrane airfoil Finite-difference solver Nonlinear finite-difference based membrane solver</td>
<td>2.5 × 10^3</td>
<td></td>
<td>stationary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith and Shyy [92]</td>
<td>2-D flexible sail-shaped membrane airfoil Pressure-based method Nonlinear finite-difference based membrane solver</td>
<td>4 × 10^3</td>
<td></td>
<td>stationary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young et al. [118]</td>
<td>Locust wings 3-D CFD simulation based on detailed wing kinematics.</td>
<td>4 × 10^3</td>
<td></td>
<td>Real flight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agrawal and Agrawal [1]</td>
<td>Hawkmoth-like membrane wing Reversed design from kinematics FE Abacus: linear shell elements</td>
<td>7 × 10^3, 0.2</td>
<td></td>
<td>Real flight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chandar and Damodaran [11]</td>
<td>Teardrop plate incompressible flow solver based on overlapping grids using an implicit partitioned algorithm.</td>
<td>9 × 10^3, 0.5</td>
<td></td>
<td>Plunge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gopalakrishnan [25]</td>
<td>Rectangular membrane Arbitrary Lagrangian Eulerian (ALE) method</td>
<td>1 × 10^4, 1.7</td>
<td></td>
<td>Pitch and plunge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhu [119]</td>
<td>3-D rectangular 3-D boundary integral method nonlinear thin-plate model</td>
<td>2.025 × 10^4, 0.2</td>
<td></td>
<td>Pitch and plunge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Configuration</td>
<td>Methodology</td>
<td>Time (s)</td>
<td>Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------------</td>
<td>--------------------------------------------------</td>
<td>----------</td>
<td>--------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tang et al. [100]</td>
<td>NACA0012</td>
<td>Finite-volume 3-D FE beam solver</td>
<td>$3 \times 10^4$</td>
<td>Pure plunging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aono et al. [6]</td>
<td>Flexible rectangular wing</td>
<td>Pressure-based finite-volume fluid flow solver</td>
<td>$3 \times 10^4$</td>
<td>1.82</td>
<td>Pure plunging</td>
<td></td>
</tr>
<tr>
<td>Chimakurthi et al. [12]</td>
<td>NACA0012, airfoil: flexible and rigid</td>
<td>Pressure-based algorithm implemented in STREAM</td>
<td>$3 \times 10^4$</td>
<td>0.4 to 1.82</td>
<td>plunging</td>
<td></td>
</tr>
<tr>
<td>Stanford and Ifju [98]</td>
<td>Membrane wing</td>
<td>Finite volume formulation</td>
<td>$4 \times 10^4$</td>
<td>1.82</td>
<td>Stationary</td>
<td></td>
</tr>
<tr>
<td>Guvernyuk and Dynnikova [31]</td>
<td>NACA0012</td>
<td>Lagrangian vortex method</td>
<td>$4.4 \times 10^4$</td>
<td></td>
<td>Pitching</td>
<td></td>
</tr>
<tr>
<td>Kim et al. [43, 44]</td>
<td>Rectangular wing</td>
<td>Numerical model based on modified strip theory</td>
<td>$8.25 \times 10^4$</td>
<td></td>
<td>Flapping</td>
<td></td>
</tr>
</tbody>
</table>
2.5.1 Overview of Structural Models to Analyze Flapping Flight

As can be noted from Table 2-6, for structural part, finite element approach is prevailing over the variety of other approaches. Nonlinear analysis is preferred since the flapping flight of natural fliers is a highly nonlinear phenomenon.
2.5.2 Overview of Aerodynamic Models to Analyze Flapping Flight

For the fluid part that computes aerodynamic forces and moments acting on a wing, there are several approaches that may be utilized. They all can be divided into quasi-steady methods and methods that are capable of solving for unsteady flow. All methods have their limitations. However, depending on the application, they can offer some advantages.

The well-known quasi-steady methods are momentum (or momentum-jet) method, blade-element method, and hybrid momentum (or vortex method) [91]. Quasi-steady methods are used by biologists to predict energy consumption as a function of forward speed, which allows the prediction of animal size. All of them hold the assumption that instantaneous aerodynamic forces developed by flapping motion are similar to the forces developed during steady motion at the same instantaneous velocity. Quasi-steady methods do not account for the unsteady flow, such as development of free vortices, which are actually produced by birds’ wings.

Methods for analyzing unsteady flow include the lifting-line method, lifting-surface or vortex lattice method, unsteady panel method or boundary element method, modified strip method, pressure-based methods, Cartesian grid methods, immersed boundary method, immersed interface method, and some others, as shown in Table 2-6.

The unsteady lifting-line method has several modifications. The recent one is the low-frequency unsteady lifting-line method for harmonically oscillating wing of large aspect ratios. This approach is based on Prandtl’s classical lifting-line theory, which is a 2-D theory. This method gives reasonable preliminary results for high-angle-of-attack post-stall region. There are a few major limitations of this method. First, it only applies for
small amplitude motions with high aspect ratio wings. Second, it serves as 3-D adaptation of the 2-D theory. At high AoA, which pertains to bird’s flight, the flow is highly 3-D, and the use of 2-D lift coefficient data becomes unreasonable. Third, although this method gives reasonable preliminary results on wake and force resolutions, it does not offer the detailed geometric and kinematic effects of the wing.

In comparison to the lifting-line method, the lifting-surface or advanced vortex lattice method offers the detailed view of geometry and kinematics of the wing during flight by representing the wake and the wing by a lattice of vortex filaments. There are some limitations. This method is restricted to the small-amplitude harmonic motion. Also, the method relies on experimental results and uses derived “shape factors” to account for dynamic effects. And, finally, the lifting-surface method cannot offer detailed free-wake analysis.

The unsteady aerodynamic panel method is also called the classical boundary element method and is based on the potential flow theory [91], which assumes inviscid conditions. It is valid for \( R_e \geq 10^4 \), which is valid only for birds’ flight, not including hummingbirds. There are three major advantages of this method. First, it accommodates the details of the trailing wake. Second, it offers distributed aerodynamic effects for rigid flapping wings. Third, it provides flexibility and interference effects.

The modified strip method is a 2-D method that uses the thin airfoil theory to analyze harmonically oscillating wings. The strip theory was initially used to analyze helicopter blades. The method employs the 3-D modified Theodorsen function, \( C(k) \), to account for
wings of finite aspect ratio and such aerodynamic effects as partial leading-edge suction
force, post-stall phenomena, friction drag, and vortex wake [14]. The modified strip
theory is convenient to implement; however, it was successfully proven only for small-
amplitude oscillations, such as in analysis of the stability of helicopter rotors, where the
deflections of the rotors are of a small magnitude [91]. On the other hand, recent
improvements in this theory allow consideration of dynamic stall at high relative angle of
attack [44], and, as research showed, the improvements allowed for more accurate
prediction of unsteady aerodynamics of the flapping flight.

Pressure-based methods develop an artificially derived pressure or correction equation by
manipulating the mass continuity and momentum equations [51]. Most popular pressure-
based methods are SIMPLE and PISO that are used to solve 3-D Navier–Stokes
equations for incompressible flows in curvilinear coordinates.

Cartesian grid methods [50], such as the immersed boundary method and the immersed
interface method, are used to solve incompressible Navier-Stokes equations in
complicated geometries with moving elastic boundaries.
CHAPTER 3

Theoretical Aeroelasticity for Fluid-Structure Interaction Problems

This chapter presents the theoretical framework used in this research for nonlinear aeroelastic analysis of bird flight. In particular, we present an aerodynamic model based on an enhanced modified strip theory and a fully nonlinear finite element model of wing structures based on geometrically exact total-Lagrangian beam and membrane elements.

3.1 Aerodynamic Model: Enhanced Modified Strip Theory

This research adopts an improved modified strip theory to analyze flapping flight since it is appropriate for calculation of unsteady aerodynamics and is convenient to implement. This model was validated by comparing it with experimental results for an oscillating flat plate wing. This section reviews this improved modified strip theory in details.

Model Assumptions:
DeLaurier [14] developed this theory with the assumptions that (1) the span is not variable; (2) wing’s aspect ratio is so large that the flow is considered chordwise, in the free stream direction; (3) each chordwise strip on the wing is assumed to act as if it is part of the elliptical planform wing, of the same aspect ratio, performing simple harmonic whole wing motions identical to that of the strip’s; (4) flapping is a continuous sinusoidal motion with equal times between the upstroke and downstroke; (5) the relative angle of attack between the free stream velocity $U$ and the resultant flow relative velocity $V_{rel}$ at
the ¼-chord location is small; and (6) the flapping motion is perpendicular to the flapping axis, but local deformation is allowed.

**Model Free Body Diagrams in 2-D and 3-D Views:**

A wing section with aerodynamic forces and motion variables is shown in Fig. 3-1 [14, 67].

![Free Body Diagram](image)

*Fig. 3-1. A wing section with aerodynamic forces and motion variables.*

Leading edge (LE) is the reference point. Each section is able to move up and down with a plunge velocity \( \dot{h} \), and rotate about the global \( Y\)-axis at point LE with a pitch angle \( \theta \).

The plunge velocity \( \dot{h} \) for any section is *not* necessarily perpendicular to the free stream velocity \( U \). If the wing is root-flapping, as shown in Fig. 3-2 [43, 67], then \( \dot{h} \) would be perpendicular to the flapping axis.
Model Derivation:

As was mentioned in Sec. 2.4.2, this method is based on a modified Theodorsen function for wings of a finite aspect ratio, which is given in Eq. (3.1).

\[
C(k)_{\text{jones}} = \frac{C'(k)AR}{(2+AR)}
\]  

(3.1)

Here, \(AR\) is the aspect ratio that is given by Eq. (3.2); \(k\) is the reduced frequency that is given by Eq. (3.3); and \(C'(k)\) is given by Eq. (3.4).

\[
AR = \frac{b}{c_{\text{mean}}}
\]  

(3.2)

\[
k = \frac{c_\omega}{2U}
\]  

(3.3)
In Eq. (3.2), $b$ is the wing span and $c_{mean}$ is the mean chord length. In Eq. (3.3), $\omega$ is the flapping or plunging frequency given in radians per second. And, for Eq. (3.4), the terms are given as follows:

$$C'(k) = F'(k) + iG'(k)$$ (3.4)

$$F'(k) = 1 - \frac{C_1 k^2}{(k^2 + C_2^2)}$$ (3.5)

$$G'(k) = -\frac{C_1 C_2 k}{(k^2 + C_2^2)}$$ (3.6)

In Eqs. (3.5) and (3.6), $C_1$ and $C_2$ are constants given by Eqs. (3.7) and (3.8).

$$C_1 = \frac{0.5 AR}{(2.32 + AR)}$$ (3.7)

$$C_2 = 0.181 + \frac{0.772}{AR}$$ (3.8)

The modified Theodorsen function is used to compute unsteady normal-force coefficient, $\delta C_n$, which is given by Eq. (3.9) and derived for the elliptical planform wing mentioned in assumption (3).

$$\delta C_n = 2\pi C(k)_{Jones} \alpha_{@3/4}$$ (3.9)

Here, $\alpha_{@3/4}$ is the relative angle of attack at $3/4$-chord length due to the wing’s motion; and it is given by Eq. (3.10). This angle accounts for the wing's finite-span unsteady vortex wake by means of a strip theory.
Here is the pitch angle of chord with respect to \( \theta \); \( \bar{\theta} \) is the section’s mean pitch angle; \( \bar{\theta}_a \) is the angle of the flapping axis with respect to \( U \); \( \bar{\theta}_w \) is the mean pre-twisted angle of chord with respect to the flapping axis; and \( \theta_d \) is the dynamically-varying pitch angle.

The relation between these angles is given by Eq. (3.11).

\[
\theta = \bar{\theta} + \theta_a = (\bar{\theta}_a + \bar{\theta}_w) + \theta_d
\]

Next we derive aerodynamic forces acting on a wing. Instantaneous lift and thrust forces for each segment are given by Eq. (3.12) and Eq. (3.13) as

\[
dL = dN \cos(\theta) + dF_x \sin(\theta) \tag{3.12}
\]
\[
dT = -dN \sin(\theta) + dF_x \cos(\theta) \tag{3.13}
\]

Here, \( dN \) is the section’s instantaneous normal force that is given by Eq. (3.14); and \( dF_x \) is the section’s instantaneous total chordwise (x-direction) force that is given by Eq. (3.15).

\[
dN = dN_c + dN_a \tag{3.14}
\]
In Eq. (3.14), \( dN_c \) is the section’s normal circulatory force and \( dN_a \) is the section’s normal force due to apparent mass effect, which acts at midchord. In Eq. (3.15), \( dT_s \) is the thrust force due to leading edge suction; \( dD_c \) is the chordwise pressure drag due to camber shape; and \( dD_f \) is the chordwise friction drag due to viscous effects.

The analysis will be different depending on whether the flow is attached or separated. The condition for attached flow is given by Eq. (3.16). If the range for the attached flow is exceeded, flow becomes separated.

\[
(\alpha_{\text{stall}})_{\text{min}} \leq \left[ \alpha' + \bar{\theta} - \frac{3}{4} \left( \frac{c \dot{\theta}}{U} \right) \right] \leq (\alpha_{\text{stall}})_{\text{max}}
\]  

(3.16)

This criterion allows for the approximation of the localized post stall behavior, and, in this case, it is applied at the leading edge.

In Eq. (3.16), \( \alpha_{\text{stall}} \) is the dynamic stall angle; \( \alpha' \) is the flow’s relative angle of attack at \( 3/4 \)-chord length; \( \bar{\theta} \) is the section’s mean pitch angle; \( c \) is the chord length; \( \dot{\theta} \) is the pitch velocity; and \( U \) is the free stream or flight velocity.

For a totally attached flow, section’s reaction forces are calculated differently. Normal circulatory force is given by Eq. (3.17).

\[
dN_c = C_n(y) \left( \frac{1}{2} \rho U V_{rel@1/4} \right) c \, dy
\]  

(3.17)
Here, \( \rho \) is the fluid density; \( U \) is the flight velocity; \( c \) is the chord length; \( V_{\text{rel}@1/4} \) is the flow’s relative velocity at the \( 1/4 \)-chord length that is given by Eq. (3.18); and \( C_n(y) \) is the normal force coefficient that is calculated using Eq. (3.19).

\[
V_{\text{rel}@1/4} = \sqrt{\left[U \cos \theta - h \sin(\theta - \bar{\theta}_a)\right]^2 + \left[U (\alpha' + \bar{\theta}) - \frac{1}{2} c \dot{\theta}\right]^2} \quad (3.18)
\]

\[
C_n(y) = 2\pi (\alpha' + \alpha_0 + \bar{\theta}) \quad (3.19)
\]

Here, \( \alpha_0 \) is the angle of the zero lift line, as shown in Fig. 3-1.

Equations (3.16), (3.18), and (3.19) all contain the flow’s relative angle of attack at \( 3/4 \)-chord length, \( \alpha' \). To find it, equate unsteady normal-force coefficient, \( \delta C_n \), in Eq. (3.9) with the normal force coefficient, \( C_n(y) \).

\[
C_n(y) = \delta C_n
\]

\[
2\pi (\alpha' + \alpha_0 + \bar{\theta}) = 2\pi C(k)_{\text{Jones}} \alpha_{@3/4}
\]

\[
(\alpha' + \alpha_0 + \bar{\theta}) = C(k)_{\text{Jones}} \alpha_{@3/4}
\]

\[
\alpha' = C(k)_{\text{Jones}} \alpha_{@3/4} - (\alpha_0 + \bar{\theta})
\]

After substitution of Eq. (3.1) and rearranging the terms, \( \alpha' \) is given by Eq. (3.21).

\[
\alpha' = \frac{C'(k) AR}{(2+AR)} \alpha_{@3/4} - \frac{w_{0@3/4}}{U} \quad (3.21)
\]

Here, \( w_{0@3/4} \) is the downwash velocity at \( 3/4 \)-chord length; and \( \frac{w_0}{U} \) is the downwash term due to mean lift produced by \( \alpha_0 \) and \( \bar{\theta} \). This downwash term can be calculated in
different ways; and, in accordance with the strip theory, the downwash term is approximated as the downwash for an un twisted elliptical planform wing given in Eq. (3.22).

\[ \frac{w_0}{U} = \frac{2(\alpha_0 + \bar{\theta})}{(2 + AR)} \]  

(3.22)

However, if the wing has significant spanwise variation of \( \alpha_0 + \bar{\theta} \), then the other way to calculate downwash should be considered, such as the extended lifting-line theory for twisted wings [45].

Equation (3.21) can be rewritten when considering the assumed harmonic motion of the wing. If \( \alpha_{@3/4} \) is approximated by Euler’s formula as

\[ \alpha_{@3/4} = Ae^{i\omega t} \]  

(3.23)

where \( A \) is the constant, then \( \alpha' \) can be written as Eq. (3.24).

\[ \alpha' = \frac{AR}{(2+AR)} \left[ F'(k) \alpha_{@3/4} + \frac{c}{2U} \frac{G'(k)}{k} \dot{\alpha}_{@3/4} \right] - \frac{w_{0@3/4}}{U} \]  

(3.24)

Another component of the normal force is due to the apparent mass effect that acts at midchord and is given by Eq. (3.25).

\[ dN_a = \frac{\rho \pi c^2}{4} \dot{v}_2 \, dy \]  

(3.25)

Here, \( \dot{v}_2 \) is the midchord normal acceleration that is given by Eq. (3.26). \( \dot{v}_2 \) is the linearized time derivative of the midchord normal velocity, \( V_n \), given by Eq. (3.27).

\[ \dot{v}_2 = U \dot{\alpha}_{@3/4} - \frac{1}{4} c \ddot{\theta} \approx \dot{V}_n \]  

(3.26)
Thus, adding Eqs. (3.17) and (3.25) gives the normal force for the attached flow.

Next, components for Eq. (3.15) for the attached flow are computed. The thrust force due to leading edge suction, \( dT_s \), is given by Eq. (3.28).

\[
dT_s = \eta_s 2\pi \left( \alpha' + \tilde{\theta} - \frac{1}{4} \frac{c \dot{\theta}}{U} \right)^2 \frac{\rho U V_{rel@1/4}}{2} c \ dy
\]  

(3.28)

Here, \( \eta_s \) is the leading edge suction efficiency that accounts for the fact that, due to viscosity in the real conditions, the leading-edge suction is less than 100 percent. The 100 percent suction is predicted by potential flow theory.

The chordwise pressure drag due to the camber shape, \( dD_c \), is given by Eq. (3.29).

\[
dD_c = -2\pi \alpha_0 (\alpha' + \tilde{\theta}) \frac{\rho U V_{rel@1/4}}{2} c \ dy
\]  

(3.29)

Finally, the chordwise friction drag due to viscous effects, \( dD_f \), is given by Eq. (3.30).

\[
dD_f = (C_d)_{f} \frac{\rho V_x^2}{2} c \ dy
\]  

(3.30)

Here, \( (C_d)_{f} \) is the skin friction drag coefficient [37]; and \( V_x \) is the tangential velocity to the section and is given by Eq. (3.31).

\[
V_x = U \cos(\theta) - \dot{h} \sin(\theta - \tilde{\theta}_a)
\]  

(3.31)

Thus, substituting Eqs. (3.28), (3.29) and (3.30) into Eq. (3.15) gives the total chordwise force for the attached flow.

\[
V_n = \dot{h} \cos(\theta - \tilde{\theta}_a) + \frac{1}{2} c \dot{\theta} + U \sin(\theta)
\]  

(3.27)
For a separated flow, section’s reaction forces are calculated next. By analogy, the normal circulatory force for separated flow is given by Eq. (3.32).

\[(dN_c)_{sep} = (C_d)_{cf} \left( \frac{1}{2} \rho \bar{V} V_n \right) c \ dy \] (3.32)

Here, \((C_d)_{cf}\) is the drag coefficient due to cross-flow; and \(\bar{V}\) is given by Eq. (3.33).

\[\bar{V} = \sqrt{V_x^2 + V_n^2} \] (3.33)

Another component of the normal force that is due to the apparent mass effect that acts at midchord and is approximated by Eq. (3.34).

\[(dN_a)_{sep} = \frac{1}{2} dN_a \] (3.34)

Thus, adding Eqs. (3.32) and (3.34) gives the normal force for a separated flow.

For a separated flow, all chordwise force components are considered negligible. Thus,

\[(F_x)_{sep} = 0 \] (3.35)

Now, integrating segment’s instantaneous lift and thrust from Eqs. (3.12) and (3.13) along the wing span gives instantaneous lift and thrust for the entire wing.

\[L(t) = 2 \int_0^{b/2} \cos(\beta) \ dL \] (3.36)

\[T(t) = 2 \int_0^{b/2} dT \] (3.37)

Here, \(b\) is the wing span; and \(\beta(t)\) is the section’s instantaneous dihedral angle.
Next, integrating instantaneous lift and thrust over the cycle gives average lift and thrust for the wing.

\[
\bar{L} = \frac{1}{2\pi} \int_0^{2\pi} L(\phi) d\phi \tag{3.38}
\]

\[
\bar{T} = \frac{1}{2\pi} \int_0^{2\pi} T(\phi) d\phi \tag{3.39}
\]

Here, \( \phi \) is the cycle angle that is given by Eq. (3.40).

\[
\phi = \omega t \tag{3.40}
\]

In addition to lift and thrust, instantaneous input power required to move the section though the air is given by Eq. (3.41) for an attached flow and by Eq. (3.42) for a separated flow.

\[
dP_{in} = dF_x \hat{h} \sin(\theta - \tilde{a}) + dN \left( \hat{h} \cos(\theta - \tilde{a}) + \frac{1}{4} c \dot{\theta} \right) + dN_a \left( \frac{1}{4} c \dot{\theta} \right) - dM_{ac} \dot{\theta} - dM_a \dot{\theta} \tag{3.41}
\]

\[
(dP_{in})_{sep} = (dN_{total})_{sep} \left( \hat{h} \cos(\theta - \tilde{a}) + \frac{1}{2} c \dot{\theta} \right) \tag{3.42}
\]

For the attached flow shown in Eq. (3.41), \( dM_{ac} \) is the section’s pitching moment about its aerodynamic center and is given by Eq. (3.43); and \( dM_a \) is the sum of apparent camber and apparent inertia moments and is given by Eq. (3.44).

\[
dM_{ac} = C_{mac} \frac{\rho U \nu_{rel}@\frac{1}{4}}{2} c^2 dy \tag{3.43}
\]

\[
dM_a = - \left( \frac{1}{16} \rho \pi c^3 \dot{\theta} U + \frac{1}{128} \rho \pi c^4 \ddot{\theta} \right) dy \tag{3.44}
\]
In Eq. (3.43), $C_{mac}$ is the moment coefficient. For a separated flow, $dM_{ac} = dM_a = 0$.

Thus, for the entire wing, the total required instantaneous power, $P_{in}(t)$, the average input power through the cycle, $\bar{P}_{in}$, the average output power through the cycle, $\bar{P}_{out}$, and the average propulsive efficiency, $\bar{\eta}$, are given by Eqs. (3.45), (3.46), (3.47), and (3.48) as

\begin{align*}
P_{in}(t) &= 2 \int_0^{b/2} dP_{in} & (3.45) \\
\bar{P}_{in} &= \frac{1}{2\pi} \int_0^{2\pi} P_{in}(\varphi)d\varphi & (3.46) \\
\bar{P}_{out} &= \bar{T}U & (3.47) \\
\bar{\eta} &= \frac{\bar{P}_{out}}{\bar{P}_{in}} & (3.48)
\end{align*}

**Improvements of the Modified Strip Theory:**

As not accounted for by DeLaurier, aerodynamic forces at high angles of attack, that happen either at high plunging velocity or at low free stream velocity in comparison to the plunge velocity, are studied by Kim *et al.* [44]. The relative angle of attack, $\gamma$, is shown in Fig. 3-3 [44] and is given by Eq. (3.49). It is calculated by using the normal component of velocity at $1/4$-chord length and the tangential component of the velocity.
Here is the downwash velocity at the chord length. In Eq. (3.49), can be expressed by using trigonometric series as given in Eq. (3.50).

\[ \gamma = \tan^{-1}\left(\frac{V_{n,0.25c}}{V_x}\right) \]

\[ = \tan^{-1}\left(\frac{h \cos(\theta - \theta_a) + \frac{1}{2}c \dot{\theta} + U \sin(\theta) - w}{U \cos(\theta) - h \sin(\theta - \theta_a)}\right) \]

(3.49)

Here, \( w \) is the downwash velocity at the \( \frac{1}{4} \)-chord length. In Eq. (3.49), \( \sin(\theta) \) can be expressed by using trigonometric series as given in Eq. (3.50).

\[ \sin(\theta) = \delta \theta + \bar{\theta} + O(\theta^3) \]

(3.50)

Here, \( \delta \theta \) is the section’s zero-mean dynamic pitch angle; \( \bar{\theta} \) is the section’s mean pitch angle as shown in Fig. 3-3; and the term \( O(\theta^3) \) represents the sum of higher-order terms.
Using Eq. (3.24) for flow’s relative angle of attack at \( \frac{3}{4} \)-chord length, \( \alpha' \), and Eq. (3.50), the normal component of velocity at \( \frac{1}{4} \)-chord length is given in Eq. (3.51).

\[
V_{n,0.25c} = U \left( \frac{h \cos(\theta - \bar{\theta}) + \frac{3}{4} c \bar{\theta} + U(\delta \theta) - w}{u} \right) + U \left[ \bar{\theta} + O(\theta^3) \right] - \frac{1}{2} c \bar{\theta}
\]

\[
= U \left[ \alpha' + \bar{\theta} + O(\theta^3) \right] - \frac{1}{2} c \bar{\theta}
\]  \( (3.51) \)

Then, \( \gamma \) can be expressed as follows:

\[
\gamma = \tan^{-1} \left( \frac{u[\alpha' + \bar{\theta} + O(\theta^3)] - \frac{1}{2} c \bar{\theta}}{u \cos(\theta) - h \sin(\theta - \bar{\theta})} \right)
\]  \( (3.52) \)

Accounting for the relative angle of attack, some aerodynamic forces for attached flow given by Eqs. (3.17), (3.28), and (3.29) are rewritten as follows:

\[
dN_c = C_n(\gamma) \cos(\gamma) \left( \frac{1}{2} \rho U \hat{V}_{rel@1/4} \right) c \, dy
\]  \( (3.53) \)

\[
dT_s = \eta_s 2\pi \left( \alpha' + \bar{\theta} - \frac{1}{4} c \bar{\theta} \right)^2 \sin(\gamma) \left( \frac{1}{2} \rho U \hat{V}_{rel@1/4} \right) c \, dy
\]  \( (3.54) \)

\[
dD_c = -2\pi \alpha_0 (\alpha' + \bar{\theta}) \cos(\gamma) \left( \frac{1}{2} \rho U \hat{V}_{rel@1/4} \right) c \, dy
\]  \( (3.55) \)

Here, \( \hat{V}_{rel@1/4} \) is given by Eq. (3.56).

\[
\hat{V}_{rel@1/4} = \sqrt{V_x^2 + V_{n,0.25c}^2}
\]  \( (3.56) \)

The other forces, \( dN_a \) and \( dD_f \), given by Eqs. (3.25) and (3.30) respectively, do not change.
The condition, given by Eq. (3.16) that defines whether the flow is attached or separated, allows for the approximation of the localized post stall behavior. In the attempt to improve DeLaurier model, instead of just one criterion, Kim et al. [44] propose three criteria for analyzing dynamic stall and post stall behavior of the wing. These criteria are given by Eqs. (3.57.a), (3.57.b), and (3.57.c).

Attached flow: \[(\alpha_{\text{stall}})_{\text{min}} \leq \left[ y - \frac{1}{4} \left( \frac{c \beta}{U} \right) \right] \leq (\alpha_{\text{stall}})_{\text{max}} \] (a)

Dynamic stall: \[(\alpha_{\text{dynamic}})_{\text{min}} \leq \left[ y - \frac{1}{4} \left( \frac{c \beta}{U} \right) \right] \leq (\alpha_{\text{dynamic}})_{\text{max}} \] (3.57)

Post stall: defined beyond the dynamic stall range (c)

In Eq. (3.57a), \((\alpha_{\text{stall}})_{\text{min}}\) and \((\alpha_{\text{stall}})_{\text{max}}\) are the minimum and maximum static stall angles obtained from the steady aerodynamic data. In Eq. (3.57b), \((\alpha_{\text{dynamic}})_{\text{min}}\) and \((\alpha_{\text{dynamic}})_{\text{max}}\) are the minimum and maximum dynamic stall angles that are valid only for the attached flow condition and are given by Eqs. (3.58a) and (3.58b).

\[
(\alpha_{\text{dynamic}})_{\text{min}} = \xi_{\text{min}} (\alpha_{\text{stall}})_{\text{min}} \] (a)

\[
(\alpha_{\text{dynamic}})_{\text{max}} = \xi_{\text{max}} (\alpha_{\text{stall}})_{\text{max}} \] (b)

In Eqs. (3.58a) and (3.58b), \(\xi_{\text{min}}\) and \(\xi_{\text{max}}\) are defined by Eqs. (3.59) and (3.60) respectively.

\[
\xi_{\text{min}} = \begin{cases} 
1 + \left| \tan^{-1} \left( \frac{h \cos(\theta - \theta_0)}{v_x} \right) \right| + \frac{0.51 \theta}{\theta_{\text{mag}}} \left( \frac{c \theta_{\text{mag}}}{2U} \right) & \text{for } (\alpha_{\text{dynamic}})_{\text{min}} \geq 2(\alpha_{\text{stall}})_{\text{min}} \\
2 & \text{for } (\alpha_{\text{dynamic}})_{\text{min}} < 2(\alpha_{\text{stall}})_{\text{min}} 
\end{cases}
\] (3.59)
\[ \xi_{\text{max}} = \begin{cases} 
1 + \left| \tan^{-1}\left( \frac{h \cos(\theta - \theta_d)}{V_x} \right) \right| + \frac{0.51 - \theta}{\theta_{\text{mag}} \sqrt{\frac{c b_{\text{mag}}}{2U}}} \text{ for } (\alpha_{\text{dynamic}})_{\text{max}} \leq (\alpha_{\text{stall}})_{\text{max}} \\
2 \text{ for } (\alpha_{\text{dynamic}})_{\text{max}} > (\alpha_{\text{stall}})_{\text{max}} 
\end{cases} \]

(3.60)

Depending on the condition given in Eq. (3.57), the aerodynamic forces applied differently on the section of the wing. Figures 3-4(a), 3-4(b), and 3-4(c) represent these forces for different conditions [44]
Fig. 3-4. Wing section aerodynamic forces according to the stall condition: (a) attached flow range; (b) dynamic stall range; (c) post stall range.
As can be seen from the figures above, normal circulatory force, $dN_e$, is applied at $\frac{1}{4}$-chord length in Fig. 3-4 (a); at $\frac{1}{3}$-chord length in Fig. 3-4 (b); and at $\frac{1}{2}$-chord length in Fig. 3-4 (c). Also, in Fig. 3-4 (b), to account for the leading-edge vortex, the direction of the thrust force due to the leading-edge suction, $dT_z$, is assumed as perpendicular to the chord.

In the attached flow range, the section’s instantaneous total normal force is calculated using Eqs. (3.53) and (3.25); and the section’s instantaneous total chordwise force is calculated using Eqs. (3.54), (3.55), and (3.30). In the post stall range, or, in other words, when the flow becomes separated, the section’s instantaneous aerodynamic forces stay the same as defined by Eqs. (3.32), (3.34) and (3.35).

### 3.2 Structural Model for Current Research: Fully Nonlinear Finite Element Analysis

*Theoretical Basis:*

The structural module that is used for current research is the Geometrically Exact Structural Analysis (GESA). GESA is based on a total-Lagrangian displacement-based finite element method, is written in Matlab, and is capable of solving for nonlinear large static and dynamic deformations of flexible structures [66].

For geometrically nonlinear structures, the total-Lagrangian formulation is commonly used because there is a natural undeformed state to which the structure would return when it is unloaded. GESA uses the total-Lagrangian (TL) approach since it is more
appropriate for nonlinear analysis because (1) the accuracy of the current iteration
solution does not depend on the accuracy of the previous converged solution; (2) stresses
and strains equations do not need any coordinate transformation before next iteration.

However, researchers often use Green-Lagrange strains and Piola-Kirchhoff stresses with
a total-Lagrangian formulation. Unfortunately, Green-Lagrange strains are energy strains
instead of geometric strains, and they cannot fully account for geometric nonlinearities.

On the other hand, Pai [66] showed that Jaumann strains and stresses with the use of a
total-Lagrangian formulation can fully account for any order of geometric nonlinearities.

Eq. (3.61) shows the strain-displacement relation of Jaumann strains.

\[
B_{mn} = \frac{1}{2} \left( \frac{du}{dx_m} \cdot i_n + \frac{du}{dx_n} \cdot i_m \right)
\]  

(3.61)

Here, \( u \) is the local displacement vector of an arbitrary point with respect to its deformed
location; \( dx_j \) are unstrained lengths; and \( i_j \) are unit vectors along the convected
coordinate axes if shear strains are zero. If shear strains are nonzero, a co-rotated point
reference frame is proposed to be used applying the symmetry of Jaumann strains.

In particular, GESA applies the extended Hamilton principle given by Eq. (3.62) derived
from the Newton’s second law by means of D’Alembert’s principle and the principle of
virtual work.

\[
\int_{t_1}^{t_2} [\delta T - \delta \Pi + \delta W_{nc}] dt = 0
\]  

(3.62)

Here, the term \( \delta \) means variation; \( \delta T \) is the variation of kinetic energy; \( \delta \Pi \) is the
variation of potential (or elastic) energy; and \( \delta W_{nc} \) is non-conservative virtual work due
to external loading.
GESA is a displacement-based finite element code, which means that its formulation is based on unknown displacements vs. a formulation that is based on unknown stresses or strains. The governing equations include three equilibrium equations given by Eq. (3.63) in vector form, six stress-strain constitutive equations given by Eq. (3.64) in the matrix form, and six strain-displacement relations given by Eq. (3.61) in vector form.

\[
\frac{dt_1}{dx} + \frac{dt_2}{dy} + \frac{dt_3}{dz} + (b_1 i_1 + b_2 i_2 + b_3 i_3) = \rho (\ddot{u}_1 i_1 + \ddot{u}_2 i_2 + \ddot{u}_3 i_3)
\]  

(3.63)

Here, \(i_n\) are the unit vectors along \(xyz\)-coordinate system; \(b_n\) are body force densities; \(u_n\) are displacements; \(\rho\) is the mass density; \(t_n\) are traction vectors given in index form as \(t_n = \sigma_{mn} i'_m\) with \(n = 1, 2, 3\), and where \(\sigma_{mn}\) are Jaumann stresses, and \(i'_m\) are the unit vectors along the alternative \(x'y'z'\)-coordinate system.

\[
\{\sigma_i\} = [Q]\{e_i\}
\]  

(3.64)

Here, \(\sigma_i\) are Jaumann stresses; \(e_i\) are Jaumann strains; and \([Q]\) is a 6 x 6 material stiffness matrix.

Because GESA employs a displacement-based formulation, compatibility conditions are not required. Thus, there are a total of 15 governing equations are used to solve for 15 unknowns that include three displacements, six independent stresses, and six independent strains.

To analyze dynamics of large structural deformations, nonlinear transient dynamic analysis is performed. There are two commonly used approaches for transient analysis: mode superposition and direct integration. It is suggested by Pai [66] that the *direct time integration* method is a preferred one. In particular, GESA employs the Newmark-\(\beta\)
method for direct time integration. The Newmark-β method is an implicit method, which uses interpolation and can be unconditionally stable if appropriate parameters are used. Hence, it is the most popular implicit method used in recent finite element code developments.

Using GESA Code:

To do any analysis using GESA, one has to prepare a main program that consists of three parts. Part I usually requires no change. Part II requires creating the finite element mesh of the structure to generate global nodal coordinates, the connectivity matrix, the coordinate transformation matrix for each element or each node if it is a nonlinear problem, and assign the material, geometry, and element type numbers to each element; input the material properties to create material property matrix E; input the geometrical properties of elements used to create geometry property matrix A; input boundary conditions using the matrix BCC; input loading conditions; specify output degrees of freedom (DOFs) and display angles and dimensions; and, finally, input iteration control parameters for nonlinear problems and initial conditions for transient problems. Part III requires choosing the specific solution sequence. There are five main solution sequences available. They are linear analysis that includes static and modal analyses, steady-state response, and transient analysis; two nonlinear static analyses; nonlinear dynamic analysis for transient problems using the Newmark-β method; and modal analysis for statically deformed geometry. Figure 3-5 shows the flowchart for finite element analysis using GESA.
Coupling the Structural and Aerodynamic Modules:

The aeroelastic analysis of the MAV’s flapping flight is accomplished by coupling the aerodynamic module and the structural module in iterative procedure. At first, GESA has to calculate wing deformation using assumed loading conditions. Then, at time step $t_i$, the deformation data is used as input into the aerodynamic module to attain the aerodynamic forces and moment of the wing that are being inputs into structural model to calculate deformations. The iteration is carried out until the structural response satisfies a particular convergence criterion.

Fig. 3-5. Finite element analysis flowchart using GESA.
CHAPTER 4

Numerical Simulations

Numerical simulations of the flapping flight are separated into two parts. At first, the simulation was performed without coupling the structural module with the aerodynamic module. The intent was to perform the experiment discussed later in Chapter 5 and compute aerodynamic forces and moments that act on the wing during the flight, eventually validating the results by numerical modeling. As it turned out, this approach did not allow the computing of the aerodynamic forces. The second numerical simulation was performed by combining the structural module with the aerodynamic module. The iterative approach allowed perform fully nonlinear simulations of the flapping flight and compute displacements and time-varying aerodynamic forces that act on the wing at any time instant.

4.1 Linear Dynamic Analysis

Because of time constraints and limited funding, the flying object chosen for experimental tests did not exactly fit the constraints of MAV design. It was a simple, radio-controlled ornithopter. The mesh of its wing structure was created using the geometry of this mechanical flyer, as shown in Fig. 4-1.
This geometry is shown with nodes, which correspond to the stickers that were placed for the experimental part that is described later in Chapter 5. Here, it is convenient for discussion to use sticker-nodes vs. mesh-nodes to talk about the structural part. There are three rods that make up the wing. The thickest one is the rod connecting nodes 6 and 10 that is denoted as $\overline{6-10}$. The other two rods connect nodes 15 and 11 denoted as $\overline{15-11}$ and nodes 16 and 12 denoted as $\overline{16-12}$.

The proposed material for all rods is graphite epoxy; and for membrane – Kapton film. Table 4-1 shows the summary of geometry and material properties for each beam element, and Table 4-2 shows the summary of geometry, material properties, and pretension values for membrane elements.
Table 4-1. Geometry and material properties for beam elements.

<table>
<thead>
<tr>
<th>Rod</th>
<th>Element</th>
<th>Geometry</th>
<th>Material Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Length, $L$ (m)</td>
<td>Width, $b$ (m)</td>
</tr>
<tr>
<td>6 – 10</td>
<td>beam</td>
<td>0.205</td>
<td>1.5e–03</td>
</tr>
<tr>
<td>15 – 11</td>
<td>beam</td>
<td>0.18</td>
<td>0.3e–03</td>
</tr>
<tr>
<td>16 – 12</td>
<td>beam</td>
<td>0.15</td>
<td>0.3e–03</td>
</tr>
</tbody>
</table>

Table 4-2. Geometry, material properties, and pretension values for membrane element.

<table>
<thead>
<tr>
<th>Case</th>
<th>Element</th>
<th>Geometry</th>
<th>Material Properties</th>
<th>Pretension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Thickness, $h$ (m)</td>
<td>Density, $\rho$ (kg/m$^3$)</td>
<td>Young Modulus, $E$ (Pa)</td>
</tr>
<tr>
<td>1</td>
<td>plate</td>
<td>2.54e–05</td>
<td>1420</td>
<td>2.55e+09</td>
</tr>
<tr>
<td>2</td>
<td>memb</td>
<td>2.54e–05</td>
<td>1420</td>
<td>2.55e+09</td>
</tr>
<tr>
<td>3</td>
<td>membr</td>
<td>2.54e–05</td>
<td>1420</td>
<td>2.55e+09</td>
</tr>
</tbody>
</table>

The proposed mesh was created using three LINE2 mesh generators for the beams and three TRIANG3_3 mesh generators for the membrane. The wings were symmetric about $x$-axis. The mesh of undeformed geometry for the whole structure is shown in Fig. 4-2.
It is possible to make the analysis of the whole structure. However, for computational efficiency, only the right wing is modeled. There are 20 eBeam26 elements used to model each beam on the wing. The membrane is assumed to be clamped on the $x$-axis only. All three beams are assumed to have only the rotational degree of freedom about the $x$-axis, torsional angle $\phi$ (see Fig. 4-8), at the origin, on node 6. The wing is analyzed using linear modal analysis for the three separate cases shown in Table 4-2, depending on how the membrane is represented.

For the first case, ePlate36 elements with no pretension are used to model the membrane part of the wing. The Kapton film on the tested bird is actually slack, i.e., no pretension. If membrane elements without pretension are used to model the actual membrane, no mode shapes and no natural frequencies can be computed. The reason is that, because there is no pretension, the membrane cannot resist any transverse loads, including inertial loads. There are other plate elements available in the GESA code. However, ePlate36 is the only plate element of triangular shapes. The other plate elements are of rectangular shapes.
or quadrilateral shapes. Figure 4-3 shows the results of the linear modal analysis for
beam/plate case: the first three vibration modes.

![Figure 4-3. Linear modal analysis of the beam-plate model: (a) first mode shape; (b) second mode shape; (c) third mode shape.](image)

In Fig. 4-3, leading edge (L.E.) is the rod \(6-10\). It can be noticed from the figure that
the other two rods, \(15-11\) and \(16-12\), do not bend. The first three corresponding
natural frequencies are as follows: 0 Hz, 1.41 Hz, and 3.00 Hz. There is no possibility to
achieve those natural frequencies experimentally even if a vacuum chamber is used. This
is because the shape of the actual membrane is considerably affected by gravity, and,
therefore, it cannot act like a flat plate. Thus, a new modeling has to be done.

For the second case, the membrane is modeled using membrane elements without slack,
i.e., with a small pretension. If \(\text{eMembrn33}^9\) elements are used, Figure 4-4 shows the
results of the linear modal analysis for a beam-membrane model with pretension.

![Figure 4-4. Linear modal analysis for the beam-membrane model with pretension: (a) first mode shape; (b) second mode shape; (c) third mode shape.](image)

\(^9\) The linear \(\text{eMembrn33}\) element is not mentioned in Ref. [66]; only the nonlinear \(\text{eMembrn33n}\) element is available. Element \(\text{eMembrn33}\) has been developed later.
Similar to Fig. 4-3, rods 15 – 11 and 16 – 12 in Fig. 4-4 do not bend. The first three corresponding legible natural frequencies are as follows: 0.744 Hz, 2.84 Hz, and 4.31 Hz. These frequencies differ from those of the beam-plate case. Ideally, the first natural frequency should be zero, like that in the beam-plate case, because the first mode shape should be a rigid-body flapping mode. This error is due to the assumed pretension for the membrane. Pretension makes no slack at the trailing edge. Hence, there is a need to analyze the beam-membrane model with a very small pretension.

It should be noted that for cases with membrane the mode shapes shown are actually for the mode shape three, four, and five. This pertains to Fig. 4-4 and Fig. 4-5. This is due to the fact that the first two natural frequencies computed are not real numbers; and, therefore, the first two mode shapes are ignored.

For the third case, the membrane is modeled using membrane elements with a pretension much smaller than that in the second case, as shown in Table 4-2. Figure 4-5 shows the results of the linear modal analysis of the beam-membrane model with a minimal pretension.

Fig. 4-5. Linear modal analysis of the beam-membrane with a minimal pretension: (a) first mode shape; (b) second mode shape; (c) third mode shape.
As the results in Fig. 4-5 show, the mode shapes are the same as those in the second case. However, the natural frequencies are very different. The first three corresponding legible natural frequencies for the third case are 0.0054 Hz, 0.0201 Hz, and 0.0306 Hz. These frequencies are smaller than those of the second case. In other words, the value of pretension determines the values of natural frequencies of the membrane. The smaller is the pretension, the smaller are the natural frequencies. This dependency is due to the fact that the bending strain energy is not accounted for in membrane elements.

Ideally, to match with the reality, the first natural frequency should be zero, like in the beam-plate model, because the first mode shape should be the one that resembles the rigid-body flapping. However, the error is due to two factors. First, the assumed pretension of the membrane gives no slack, especially at the trailing edge where the membrane is not attached to any rod. Second, in finite element modeling, the three beams and the $x$-axis split the membrane into separate partitions. The beams are much stiffer than the membrane. Thus, even with the small pretension, each partition is dominated by its local first mode shape with fixed local boundaries. Therefore, there is no possibility to simulate the first mode shape as the one for the rigid-body flapping.

In reality, slack membrane does not interact with the beams through elastic energy. Its morphing shape serves as a device only for gathering and transferring loads to the beams. Those loads include, first, the aerodynamic forces that occur due to the pressure difference between upper and lower surfaces of the wing and, second, the apparent air mass effect. Thus, the membrane’s small inertia force can be treated as part of the aerodynamic load.
Regarding the mode shapes for all three cases, the experimental results discussed later in Chapter 5 show that the time-varying wing deformations at a low flapping frequency, particularly less than 5 Hz, consist of primarily the first three mode shapes for the beam-membrane model. Rods 15–11 and 16–12 in all three cases do not bend. Those rods serve as means to provide the change in the effective angle of attack though the inertia forces that are transferred by the membrane to the rod 6–10 and the x-axis.

Additionally, the linear transient analysis was performed at experimentally obtained flapping frequency of 5 Hz. The direct linear numerical simulations show that the beam-membrane model with uniform pretension of 0.02 N/m performs mostly as the beam-plate model with no pretension.

4.2 Fully Nonlinear Dynamic Analysis

The approach to use both experimental and numerical results in conjunction did not solve the problem of finding aerodynamic forces that act on a wing. Thus, as a different approach, there is a proposition to incorporate the aerodynamic model with the structural model. The aerodynamic solver uses the enhanced modified strip theory discussed in Chapter 3. The deformation data calculated by the structural module is used as input into the aerodynamic module, and then the computed aerodynamic forces are used as input into the structural module. The iteration continues until the structural response satisfies a certain convergence criterion. The initial input data for the structural module has to be taken from the experimental results. And, since the forces predicted by the enhanced modified strip theory of Kim et al. [44] agree well with the experimental results of
Okamoto and Azuma [64], the initial parameters as well as the wing type and shape are taken from those experimental results. The previous experimental work was done on a harmonically plunging rigid flat plate-like wing. Therefore, the geometry is different from the numerical simulations discussed in Sec. 4.1, and, thus, the corresponding mesh will have to be changed. The geometric, kinematic, aerodynamic, and material properties for the nonlinear numerical simulation are presented in Table 4-3.
Table 4-3. Geometric, kinematic, aerodynamic, and material properties for the nonlinear numerical simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol/Formula</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wing span</td>
<td></td>
<td>0.32</td>
<td>m</td>
</tr>
<tr>
<td>Mean chord length</td>
<td>$c_m$</td>
<td>25.4E-03</td>
<td>m</td>
</tr>
<tr>
<td>Wing aspect ratio</td>
<td>$AR = b/c_m$</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td>Wing thickness</td>
<td>$t$</td>
<td>0.45E-0.3</td>
<td>m</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>$E$</td>
<td>127E+09</td>
<td>Pa</td>
</tr>
<tr>
<td>Wing mass density</td>
<td>$\rho$</td>
<td>4430</td>
<td>$kg/m^3$</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Free stream velocity</td>
<td>$U$</td>
<td>3.7</td>
<td>m/s</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho$</td>
<td>1.225</td>
<td>$kg/m^3$</td>
</tr>
<tr>
<td>Air dynamic (or absolute) viscosity</td>
<td>$\mu$</td>
<td>1.7892E-05</td>
<td>kg/(s·m)</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>$Re = \frac{\rho U c_m}{\mu}$</td>
<td>6434</td>
<td></td>
</tr>
<tr>
<td>Reduced frequency</td>
<td>$k = \frac{\pi f c_m}{U}$</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Excitation frequency of the plunging motion at the wing root</td>
<td>$\beta = (\Gamma) \sin(\omega t)$</td>
<td>$(\pi/2) \sin(\omega t)$</td>
<td>rad</td>
</tr>
<tr>
<td>Plunge angular velocity</td>
<td>$\omega = 2\pi f$</td>
<td>2π(12)</td>
<td>rad/s</td>
</tr>
<tr>
<td>Flapping frequency</td>
<td>$f = \frac{1}{T}$</td>
<td>12</td>
<td>Hz</td>
</tr>
<tr>
<td>Angle of the zero lift line</td>
<td>$\alpha_0$</td>
<td>0</td>
<td>deg</td>
</tr>
<tr>
<td>Max dynamic stall angle</td>
<td>$\alpha_{\text{stall \ max}}$</td>
<td>8.67</td>
<td>deg</td>
</tr>
<tr>
<td>Min dynamic stall angle</td>
<td>$\alpha_{\text{stall \ min}}$</td>
<td>-8.67</td>
<td>deg</td>
</tr>
<tr>
<td>Leading edge suction efficiency</td>
<td>$\eta_s$</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Drag coefficient due to skin friction</td>
<td>$(C_d)_f$</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>Drag coefficient due to cross-flow</td>
<td>$(C_d)_{cf}$</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>Pitch angle of the flapping axis with respect to $U$</td>
<td>$\bar{\theta}_a$</td>
<td>0</td>
<td>deg</td>
</tr>
<tr>
<td>Mean pitch angle of chord with respect to the flapping axis</td>
<td>$\bar{\theta}_w$</td>
<td>0</td>
<td>deg</td>
</tr>
</tbody>
</table>

The wing is supposed to be rigid; thus, it is proposed to be modeled as a beam only. The proposed material shown in Table 4-3 is the graphite epoxy with slightly different

---

10 Here, $\omega$ represents plunge angular velocity. However, in Table 2.2 in Chapter 2, $\omega$ represents pitch/plunge angular velocity.
material properties than shown in Table 4-1. The modeled geometry of the plate-like rectangular wing is shown in Fig. 4-6.

![Diagram of plate-like rectangular wing](image)

*Fig. 4-6. The plate-like rectangular wing geometry for the nonlinear dynamic analysis.*

The proposed mesh was created using LINE2 mesh generator. The numerical model is developed using the nonlinear beam element *eBeam29n*. There are 20 beam elements used to model the beam. At the origin, point *O*, the beam is assumed to have all DOFs fixed except the fifth one, *w_x*. The mesh of the undeformed geometry for the wing structure is shown in Fig. 4-7.
Initially, the first three natural frequencies of the given wing are found. They are 15.2Hz (bending), 95.3Hz (bending), and 178.8Hz (torsion). Next, the dynamic analysis is performed. The flapping of the wing is modeled for three cases. First, the flapping is modeled without the aerodynamic forces and with the assumed modal damping ratio of 0.01 for each mode to account for material damping in the structure. Second, the flapping is modeled with coupled aerodynamic forces at \( \bar{\theta}_a = 0^\circ \) and with no material damping. Third, it is modeled with coupled aerodynamic forces at \( \bar{\theta}_a = 6^\circ \) and with no material damping. Nonlinear transient analysis by direct numerical integration using the Newmark-\( \beta \) method is performed, and results are shown next. The requested output nodes are 6, 11, 16, and 21 that correspond to the \( \frac{1}{4} \) length of the wing, \( \frac{1}{2} \) length of the wing, \( \frac{3}{4} \) length of the wing, and the whole length of the wing, respectively.

*Fig. 4-7. The finite element mesh of the undeformed geometry of the plate-like wing.*
The requested degrees of freedom (DOF) for the output are transverse, $w$, longitudinal, $v$, and in some cases the torsion angle about the beam’s local $x$-axis, $\phi$. Those DOFs are shown in Fig. 4-8.

![Fig. 4-8. DOFs at each node of an initially straight beam.](image)

It should be noted that Fig. 4-8 is the simplified case of initially straight beam when only six DOFs are required. When the initially curved beam is used as in the case of using $eBeam29n$ elements, three more DOFs at each node become necessary.

The results for the case without aerodynamic forces and with modal damping are shown in Fig. 4-9. The results for the cases with coupled aerodynamic forces and without modal damping are shown in Fig. 4-10 for $\bar{\theta}_a = 0^\circ$ and in Fig. 4-11 for $\bar{\theta}_a = 6^\circ$. 
Fig. 4-9. Transverse and longitudinal displacements of nodes 6, 11, 16, and 21 for the case with no aerodynamic loads and modal damping ratio of 0.01.

Fig. 4-10. Transverse and longitudinal displacements of nodes 6, 11, 16, and 21 for the case with aerodynamic loads with $\bar{\theta}_\alpha = 0^\circ$ and no modal damping.

Fig. 4-11. Transverse and longitudinal displacements of nodes 6, 11, 16, and 21 for the case with aerodynamic loads with $\bar{\theta}_\alpha = 6^\circ$ and no modal damping.
The transverse, \( w \), and longitudinal, \( v \), displacements of nodes 6, 11, 16, and 21 are shown in Figs. 4-9, 4-10, and 4-11, respectively. The rotational DOF of node 21, \( \phi_{21} \), is shown in Figs. 4-10 and 4-11. The \( w' \) on all figures shows the harmonic flapping motion at the wing root, and it is equal to \( w' = \sin (\beta) \).

It can be seen that in Fig. 4-9, as for the case with no coupled aerodynamics, the transverse and longitudinal vibration amplitudes increase with the increase in the distance from the wing root, as expected. The transverse amplitude is about 0.07 meters for node 21 and 0.01 meters for node 6. The maximum longitudinal amplitude of node 21 is 0.01 meter, and the minimum is about zero. The maximum longitudinal amplitude of node 6 is slightly below zero, and the minimum is about zero. The transverse vibrations oscillate around the absolute zero, and each longitudinal vibration oscillates around its own ‘zero’. The maximum amplitude of longitudinal vibrations is the same for all nodes, and the minimum is the largest for the wing tip at node 21 and the smallest at node 6.

Also, it can be noticed from Fig. 4-9 that the transverse vibrations are of much larger amplitude than the longitudinal ones at the same node. In addition, the period of vibration is larger for the transverse vibrations than for the longitudinal ones, and the picks of wing deformation are constantly delayed with respect to the wing root excitation. Furthermore, the shown vibrations are not harmonic. This is due to the fact that multiple linear modes are excited and vibration amplitudes are relatively high.
Figures 4-10 and 4-11 represent the nonlinear fluid-structure analysis performed by using time-varying aerodynamic loads from the enhanced modified strip theory. It can be seen that cases with coupled aerodynamics shown in Figs. 4-10 and 4-11 and the case where aerodynamics is not included shown in Fig. 4-9 have some similarities and some differences. First, similarly to Fig. 4-9, the trend of vibration amplitude increase with the increase in the distance from the wing root in both directions continues for Figs. 4-10 and 4-11. However, the vibration amplitudes in both directions are usually larger than those for the case with no coupled aerodynamics. The largest transverse amplitude is about 0.13 meters at node 21, and about 0.03 meters at node 6. The largest longitudinal amplitudes at node 21 is 0.14 meters, and the minimum is about zero. The largest longitudinal amplitudes at node 6 are similar to those in Fig. 4-9, but the maximum is slightly below zero and the minimum is about zero. The influence of aerodynamic loads is obvious. Adding aerodynamics creates damping that lowers the first natural frequency of 15.2Hz to be close to the flapping frequency of 12Hz. This, in turn, causes the vibration amplitudes become larger than in the case without aerodynamic loads.

Second, similar to Fig. 4-9, the period of vibration on Figs. 4-10 and 4-11 is larger for the transverse vibrations than for the longitudinal ones. However, the picks of wing deformation are not delayed with respect to the wing root excitation as in the case with no aerodynamic loads. Third, similar to Fig.4-9, Figs. 4-01 and 4-11 show that the transverse vibrations oscillate about the absolute zero, and each longitudinal vibration oscillates about its own ‘zero’. However, the magnitude of those vibrations varies constantly, whereas the magnitude of vibrations in Fig. 4-9 for each node in each direction stays
relatively constant. As shown in Figs. 4-10 and 4-11, the displacement of the torsion angle of the wing tip located at node 21, \( \phi_{21} \), indicates the unsteadiness of the wing motion even after five flapping cycles.

Comparison of Figs. 4-10 and 4-11, which differ only by the pitch angle of the flapping axis with respect to the flight velocity, shows that at \( \tilde{\theta}_a = 6^\circ \), the unsteadiness of the flexural and torsional motions is more pronounced than that at \( \tilde{\theta}_a = 0^\circ \), and the transient time before the wing’s motion gets stable at particular flapping frequency is greater than that at \( \tilde{\theta}_a = 0^\circ \).

### 4.3 Summary of Numerical Results

Results from the first series of numerical experiments show that, if the wing is modeled as a beam-membrane structure, at a relatively low flapping frequency, the aerodynamic forces that act on the wing will include the membrane’s inertia forces. As confirmed by experimental results, at a low flapping frequency, particularly less than 5 Hz, the time-varying dynamic change of the wing mostly contains the first three mode shapes achieved by numerical simulation of the beam-membrane model. At a flapping frequency of 5 Hz, the direct linear numerical simulations show that the beam-membrane model with a uniform pretension of 0.02 N/m behaves most like the beam-plate model. Also, because rods 15–11 and 16–12 did not structurally participate in the dynamic change of the wing shape, the wing can be modeled with just the rod 6–10 in the beam-membrane model.
Results from the second series of nonlinear numerical experiments show the following. First, because aerodynamic damping reduces the first natural frequency to become close to the flapping frequency, the efficient flapping of a MAV should be at the frequency that is close to the first aerodynamically-damped frequency. However, because MAV’s flight speed changes and because the frequency depends on the flight speed, the first aerodynamically-damped frequency would need to be adjusted according to the flight speed. Second, the comparison of the wing deformation with and without aerodynamic loads showed the delay of wing deformation peaks for the case with no aerodynamics and no delay with added aerodynamics. This indicates that the aerodynamic forces dominate the wing deformation over the structural deformation. This leads to the conclusion that aerodynamics is a major part, and, apparently, should be designed first. Third, the aerodynamic forces computed by the enhanced modified strip theory are the concentrated loads. Ideally, the smoothly distributed load along the chord of each strip is required.

Unfortunately, the distribution profile is not known, which could lead to a different deformed geometry profile. Thus, the proposed framework for the design of MAV is a reverse design process. First, it is reasonable to assume the aerodynamically efficient wing deformations for each time instant, and then design a wing structure that would satisfy the time-variable wing deformations assumed at the first step.
CHAPTER 5

Experimental Procedure and Results

Experimental testing appears to be an inalienable part of the study of such dynamically complicated motions as the flight of MAVs. In order to validate the numerically derived results, the experiment is administered. Such experiment, by nature, may require a lot of resources that can become cost prohibiting. Ideally, it would be useful to make an experiment on a real flying creature. Such experiments [74, 103, 116] have given researchers a better understanding of their flight kinematics. In our case, the experiment is done on an inexpensive flying mechanical bird with the help of a system of high-speed cameras in conjunction with signal processing techniques. The interest of this research is in the dynamics of flight, and, therefore, we intend to capture displacements of the wing, and then compute its acceleration, which would allow us to obtain forces that act on the wing. Initially, the experiment was going to provide the necessary parameters to calculate aerodynamic forces. Fig. 5-1 shows a schematic drawing of the forces acting on a flying bat that is attached to a string.
Here, $S$ is the tension force in the string; $L$ is the lift force; $W$ is the weight of the bat; $R$ is the radius of the flying path; $U$ is the free stream velocity or the flight speed; and $\theta$ is the angle of the string with respect to the vertical. The lift force can be computed as given by Eqs. (5.1) and (5.2).

\[
S \sin(\theta) = m \frac{U^2}{R} \quad (5.1)
\]
\[
L + S \cos(\theta) = W \quad (5.2)
\]

Here, $m$ is the mass of the bat. This simple approach did not turn out to be feasible. The proposed experiment contains gathering the data of wing displacements in order to calculate various kinematic parameters that can be used later as inputs for numerical
studies, and the time-varying displacement graphs can be used for comparison with numerical predictions.

This chapter describes the details of the experimental design for this research. It overviews the equipment used and the methodology, explains the experimental setup, and, finally, presents experimental results.

5.1 Measuring Equipment and Experimental Methodology

The requirements for our experimental equipment are such that they should allow us to accurately measure large time-varying 3D displacements of the wing without using contact sensors that can reduce the measurement accuracy. Prior studies of flight motion kinematics show the tendency to employ high-speed cameras in experiments. The plan to utilize camera-based motion analysis systems versus other noncontact sensors, such as laser sensors, eddy-current-based proximity sensors or others, is based on our previous work experience. For example, laser sensors are hard to follow when large rotational displacements are present, and eddy-current-based proximity sensors are only accurate for small displacements.

To accurately measure 3D wing motion of our mechanical bird, an EAGLE-500 motion analysis system is proposed and is shown in Fig. 5-2.
This camera system consists of eight cameras, which employ recently developed complementary metal-oxide-semiconductor (CMOS) sensors that allow relatively high accuracy in tracking large rigid and elastic deformations of large mechanical systems, such as humans and animals. The proposed camera system is capable of making between 0.1 and 2000 frames per second (FPS) and is based on the principle of tracking of reflective spherical markers of a relatively large diameter, in average of about 20 millimeters. For measurements, the cameras have to be placed around the testing object in a user-defined testing volume. Then cameras have to be calibrated. The test object is then to be placed in this defined measurement volume. The EAGLE-500 camera system works in conjunction with real-time signal processing software EVaRT4.6 that processes and records the instantaneous $xyz$ coordinates of the center of each retro-reflective marker.

Fig. 5-2. EAGLE-500 camera-based motion analysis system.
Figure 5-3 shows the camera system as processed by the EVaRT4.6 signal processing software.

![Diagram of EAGLE-500 camera motion analysis system as seen by EVaRT4.6 signal processing software.]

**Fig. 5-3.** EAGLE-500 camera motion analysis system as seen by EVaRT4.6 signal processing software.

The best experimental results are obtained if, at any instant, each marker is seen by at least two cameras, which allows having a continuous time trace for each marker. After the measurement is done, each marker’s displacement, velocity and acceleration at each time instant can be obtained. The measured data can be exported in the ASCII format. Dynamic animation of the particular kinematics is also available.
However, in our case, we have encountered several obstacles to properly utilize the given camera motion system’s ability to reach a high measurement accuracy. First, the tested object is relatively small in comparison to the camera system, as can be seen in Fig. 5-4. (Dimensions of the tested MAV are shown later in Fig. 5-6.)

Second, our to-be-tested mechanical bird has wings that are made of a foil-like material, and therefore, cannot be approximated as a rigid body. Finally, in order to have a detailed representation of the wing geometry, we had to use smaller markers. A measurement theory based on photogrammetry was developed for this type of testing objects [68]. By using this measurement theory, it is estimated that the measurement error of the EAGLE-500 camera system is less than 0.25 mm for a measurement volume of $2m \times 2m \times 2m$. Therefore, the problem of measurement accuracy has been solved, and we can proceed with the measurement of large dynamic displacements of flapping wings.

Fig. 5-4. The tested MAV: a radio-controlled (RC) ornithopter.
5.2 Experimental Setup

The mechanical bird was tightened to a string, and hence it could only fly in a circular pattern, as shown in Fig. 5-5.

![Experimental setup for noncontact 3D dynamic measurement of the time-varying deformations of MAV flapping wings.](image)

We placed 33 flat circular retro-reflective markers having a diameter of 6 mm on the upper surface of the wings. Locations of the markers and some of their corresponding location numbers are shown in Fig. 5-6.
For each wing, five markers are placed on the leading edge, four markers are placed on each of the middle rods, two markers are placed on the foil-like wing surface, and three markers are placed on the center rod.

5.3 Experimental Results

After trying different frame rates, the best results were achieved at 300 FPS. At this frame rate, the camera system used the best resolution possible of 1280 x 1024 pixels. Signal processing software allowed us to make dynamic animation of the experiment that consisted of three thousand frames. Figure 5-7 shows ten separate time-varying wing geometries of the tested mechanical bird taken from this dynamic animation.
Figure 5-7 shows that the wing surface is meshed. This was done by using the EVaRT4.6 software to connect markers to create the wing geometry. With the help of this meshed surface, we can see the dynamic deformations of wings during flight. Detailed time-varying displacements of certain nodes are shown next. Figure 5-8 shows the close-up view of the time-varying wing geometries during one flapping cycle.

**Fig. 5-7. Collection of ten separate time-varying wing geometries during the flapping flight.**
From Fig. 5-8, it can be seen that the leading edge, rod $6 - 10$, as well as other two rods do not experience significant bending during flapping, which agrees with the numerical simulation presented in Chapter 4.
Figure 5-9 shows the time-varying x-location of markers 10 through 13.

It can be seen from Fig. 5-9 that marker 10 has the largest amplitude in x-direction that occurs on the first period. Therefore, this marker can be considered for calculation of the radius of MAV’s flying path. Marker 10 has a maximum of about 0.92 m and a minimum of about -0.6 m. Therefore, the diameter of the flying circle is calculated by summing up the maximum and the minimum values of marker 10, and then subtracting the length of the rod \( \overline{6-10} \), which is 0.205 m. Therefore, the diameter of the flying path is about 1.3 m. The length of the flying path is calculated as \( \pi D \) (where \( D \) is the diameter of the path) and is equal to about 4.77 m. From the same Fig. 5-9, we see that the period is about 1.5 seconds, and therefore, the velocity of the flying MAV is about 3.18 m/s. This velocity is a steady-state velocity that was achieved at the given experimental setup. More trials were performed to achieve adequate experimental results at higher speeds. However, at higher speeds, the wing’s upper surface that is intended to be seen by at least two cameras at any instant was moved to a plane that was not able to be seen by some
cameras. A different experimental setup with larger facility with larger quantity of cameras is suggested.

Figure 5-10(a) shows the time-varying $z$-locations of markers 6 and 10 through 14, and Fig. 5-10(b) shows the time-varying $z$-locations of markers 6 through 10.

![Figure 5-10. Experimental results: (a) time-varying $z$-location of markers 6 and 10-14; (b) time-varying $z$-locations of markers 6-10.](image)

By analyzing Fig. 5-10(a), we can see that markers 10 through 13 reach their respective maximums in $z$-direction at different times. This indicates that the flapping motion contains at least two first modes that were shown earlier in Figs. 4-3 and 4-4 in Chapter 4.

From Fig. 5-10(a), we also can see that the period of flapping is about 0.2 seconds, and
therefore, the flapping frequency is calculated as $\frac{1}{T}$ (where $T$ is the flapping period) and is equal to 5 Hz. Taking marker 6 as a reference node, we can see that markers 10 through 13 oscillate about it. Also, knowing that marker 10 is located on the tip of the leading edge of the wing, we can see that the upstroke takes more time than the downstroke. In other words, the angular velocity of the wing about $x$-axis is slower during upstroke than during downstroke. This observation agrees with the experimental observations of small birds at slow speeds [35]. In our case, mechanically, it can be explained by the use of the crank mechanism on the DC motor’s shaft.

It’s also possible to calculate the reduced frequency, $k$, and Reynolds number, $Re$. The reduced frequency is given as $\frac{\pi f c_m}{V_\infty}$, and $Re$ is given as $\frac{\rho V_\infty c_m}{\mu}$. The mean chord length is calculated from the geometry given in Fig. 5-6 to be about 0.1036 m. Then, for air density of $1.225 \text{ kg/m}^3$ and air dynamic viscosity of $1.7892 \times 10^{-5} \text{ kg/(s \cdot m)}$, the reduced frequency is calculated to be about 0.51, and $Re$ is about 22,600.\textsuperscript{11}

Since markers 6 and 10 are located on the leading edge, the maximum flapping angle can be calculated from their time traces shown in Fig. 5-10(b). It is estimated to be about $40^\circ$. The angle of the flapping axis with respect to the free stream velocity, $\theta_a$, is also calculated from Fig. 5-10(b) by using the time traces of points 6 and 14, which are located on the bird’s relative $x$-axis. It is estimated to be about $26^\circ$. Figs. 5-10(b) and 5-8 show that the leading edge, rod $6 - 10$, does not have significant bending during flapping, and this agrees with the numerical simulations described in Chapter 4.

\textsuperscript{11} Air density and air dynamic viscosity are taken from the Table 4-3 in Chap. 4.
5.4 Summary

The experimental procedure based on the developed noncontact measurement theory for static/dynamic testing of flexible multibody systems allows visualizing the flapping flight by using a high-speed camera system and the accompanied software package. Dynamically deformed wing geometries are obtained by tracing the three-dimensional instantaneous coordinates of retro-reflective markers adhered to the wing upper surfaces. This approach can be used for future experimental work. The results show that, besides obtaining wing deformed geometries, the flight kinematics can be calculated as well. However, the setup may require changes when it is used for measurement of MAVs at high flying speeds because it is difficult to capture the displacements of the entire wing. Moreover, using this experiment alone did not allow the calculation of aerodynamic forces. Thus, experimental results should be used in conjunction with numerical simulations for better understanding of flapping wing dynamics and mechanics.
Conclusions and Recommendations

This chapter summarizes the work done on numerical simulations and experiments on flapping wing dynamics. Also, some topics for future work are also presented.

6.1 Conclusions

This research offers a perspective into progress and challenges associated with the design of micro air vehicles and investigates the flapping flight dynamics of the MAV’s forward flight. The research attempts to systematize the available scientific information for MAV development. Also, it presents a new experimental approach for the development of MAVs that can also be used in other areas of engineering where dynamic results are required. Finally, the research utilizes a fully nonlinear finite element analysis coupled with the aerodynamic solution technique to investigate the deformation of the wing during flapping flight.

The experimental method is based on using noncontact sensors to measure the displacements of flapping wings during flight. The procedure is based on the developed noncontact measurement theory for static/dynamic testing of flexible multi-body systems which allows visualizing flapping flight by using a high-speed camera system and the accompanying software package. Dynamically deformed wing geometries are obtained by tracing the three-dimensional instantaneous coordinates of retro-reflective markers adhered to the wing upper surfaces.
The numerical simulations of the flapping-wing dynamics were performed by using a total-Lagrangian displacement-based nonlinear finite element code, GESA (Geometrically Exact Structural Analysis), which is capable of solving for large-amplitude dynamic elastic displacements and rotations of highly flexible wing structures. The GESA structural module was coupled with an aerodynamic module to produce results that incorporated not only the structural dynamics of the wing, but also the time-variable aerodynamic loads. The aerodynamic solver is based on the enhanced modified strip theory.

The experimental results show that, besides obtaining wing deformed geometries, the flight kinematics can be calculated as well. However, the setup may require changes when it is used for measurement of MAVs at high flying speeds because it is difficult to capture the displacements of the entire wing. Moreover, using this experiment alone did not allow the calculation of aerodynamic forces. Thus, experimental results should be used in conjunction with numerical simulations for better understanding flapping wing dynamics and mechanics.

Numerical simulations of flapping flight are separated into two parts. First, the simulation was performed without coupling the structural module with the aerodynamic module. The geometry of the numerical model was created using MAV, which was tested experimentally. The second numerical simulation was performed by combining the structural module with the aerodynamic module. The iterative approach allowed performing fully nonlinear simulations of flapping flight and computing displacements
and time-varying aerodynamic forces that act on the wing at a particular instant. This
time the geometry of the numerical model was a rigid plate-like rectangular wing. The
first numerical study was done for $Re$ around 22,600, and the second numerical study was
done for $Re$ around 6,400.

Results from the first series of numerical experiments show that, if the wing is modeled
as a beam-membrane structure, at a relatively low flapping frequency, the aerodynamic
forces that act on the wing will include the membrane’s inertial forces. As confirmed by
experimental results, at a low flapping frequency, particularly less than 5 Hz, the time-
varying dynamic change of the wing mostly contains the first three mode shapes achieved
by numerical simulation of the beam-membrane model. At a flapping frequency of 5 Hz,
the direct linear numerical simulations show that the beam-membrane model with a
uniform pretension of 0.02 N/m behaves most like the beam-plate model. Also, as results
show, for the beam-membrane model, MAV can be built using the front rod instead of
the initially given rods.

Results from the second series of nonlinear numerical experiments show the following.
First, because aerodynamic damping reduces the first natural frequency to become close
to the flapping frequency, the efficient flapping of a MAV should be at the frequency that
is close to the first aerodynamically-damped frequency. However, because MAV’s flight
speed changes and because the frequency depends on the flight speed, the first
aerodynamically-damped frequency would need to be adjusted according to the flight
speed. Second, the comparison of the wing deformation with and without aerodynamic
loads showed the delay of wing deformation peaks for the case with no aerodynamics and
no delay with added aerodynamics. This indicates that the aerodynamic forces dominate wing deformation over the structural deformation. This leads to the conclusion that aerodynamics is the major factor, and, apparently, should be designed first. Third, the aerodynamic forces computed by the enhanced modified strip theory are the concentrated loads. Ideally, a smoothly distributed load along the chord of each strip is required. Unfortunately, the distribution profile is not known, which could lead to a different deformed geometry profile. Thus, the proposed framework for the design of MAV is a reverse design process. First, it is reasonable to assume the aerodynamically efficient wing deformations for each time instant, and then design a wing structure that would satisfy the time-variable wing deformations assumed at the first step.

6.2 Recommendations for Future Work

Since the experimental approach produced adequate results, it should be incorporated into future research. It would be necessary to perform more experiments using different wing geometries. Also, flight patterns should be more flexible: MAV’s have to be able to fly not only in the circular manner. Different speeds should be investigated as well.

Next, all the experimental work should be numerically modeled and possibly validated by using the nonlinear structural module coupled with the aerodynamic module. Studies for different values of the reduced frequency as well as for different Reynolds numbers have to be performed. Possibly, numerical studies should also include the aspect ratio as a flight variable in the research. Also, it will be necessary to incorporate the pitching
motion, and numerical studies should include a combined plunging/pitching motion of wings.

Eventually, the proposed reversed design technique will have to be developed and incorporated into the research. It may include the recording of the ideally-efficient flight of a real bird or insect that later can be used for the development of efficient flapping flight using numerical modeling.
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