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David Covert<br>Dr. Alex Iosevich, Dissertation Supervisor


#### Abstract

This thesis is a compilation of work in which the author studies geometric configurations in finite fields and the integers modulo $q$. The results of this dissertation are threefold. First, we prove a finite field analog of the Furstenberg-Katznelson-Weiss theorem on triangles in $\mathbb{R}^{2}$. Second, we study volume sets in $\mathbb{F}_{q}^{d}$ and discuss some applications to sum-product problems. Finally, we study geometric combinatorics in $\mathbb{Z} / q \mathbb{Z}$. We generalize a result of Hart and Iosevich [27] which has applications to sum-product problems. Finally, we show that the $\mathbb{Z}_{q}^{d}$ analogue of a sphere with unital radius is $q^{d-1}$-dimensional.


## Chapter 1

## Introduction

### 1.1 Statement of Purpose

Geometric combinatorics ties together techniques from number theory, harmonic analysis, and combinatorics. A large subset of problems in geometric combinatorics asks one to answer the following question:

Question 1.1. How"large" must a set be in order to ensure that it contains certain geometric configurations?

Finite field models were originally studied as a "playground" of sorts for their Euclidean analogues. Using finite field models allows one to gain insight into a problem without having to worry about technical issues such as convergence. Often times, a thorough understanding of a problem in finite fields can translate to a good understanding of its Euclidean analogue. However, there are distinctions to be made between continuous and finite problems. A highly regarded paper of Dvir ([12]), for example, was able to establish the finite field analogue of the Kakeya conjecture, which, roughly speaking, stated that a set in a finite field containing a line in every direction had nearly full cardinality. The Euclidean version remains unsolved for $d \geq 3$. Dvir was able to use to his full advantage, the algebraic nature of finite fields, and he solved
the problem by showing that the only low-degree polynomial which could vanish on a Kakeya set was in fact the zero polynomial, which was enough to show that a Kakeya set is sufficiently large. However, this method does not immediately yield a result in the continuous setting. On the other hand, there are obstructions with which one must contend in finite fields that do not appear in Euclidean problems. For example, one must contend with nontrivial spheres with zero radius.

While finite field models have provided insight in how one might solve the analogue in Euclidean space, some finite field problems are interesting in their own right. Furthermore, once one is interested in finite field problems for their own sake, a natural generalization for which one might hope is to replace the finite field with the integers modulo $q$. In this dissertation, the author will discuss some results in geometric combinatorics arising in problems from finite fields and the integers modulo $q$.

A large portion of this thesis is based on methods of exponential sums combined with Fourier analytic methods. In particular we use to our advantage the notion of orthogonality. We typically want to find the size of certain algebraic varieties $A_{t}=\left\{x \in G^{d}: f(x)=t\right\}$, where $t \in G$ is a unit, and where $G$ is a finite abelian group. Utilizing orthogonality, we can then write

$$
\left|A_{t}\right|=|G|^{-1} \sum_{x \in G^{d}} \sum_{s \in G} \chi(s(f(x)-t))
$$

where $\chi$ is a nontrivial character on $G$. We hereby review the basics of Fourier analysis over finite abelian groups for completeness.

### 1.1.1 Fourier analysis over finite abelian groups

To obtain our results, we relied heavily on Fourier analytic techniques, and we review some properties here. Most of the Fourier analytic machinery can be stated for finite
abelian groups or even locally compact abelian groups $G$ (see, for example, [38]), though we need only restrict ourselves to the cases of finite fields and the set of integers modulo $q$. Here and throughout, $G$ will denote a finite abelian group, and we let $|E|$ denote the cardinality of the set $E \subset G$.

Recall that a character on G is a homomorphism from $G$ to the set $\mathbb{T}=\{z \in \mathbb{C}$ : $|z|=1\}$. The set of characters $G^{\wedge}$ has size $\left|G^{\wedge}\right|=|G|$, and it is a group (called the dual group) under the operation $\left(\chi_{1} \cdot \chi_{2}\right)(g)=\chi_{1}(g) \chi_{2}(g)$, for $\chi_{i} \in G^{\wedge}$ and $g \in G$. The inverse of a character $\chi \in G^{\wedge}$ is the character $\bar{\chi}$, which is the complex conjugate of $\chi$. The character $\chi \equiv 1$ is typically called the trivial character on $G$, and we refer to all other characters as nontrivial. One of the most basic, and yet most useful properties of characters is their orthogonality:

Lemma 1.2. Let $H$ be a subgroup of a finite abelian group $G$ and $\chi$ a character on G. Then,

$$
\frac{1}{|H|} \sum_{h \in H} \chi(h)= \begin{cases}1 & \chi_{\left.\right|_{H}} \text { is the trivial character } \\ 0 & \text { otherwise }\end{cases}
$$

In particular, $\frac{1}{|G|} \sum_{g \in G} \chi(g)=1$ if $\chi$ is the trivial character, and zero otherwise.
We now consider separately the cases of finite fields and integers modulo $q$.

### 1.1.2 Finite Fields

Recall that a finite field $\mathbb{F}_{q}$ must have cardinality $q=p^{\ell}$, where $p$ is a prime. Viewing $\mathbb{F}_{q}$ as a field extension of $\mathbb{F}_{p}$, we recall that the trace function

$$
\operatorname{Tr}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{p} \quad x \mapsto x+x^{p}+\cdots+x^{p^{\ell-1}}
$$

is linear, and it satisfies $\operatorname{Tr}\left(x^{q}\right)=\operatorname{Tr}(x)$, for all $x \in \mathbb{F}_{q}$. There are two types of characters to consider when working with finite fields. First are the characters on the
additive group $\left(\mathbb{F}_{q},+\right)$ which are called additive characters. The additive characters of $\mathbb{F}_{q}$ are all given by $\chi_{c}(x)=e_{p}(c \operatorname{Tr}(x))$, for some $c \in \mathbb{F}_{q}$, where $e_{n}(x)=\exp (2 \pi i x / n)$. When $c=1$, we call $\chi_{c}=\chi_{1}$ the canonical additive character of $\mathbb{F}_{q}$. The second type of characters are those on the multiplicative group $\mathbb{F}_{q}^{\times}$, which are simply called multiplicative characters (here and throughout if $R$ is a ring, then we denote the set of units in $R$ by $R^{\times}$). Let $g$ be an primitive element of $\mathbb{F}_{q}^{\times}$. Then every multiplicative character is of the form $\psi_{c}\left(g^{j}\right)=e_{q-1}(c j)$, where $c \in\{0, \ldots, q-2\}$. Of particular importance is the unique multiplicative character $\eta$ which annihilates the squares of elements in $\mathbb{F}_{q}^{\times}$. Using the notation as above, $\eta(x)=\psi_{\frac{q-1}{2}}(x)$, and when $q=p$ is prime, $\eta$ is called the Legendre symbol of $\mathbb{F}_{p}$. We also note that all characters on $\mathbb{F}_{q}^{d}$, the $d$-dimensional vector space over $\mathbb{F}_{q}$, are of the form $\chi_{v}(x)=\chi(v \cdot x)$, where $v \in \mathbb{F}_{q}^{d}$ and $\chi$ is a nontrivial additive character of $\mathbb{F}_{q}$. We use Lemma 1.2 as follows:

Lemma 1.3 (Orthogonality).

$$
q^{-d} \sum_{x \in \mathbb{F}_{q}^{d}} \chi(x \cdot m)= \begin{cases}1 & m=(0, \ldots, 0)  \tag{1.1}\\ 0 & m \neq(0, \ldots, 0)\end{cases}
$$

### 1.1.3 Fourier analysis in $\mathbb{F}_{q}$

Let $\chi$ denote a nontrivial additive character of $\mathbb{F}_{q}$. For a function $f: \mathbb{F}_{q}^{d} \rightarrow \mathbb{C}$, put

$$
\begin{equation*}
\widehat{f}(m)=q^{-d} \sum_{x \in \mathbb{F}_{q}^{d}} f(x) \chi(-x \cdot m) \tag{1.2}
\end{equation*}
$$

In turn, Lemma 1.3 has the following consequences:

Lemma 1.4. Let $f, g: \mathbb{F}_{q}^{d} \rightarrow \mathbb{C}$. Then,

$$
\begin{align*}
& f(x)=\sum_{m \in \mathbb{F}_{q}^{d}} \widehat{f}(m) \chi(x \cdot m)  \tag{1.3}\\
& q^{-d} \sum_{x \in \mathbb{F}_{q}^{d}} f(x) \overline{g(x)}=\sum_{m \in \mathbb{F}_{q}^{d}} \widehat{f}(m) \overline{\hat{g}(m)} \tag{1.4}
\end{align*}
$$

In particular, if $f=g$, then we get Plancherel's identity:

$$
q^{-d}\|f\|_{2}^{2}=\|\widehat{f}\|_{2}^{2}
$$

Proof. We start with (1.3). We write

$$
\begin{aligned}
\sum_{x \in \mathbb{F}_{q}^{d}} \widehat{f}(m) \chi(x \cdot m) & =q^{-d} \sum_{m \in \mathbb{F}_{q}^{d}} \sum_{y \in \mathbb{F}_{q}^{d}} f(y) \chi(-y \cdot m) \chi(x \cdot m) \\
& =q^{-d} \sum_{y \in \mathbb{F}_{q}^{d}} f(y) \sum_{m \in \mathbb{F}_{q}^{d}} \chi(m \cdot(x-y)) \\
& =f(x) .
\end{aligned}
$$

Similarly for (1.4), we have

$$
\begin{aligned}
\sum_{m \in \mathbb{F}_{q}^{d}} \widehat{f}(m) \overline{\widehat{g}(m)} & =q^{-2 d} \sum_{m \in \mathbb{F}_{q}^{d}} \sum_{x \in \mathbb{F}_{q}^{d}} f(x) \overline{g(y)} \chi(-x \cdot m) \chi(y \cdot m) \\
& =q^{-2 d} \sum_{x, y \in \mathbb{F}_{q}^{d}} f(x) \overline{g(y)} \sum_{m \in \mathbb{F}_{q}^{d}} \chi(m \cdot(x-y)) \\
& =q^{-d} \sum_{x \in \mathbb{F}_{q}^{d}} f(x) \overline{g(x)}
\end{aligned}
$$

### 1.1.4 Fourier analysis in $\mathbb{Z}_{q}$

It is customary to write the set of integers modulo $q$ as $\mathbb{Z} / q \mathbb{Z}$, although we have found the notation $\mathbb{Z}_{q}$ more convenient. The characters on the additive cyclic group $\mathbb{Z}_{q}$ are all of the form $\chi_{c}(x)=e_{q}(c x)$ for $c \in \mathbb{Z}_{q}$, and we henceforth refer to them as (additive) characters mod $q$. We will work over the space $\mathbb{Z}_{q}^{d}$, the $d$-fold Cartesian product of the ring $\mathbb{Z}_{q}$. Since $\mathbb{Z}_{q}$ is not in general a field, the set $\mathbb{Z}_{q}^{d}$ is not in general a vector space. However, $\mathbb{Z}_{q}^{d}$ is a free module over $\mathbb{Z}_{q}$ with rank $d$, and we will not worry too much about the distinction. All characters on $\mathbb{Z}_{q}^{d}$ are of the form $\chi_{z}(x)=\chi(x \cdot z)$, where $z \in \mathbb{Z}_{q}$ and $\chi$ is a nontrivial character $\bmod q$. Let $\chi$ denote a character $\bmod$
$q$, and let $f: \mathbb{Z}_{q}^{d} \rightarrow \mathbb{C}$. Then, in analogy with the finite field case,

$$
\widehat{f}(m)=q^{-d} \sum_{x \in \mathbb{Z}_{q}^{d}} f(x) \chi(-x \cdot m) .
$$

We also have the following analogies of Lemma 1.3, (1.3), and (1.4).

Lemma 1.5. Let $\chi$ denote a nontrivial character $\bmod q$ and let $f, g: \mathbb{Z}_{q}^{d} \rightarrow \mathbb{C}$. Then,

$$
\begin{array}{ll}
q^{-d} \sum_{x \in \mathbb{Z}_{q}^{d}} \chi(x \cdot m)= \begin{cases}1 & m=(0, \ldots, 0) \\
0 & \text { otherwise }\end{cases} \\
f(x)=q^{-d} \sum_{m \in \mathbb{Z}_{q}^{d}} \widehat{f}(m) \chi(x \cdot m) & \text { (orthogonality) } \\
q^{-d} \sum_{x \in \mathbb{Z}_{q}^{d}} f(x) \overline{g(x)}=\sum_{m \in \mathbb{Z}_{q}^{d}} \widehat{f}(m) \overline{\widehat{g}(m)} & \text { (inversion) } \tag{1.7}
\end{array}
$$

Proof. The proof follows line for line as in the finite field case.

We also note that characters on the multiplicative subgroup $\mathbb{Z}_{q}^{\times}$are called Dirichlet characters $(\bmod q)$, and they will be utilized in the auxiliary lemmas in Chapter 4.

### 1.1.5 Notations

We will abuse notation and write $E$ for the characteristic function of $E$. We write $X \lesssim Y$ to mean that there exists some positive constant $c$ so that $X \leq c Y$. Similarly, $X \gtrsim Y$ will mean that $Y \lesssim X$, and $X \approx Y$ will mean that both $X \lesssim Y$ and $X \gtrsim Y$ hold simultaneously. We will also write $X \ll Y$ (respectively, $X \gg Y$ ) to emphasize that $X \leq c Y$ (respectively, $X \geq c Y$ ) for a sufficiently small (respectively, large) constant $c$. Furthermore, we write $X \sim Y$, to mean that with respect to some parameter, we have $\lim X / Y=1$. Given a ring $R$, we use $R^{\times}$to denote the set of units in $R$. Finally, for a function $f: \mathbb{F}_{q}^{d} \rightarrow \mathbb{C}$ we write

$$
\|f\|_{p}=\left(\sum_{x \in \mathbb{F}_{q}^{d}}|f(x)|^{p}\right)^{\frac{1}{p}}
$$

## Chapter 2

## $k$-point Configurations

### 2.1 Background

Given a set $E \subset \mathbb{R}^{d}$, define its distance set as $\Delta(E)=\{|x-y|: x, y \in E\}$, where $|\cdot|$ denotes the usual Euclidean distance. In 1946, Erdős ([15]) posed the following question, now known as the Erdős distance problem.

Question 2.1. Let $E \subset \mathbb{R}^{d}$, and let $g(n)=\min \{|\Delta(E)|:|E|=n\}$. What is the best lower bound one can achieve for $g(n)$ ?

Remark 2.2. Erdős showed that $g(n) \gtrsim n^{1 / d}$ for all $d \geq 2$, and he conjectured

$$
g(n) \gtrsim\left\{\begin{array}{cc}
\frac{n}{\sqrt{\log n}} & d=2 \\
n^{\frac{2}{d}} & d \geq 3
\end{array}\right.
$$

Very recently, Katz and Guth ([25]), were successful in showing that for $d=2$, one has $g(n) \gtrsim \frac{n}{\log n}$, a very near optimal bound. One can find a nearly complete history of the Erdős distance problem in [22].

Later, Falconer considered a continuous version of the Erdős distance problem. He showed $([17])$ that if $E \subset \mathbb{R}^{d}$ has Hausdorff dimension $\operatorname{dim}_{H}(E)>\frac{d+1}{2}$, then $\Delta(E)$, the distance set determined by $E$, has positive Lebesgue measure. He also exhibited a set $F \subset \mathbb{R}^{d}$ with Hausdorff dimension $\operatorname{dim}_{H}(F)=\frac{d}{2}$, whose distance set had measure
zero. These two findings led to what is now called the Falconer distance conjecture:

Conjecture 2.3. Suppose that $E \subset \mathbb{R}^{d}$ has Hausdorff dimension $\operatorname{dim}_{H}(E)>\frac{d}{2}$. Then its distance set, $\Delta(E)$, has positive Lebesgue measure.

Remark 2.4. The best know results towards a resolution of the Falconer distance conjecture belong to Wolff $(d=2$, [47]) and Erdoğan $(d \geq 3$, [14]) who have shown that $\Delta(E)$ has positive Lebesgue measure so long as $\operatorname{dim}_{H}(E)>\frac{d}{2}+\frac{1}{3}$.

After carefully considering these two problems concerning distances, one can be led toward generalizations in many directions. For instance, one can study analogues of these statements in finite fields (see, for example [8, 28, 32, 36]). Viewing distances as "2-point configurations", one can also ask what happens for $k$-point configurations. For example, given a finite set $E \subset \mathbb{R}^{d}$, what is the minimal number distinct triangles determined by $E$ ? A result in a similar spirit is the following result of Furstenberg, Katznelson, and Weiss ([18]).

Theorem 2.5. Let $E \subset \mathbb{R}^{2}$ be a set of positive upper Lebesgue measure:

$$
\bar{D}(E)=\limsup _{R \rightarrow \infty} \frac{\left|E \cap B_{R}\right|}{\left|B_{R}\right|}>0
$$

where $|\cdot|$ denotes Lebesgue measure, and $B_{R}$ is a ball of radius $R$ centered at the origin. Then, given $\delta>0$ and $T=\{\overrightarrow{0}, u, v\} \subset \mathbb{R}^{2}$, there exists a threshold $\ell_{0}$ such that for all $\ell>\ell_{0}, E_{\delta}$ contains a congruent copy of $\ell T=\{\overrightarrow{0}, \ell u, \ell v\}$.

Remark 2.6. Bourgain ([1]) was able to show that if the given triangle is an arithmetic progression $\{0, u, 2 u\}$, then taking the $\delta$-neighborhood of $E$ is in fact necessary to maintain the validity of Theorem 2.5. It is unknown whether the $\delta$-neighborhood of $E$ can be replaced simply by $E$ when the triangle is non-degenerate.

### 2.2 Results

Many $k$-point configuration problems have been studied, notably in finite field geometries (see, for example, $[8,26,37,45,48]$ ). Throughout the remainder of this chapter, however, we will explore a finite field analogue of Theorem 2.5. For ease and clarity, we make the following definitions.

Definition 2.7. A $k$-simplex (which we just call a simplex, when the context is clear) is a set of $(k+1)$-points in $\mathbb{F}_{q}^{d}$ spanning a $k$-dimensional subspace.

We will say that two $k$-simplices $\Delta$ and $\Delta^{\prime}$ are congruent if there exists an orthogonal map $O \in O_{d}\left(\mathbb{F}_{q}\right)$ and a vector $\tau \in \mathbb{F}_{q}^{d}$ such that $\Delta=O\left(\Delta^{\prime}\right)+\tau$. Note that this congruence is an equivalence relation, and we then consider the set of resulting equivalence classes

$$
T_{k}(E)=\left\{\Delta \in E^{k+1}\right\} \backslash \sim .
$$

Note also that $T_{k}(E)$ can be viewed as a natural subset of $\mathbb{F}_{q}^{\left(k_{2}^{k+1}\right)}$ (see Lemma 2.10 below). Our main result of this section is the following theorem which appeared in [10]:

Theorem 2.8. Let $E \subset \mathbb{F}_{q}^{d}$ have size $|E| \geq \rho q^{d}$, where $q^{-\frac{1}{2}} \ll \rho \leq 1$. Then, there exists a constant $c$ so that

$$
\left|T_{d}(E)\right| \geq c \rho^{d-1} q^{\binom{d+1}{2}}
$$

In other words, when $E \subset \mathbb{F}_{q}^{d}$ has density $\rho$ as above, the set of d-simplices determined by $E$ has density $\geq c \rho^{d-1}$.

Remark 2.9. The assumption that $|E| \geq \rho q^{d}$ implies that the number of $(d+1)$-point configurations determined by $E$ (up to congruence) is no less than

$$
\frac{|E|^{d+1}}{\rho q^{d} \cdot q^{\binom{d}{2}}} \geq \rho^{d} q^{\binom{d+1}{2}},
$$

since the size of the subset of the translation group that maps points in $E$ to a set of size $E$ is no larger than $|E|=\rho q^{d}$ and the rotation group is of size $\approx q^{\binom{d}{2}}$. Our result shaves off a power of $\rho$ from the trivial estimate.

### 2.3 Proof of Results

### 2.3.1 Proof of Theorem 2.8

Here, we roughly state the argument. We prove Theorem 2.8 by first making a reduction to a statistical statement about hinges (the term "hinges" is defined below). Having made this reduction, we next show, using a pigeon-holing argument, that for some $x \in E$, the hinge is large. To finish the argument, we realize a dichotomy. If the number of transformations mapping the hinge to itself is small, then a purely probabilistic argument gives that the number of distinct (incongruent) $(d+1)$-point configurations is what we claim. Otherwise, if the number of transformations mapping the hinge to itself is large, then a purely combinatorial gives the result.

We start with the statistical reduction. We observe that if $|E| \geq \rho q^{d}$, for $\rho$ as in Theorem 2.8, then it suffices to show that

$$
\begin{equation*}
\left|\left\{\left(a_{i_{j}}\right)_{1 \leq i<j \leq d+1} \in \mathbb{F}_{q}^{\binom{d+1}{2}}:\left|R_{a}(E)\right|>0\right\}\right| \geq c \rho^{d-1} q^{\binom{d+1}{2}} \tag{2.1}
\end{equation*}
$$

where

$$
R_{a}(E)=\left\{\left(y^{1}, \ldots, y^{d+1}\right) \in E \times \cdots \times E:\left\|y^{i}-y^{j}\right\|=a_{i, j}\right\}
$$

and for $x \in \mathbb{F}_{q}^{d}$,

$$
\|x\|=x_{1}^{2}+\cdots+x_{d}^{2} .
$$

This follows immediately from the following simple linear algebra lemma.

Lemma 2.10. Let $V$ be a simplex with vertices $V_{i} \in \mathbb{F}_{q}^{d}$, where $i=0, \ldots, k$. Let $V^{\prime}$ be another simplex with vertices $V_{i}^{\prime} \in \mathbb{F}_{q}^{d}$ also for $i=0, \ldots, k$. Suppose further that

$$
\begin{equation*}
\left\|V_{i}-V_{j}\right\|=\left\|V_{i}^{\prime}-V_{j}^{\prime}\right\| \tag{2.2}
\end{equation*}
$$

for all $i, j$. Then $V$ and $V^{\prime}$ are congruent (i.e., they are members of the same equivalence class of $T_{k}(E)$ ).

We will postpone the proof of Lemma 2.10. Our main estimate is the following:

Theorem 2.11. Suppose that $\alpha_{i} \in \mathbb{F}_{q}^{\times}$for $i=1, \ldots, d$, and let $E \subset \mathbb{F}_{q}^{d}$. Then,

$$
\left|\left\{\left(x, x^{1}, \ldots, x^{d}\right) \in E \times \cdots \times E:\left\|x-x^{i}\right\|=\alpha_{i}\right\}\right|=\frac{|E|^{d+1}}{q^{d}}(1+o(1)) \quad(q \rightarrow \infty)
$$

whenever $|E| \gg q^{d-\frac{1}{2}}$.

We again postpone the proof of Theorem 2.11.

Remark 2.12. The threshold $q^{-\frac{1}{2}} \ll \rho \leq 1$ in Theorem 2.8 is a direct consequence of Theorem 2.11. While the exponent $q^{d-\frac{1}{2}}$ is nontrivial, we believe the correct exponent to be closer to $q^{\frac{d+1}{2}}$, although we have been unsuccessful in showing this is true.

Theorem 2.11 then implies that there exists an element $x \in E$ so that

$$
\begin{equation*}
\left|\left\{\left(x^{1}, \ldots, x^{d}\right) \in E \times \cdots \times E:\left\|x-x^{i}\right\|=\alpha_{i}\right\}\right| \geq \frac{|E|^{d}}{q^{d}}(1+o(1)) \tag{2.3}
\end{equation*}
$$

Fix a $d$-tuple $\alpha=\left(\alpha_{i}\right)_{1 \leq i \leq d}$ with $\alpha_{i} \in \mathbb{F}_{q}^{\times}$for $i=1, \ldots, d$. We define the hinge $h_{x, \alpha}$ to be the set $\left\{\left(x^{1}, \ldots, x^{d}\right) \in E \times \cdots \times E:\left\|x-x^{i}\right\|=\alpha_{i}\right\}$. Let $M_{x, \alpha} \subset O_{d}\left(\mathbb{F}_{q}\right)$ denote the set of $d \times d$ orthogonal matrices which map the set $h_{x, \alpha}$ to itself. That is, we set $M_{x, \alpha}=\left\{O \in O_{d}\left(\mathbb{F}_{q}\right): O\left(h_{x, \alpha}\right)=h_{x, \alpha}\right\}$. Finally, put $A_{i}=\left\{x^{i} \in E:\left\|x-x^{i}\right\|=\alpha_{i}\right\}$, where the set is indexed in $i$ according to the distance $\alpha_{i} \in \mathbb{F}_{q}^{\times}$.

Using the notation as above, we consider three cases: when $\left|M_{x, \alpha}\right|$ is small, when at least one set $A_{i}$ is small (which we will see forces $\left|M_{x, \alpha}\right|$ to be small), and when each $A_{i}$ and $M_{x, \alpha}$ are large.

In the first case, suppose that $\left|M_{x, \alpha}\right| \lesssim \rho q^{\binom{d}{2}}$. Then, (2.3) immediately implies that the number of distinct $d$-point configurations between the $d$ sets $A_{i}$ is

$$
\begin{equation*}
\geq \frac{\left|h_{x, \alpha}\right|}{\left|M_{x, \alpha}\right|} \geq \frac{|E|^{d} q^{-d}(1+o(1))}{\rho q^{\binom{d}{2}}} \geq c \rho^{d-1} q^{\binom{d}{2}} . \tag{2.4}
\end{equation*}
$$

In the second case, suppose that one of the sets $A_{i}$ has size $\left|A_{i}\right| \leq \rho q^{d-1}$ for some i. We then utilize the orbit-stabilizer theorem from elementary group theory:

Proposition 2.13 ([34]). Let a group $G$ act on a set $S$. Let $G s=\{g s: g \in G\}$ be the orbit of $s \in S$, and $G_{s}=\{g: g s=s\}$ the isotropy group of $s \in S$. Then there is a bijection between $G s$ and $G / G_{s}$. Consequently,

$$
|G s|=\left(G: G_{s}\right)=|G| /\left|G_{s}\right| .
$$

We let the group $O_{d}\left(\mathbb{F}_{q}\right)$ act on $\mathbb{F}_{q}^{d}$. Recalling that $\left|O_{d}\left(\mathbb{F}_{q}\right)\right| \approx q^{\binom{d}{2}}$, and since orthogonal maps preserve the length of a certain vector, we get that the size of the orbit of any point is exactly $q^{d-1}$. Hence, picking some $z$ from the previously mentioned set $A_{i}$, we get that the size of the stabilizer group of this element $z$ is

$$
\left|G_{z}\right|=\frac{|G|}{|G z|} \approx \frac{q^{\binom{d}{2}}}{q^{d-1}}
$$

The final element here is to notice that

$$
\left|M_{x, \alpha}\right| \leq\left|G_{z}\right|\left|A_{i}\right| \lesssim \frac{q^{\binom{d}{2}}}{q^{d-1}} \cdot \rho q^{d-1}=\rho q^{\binom{d}{2}},
$$

since the number of hinge-preserving orthogonal matrices is no more than the number of orthogonal transformations which fix a given vector $z \in A_{i}$, times the number of choices for that vector $z$. Indeed, this forces $\left|M_{x, \alpha}\right| \lesssim \rho q^{\binom{d}{2}}$, and we then proceed as in the first case getting the correct amount of distinct $d$-point configurations by pigeon-holing.

The final case follows by a result of Steven Senger ([10]).
Theorem 2.14. Let $\left|A_{i}\right|>\rho q^{d-1}$ and $\left|M_{x, \alpha}\right| \gtrsim \rho q^{\binom{d}{2}}$. Then, we can find at least $c \rho^{d-1} q^{\binom{d}{2}}$ distinct d-point configurations among the sets $A_{i}$.

We see that in any case, there exist no less than $c \rho^{d-1} q^{\binom{d}{2}}$ many distinct $d$-point configurations. Since this holds for any fixed vector $\alpha=\left(\alpha_{i}\right)_{i=1}^{d}$, and since there are $q-1$ choices for each $\alpha_{i} \in \mathbb{F}_{q} \backslash\{0\}$, then there are at least

$$
c \rho^{d-1} q^{\binom{d}{2}}(q-1)^{d} \geq c \rho^{d-1} q^{\binom{d+1}{2}}
$$

many distinct $(d+1)$-point configurations determined by $E$. This completes the proof of Theorem 2.8 modulo the proofs of Theorem 2.11 and Lemma 2.10.

### 2.3.2 Proof of Theorem 2.11

To prove Theorem 2.11 we will actually prove the following more general result.

Theorem 2.15. Let $r>2$ be an integer, and let $H_{r, \alpha}$ represent the set of $r$-hinges, with distances $\alpha=\left\{\alpha_{i}\right\}_{i=1}^{r-1}$, which are present in $E$. That is,

$$
H_{r, \alpha}=\left\{\left(x, x^{1}, \ldots x^{r-1}\right) \in E \times \cdots \times E:\left\|x-x^{i}\right\|=\alpha_{i}\right\}
$$

where $\alpha_{i} \neq 0$ for $i=1, \ldots, r-1$. Then,

$$
\left|H_{r, \alpha}\right|=\frac{|E|^{r}}{q^{r-1}}(1+o(1)),
$$

whenever $|E| \gg q^{\frac{2 r-5}{2 r-4} d+\frac{1}{2 r-4}}$

Setting $r=d+1$ in Theorem 2.15 gives Theorem 2.11. in order to complete the proof, we will need the following estimates.

Lemma 2.16. Let $S_{t}=\left\{x \in \mathbb{F}_{q}^{d}:\|x\|=t\right\}$. Identify $S_{t}$ with its characteristic function. For $t \neq 0$,

$$
\begin{equation*}
\left|S_{t}\right|=q^{d-1}(1+o(1)) \tag{2.5}
\end{equation*}
$$

and if also $m \neq(0, \ldots, 0)$,

$$
\begin{equation*}
\left|\widehat{S}_{t}(m)\right| \leq 2 q^{-\frac{d+1}{2}} . \tag{2.6}
\end{equation*}
$$

As before, we will postpone the proof of Lemma 2.16. We will proceed with the proof of Theorem 2.11, and we induct on $r$. Before we handle the case $r=3$ we first observe the following estimate which originally appeared in [32].

Lemma 2.17. Using the notation as above, we have $\left|H_{2, \alpha}\right|=\frac{|E|^{2}}{q}+O\left(q^{\frac{d-1}{2}}|E|\right)$.

To see this, write

$$
\begin{aligned}
\left|H_{2, \alpha}\right| & =\sum_{x, y} E(x) E(y) S(x-y) \\
& =q^{2 d} \sum_{m}|\widehat{E}(m)|^{2} \widehat{S}(m) \\
& =q^{-d}|E|^{2}|S|+q^{2 d} \sum_{m \neq 0}|\widehat{E}(m)|^{2} \widehat{S}(m)
\end{aligned}
$$

and

$$
\left.\left.q^{2 d}\left|\sum_{m \neq 0}\right| \widehat{E}(m)\right|^{2} \widehat{S}(m)\left|\leq 2 q^{2 d} q^{-\frac{d+1}{2}} q^{-d}\right| E\left|=2 q^{\frac{d-1}{2}}\right| E \right\rvert\, .
$$

We now illustrate the base step. First we write

$$
\left|H_{3, \alpha}\right|=\sum_{x \in E}|E \cap(x-S)|^{2}
$$

Note that

$$
\begin{aligned}
|E \cap(x-S)| & =\sum_{y} E(y) S(x-y) \\
& =q^{d} \sum_{m} \widehat{E}(m) \widehat{S}(m) \chi(m \cdot x) \\
& =|E||S| q^{-d}+q^{d} \sum_{m \neq 0} \widehat{E}(m) \widehat{S}(m) \chi(m \cdot x),
\end{aligned}
$$

which gives

$$
\begin{aligned}
& \qquad \begin{aligned}
\left|H_{3, \alpha}\right| & =\sum_{x \in E}|E \cap(x-S)|^{2} \\
& =|E|^{3}|S|^{2} q^{-2 d}+2|E||S| q^{d} \sum_{m \neq 0}|\widehat{E}(m)|^{2}|\widehat{S}(m)|+q^{2 d} \sum_{x}\left|\sum_{m \neq 0} \widehat{E}(m) \widehat{S}(m) \chi(m \cdot x)\right|^{2} \\
& =|E|^{3}|S|^{2} q^{-2 d}+O\left(|E|^{2}|S| q^{-d} q^{(d-1) / 2}+q^{3 d} \sum_{m \neq 0}|\widehat{E}(m)|^{2}|\widehat{S}(m)|^{2}\right) \\
& =|E|^{3}|S|^{2} q^{-2 d}+O\left(|E|^{2}|S| q^{-d} q^{(d-1) / 2}+q^{d-1}|E|\right)
\end{aligned} \\
& \text { If }|E| \gg q^{\frac{d+1}{2}} \text { then } \\
& \qquad\left|H_{3, \alpha}\right|
\end{aligned}
$$

For the inductive step, assume that we are in the case $\left|H_{r, \alpha}\right|=\frac{|E|^{r}}{q^{r-1}}(1+o(1))$ for
$|E| \gg q^{\frac{2 r-5}{2 r-4} d+\frac{1}{2 r-4}}$. We begin by writing

$$
\begin{aligned}
\left|H_{r+1, \alpha}\right| & =\sum_{x, x^{1}, \ldots, x^{r}} H_{r, \alpha}\left(x, x^{1}, \ldots, x^{r-1}\right) E\left(x^{r}\right) S\left(x-x^{r}\right) \\
& =q^{(r+1) d} \sum_{m} \widehat{H}_{r, \alpha}(m, 0, \ldots, 0) \widehat{S}(m) \widehat{E}(m) \\
& =q^{-d}|E||S|\left|H_{r, \alpha}\right|+q^{(r+1) d} \sum_{m \neq 0} \widehat{H}_{r, \alpha}(m, 0, \ldots, 0) \widehat{S}(m) \widehat{E}(m) \\
& =q^{-d}|E||S|\left|H_{r, \alpha}\right|+R .
\end{aligned}
$$

Applying Cauchy-Schwarz gives

$$
\begin{aligned}
R^{2} & \leq q^{2 d(r+1)} \sum_{m \neq 0}|\widehat{S}(m)|^{2}|\widehat{E}(m)|^{2} \sum_{m \neq 0}\left|\widehat{H}_{r, \alpha}(m, 0, \ldots, 0)\right|^{2} \\
& \lesssim q^{2 d(r+1)} q^{-d-1} q^{-d}|E| \sum_{m \neq 0}\left|\widehat{H}_{r, \alpha}(m, 0, \ldots, 0)\right|^{2} \\
& \leq q^{2 d r-1}|E| \sum_{m}\left|\widehat{H}_{r, \alpha}(m, 0, \ldots, 0)\right|^{2}
\end{aligned}
$$

Also, we have that

$$
\begin{aligned}
& \widehat{H}_{r, \alpha}(m, 0, \ldots, 0) \\
= & q^{-r d} \sum_{\substack{x, x^{1}, \ldots, x^{r-1}}} \chi(x \cdot m) E(x) E\left(x^{1}\right) \ldots E\left(x^{r-1}\right) S\left(x-x^{1}\right) \ldots S\left(x-x^{r-1}\right) \\
= & q^{-r d+d} \widehat{f}(m)
\end{aligned}
$$

where

$$
f(x)=E(x) \sum E\left(x^{1}\right) \ldots, E\left(x^{r-1}\right) S\left(x-x^{1}\right) \ldots S\left(x-x^{r-1}\right)=E(x)|E \cap(x-S)|^{r-1}
$$

Since $|E \cap(x-S)| \leq q^{d-1}$, it follows that

$$
\begin{aligned}
A=\sum_{m}\left|\widehat{H}_{r, \alpha}(m, 0, \ldots, 0)\right|^{2} & =q^{-2 r d+2 d} \sum_{m}|\widehat{f}(m)|^{2} \\
& =q^{-2 r d+d} \sum_{x}^{m}|f(x)|^{2} \\
& \leq q^{-2 r d+d}\left(q^{d-1}\right)^{2(r-2)}\left|H_{3, \alpha}\right|,
\end{aligned}
$$

and therefore,

$$
A \lesssim q^{-2 r d+d}\left(q^{d-1}\right)^{2(r-2)}|E|^{3} q^{-2}(1+o(1))
$$

Finally,

$$
R^{2} \lesssim q^{-3} q^{d}\left(q^{d-1}\right)^{2(r-2)}|E|^{4}(1+o(1)) \leq q^{(2 r-3) d-2 r+1}|E|^{4}(1+o(1))
$$

This implies that,

$$
\left|H_{r+1, \alpha}\right|=q^{-d}|E||S|\left|H_{r, \alpha}\right|+O\left(q^{d \frac{2 r-3}{2}-r+\frac{1}{2}}|E|^{2}\right),
$$

and we hence get

$$
\left|H_{r+1, \alpha}\right|=\frac{|E|^{r+1}}{q^{r}}(1+o(1)),
$$

whenever

$$
|E| \gg q^{\frac{2 r-3}{2 r-2} d+\frac{1}{2 r-2}} .
$$

Finally, to finish the proof of Theorem 2.11, it remains to prove Lemma 2.16. We first need the following well known result on Gauss sums.

Proposition 2.18 ([35]). Let $\chi$ denote a canonical additive character and $\psi$ denote the quadratic multiplicative character on $\mathbb{F}_{q}$ (or the Legendre symbol, when $q$ is prime).

For $a \in \mathbb{F}_{q}$, we have

$$
\begin{equation*}
\sum_{x \in \mathbb{F}_{q}} \chi\left(a x^{2}\right)=\eta(a) \sum_{x \in \mathbb{F}_{q}} \chi(x) \eta(x) . \tag{2.7}
\end{equation*}
$$

Furthermore, one has

$$
\sum_{x \in \mathbb{F}_{q}} \chi(x) \psi(x)=\lambda_{q} \cdot \sqrt{q}
$$

where $q=p^{\ell}$ and

$$
\lambda_{q}=\left\{\begin{array}{cl}
(-1)^{\ell-1} & p \equiv 1 \bmod 4  \tag{2.8}\\
(-1)^{\ell-1} i^{\ell} & p \equiv 3 \bmod 4
\end{array}\right.
$$

Proposition 2.19 ([31]). Let $\chi$ denote a nontrivial additive character on $\mathbb{F}_{q}$, and $\eta$ the quadratic multiplicative character of $\mathbb{F}_{q}$. Then,

$$
\begin{align*}
& \left|\sum_{x \in \mathbb{F}_{q}^{\times}} \chi\left(a x+b x^{-1}\right)\right| \leq 2 \sqrt{q}, \text { and }  \tag{2.9}\\
& \left|\sum_{x \in \mathbb{F}_{q}^{\times}} \chi\left(a x+b x^{-1}\right) \eta(x)\right| \leq 2 \sqrt{q} \tag{2.10}
\end{align*}
$$

Remark 2.20. The estimate (2.9) was originally due to $A$. Weil ([46]), and such sums are called Kloosterman sums. The sums appearing in (2.10) were first treated by Salié ([40]), and they are called Salié sums or twisted Kloosterman sums.

To prove Lemma 2.16, we apply orthogonality to see

$$
\begin{aligned}
\left|S_{t}\right|=\sum_{x \in \mathbb{F}_{q}} S_{t}(x) & =q^{-1} \sum_{s \in \mathbb{F}_{q}} \sum_{x \in \mathbb{F}_{q}^{d}} \chi\left(s x_{1}^{2}\right) \ldots \chi\left(s x_{d}^{2}\right) \chi(-s t) \\
& =q^{d-1}+R(t)
\end{aligned}
$$

where

$$
R(t)=q^{-1} \sum_{s \in \mathbb{F}_{q}^{㐅}} \sum_{x \in \mathbb{F}_{q}^{d}} \chi\left(s x_{1}^{2}\right) \ldots \chi\left(s x_{2}^{d}\right) \chi(-s t) .
$$

From Proposition 2.18, we have

$$
R(t)=q^{\frac{d-2}{2}} \lambda_{q}^{d} \sum_{s \in \mathbb{F}_{q}^{\times}} \eta^{d}(s) \chi(-s t),
$$

where $\lambda_{q} \in\{ \pm 1, \pm i\}$ is explicitly defined in Proposition 2.18 and depends only on $q$. Now, if $d$ is even, we have

$$
R(t)=q^{\frac{d-2}{2}} \lambda_{q}^{d} \sum_{s \in \mathbb{F}_{q}^{\times}} \chi(-s t)=-q^{\frac{d-2}{2}} \lambda_{q}^{d}
$$

Furthermore, if $d$ is odd, we have

$$
\begin{aligned}
R(t) & =q^{\frac{d-2}{2}} \lambda_{q}^{d} \eta\left(-t^{-1}\right) \sum_{s \in \mathbb{F}_{q}^{\times}} \eta(s) \chi(s) \\
& =q^{\frac{d-2}{2}} \lambda_{q}^{d} \eta\left(-t^{-1}\right)\left(\lambda_{q} q^{\frac{1}{2}}-1\right)
\end{aligned}
$$

In either case, $R(t)=o\left(q^{d-1}\right)$, and (2.5) follows. For (2.6), write

$$
\begin{aligned}
\widehat{S}_{t}(m) & =q^{-d} \sum_{x \in \mathbb{F}_{q}^{d}} S_{t}(x) \chi(-x \cdot m) \\
& =q^{-d-1} \sum_{s \in \mathbb{F}_{q}} \prod_{i=1}^{d} \sum_{x_{i} \in \mathbb{F}_{q}} \chi\left(s x_{i}^{2}\right) \chi\left(-x_{i} m_{i}\right) \chi(-s t) \\
& =q^{-d-1} \sum_{s \in \mathbb{F}_{q}^{\times}} \prod_{i=1}^{d} \sum_{x_{i} \in \mathbb{F}_{q}} \chi\left(s x_{i}^{2}-x_{i} m_{i}\right) \chi(-s t) \\
& =q^{-d-1} \sum_{s \in \mathbb{F}_{q}^{\times}} \prod_{i=1}^{d} \sum_{x_{i} \in \mathbb{F}_{q}} \chi\left(s\left(x_{i}-\frac{m_{i}}{2 s}\right)^{2}\right) \chi\left(-\frac{m_{i}}{4 s}\right) \chi(-s t) \\
& =q^{-d-1} \sum_{s \in \mathbb{F}_{q}^{\times}} \prod_{i=1}^{d} \sum_{x_{i} \in \mathbb{F}_{q}} \chi\left(s x_{i}^{2}\right) \chi\left(-\frac{\|m\|}{4 s}-s t\right) \\
& =q^{-d-1} \lambda_{q}^{d} q^{\frac{d}{2}} \sum_{s \in \mathbb{F}_{q}^{\times}} \eta^{d}(s) \chi\left(-\frac{\|m\|}{4 s}-s t\right)
\end{aligned}
$$

Applying Proposition 2.19, we see that $\left|\widehat{S}_{t}(m)\right| \leq q^{-\frac{d+2}{2}} \cdot 2 \sqrt{q}=2 q^{-\frac{d+1}{2}}$, as claimed.

### 2.3.3 Proof of Lemma 2.10

Let $\pi_{r}(x)$ denote the $r$-th coordinate of $x$. By translating, we may assume that $V_{0}=\overrightarrow{0}$. We may also assume that $V_{1}, \ldots, V_{k}$ are contained in $\mathbb{F}_{q}^{k}$. The condition that $\left\|V_{i}-V_{j}\right\|=\left\|V_{i}^{\prime}-V_{j}^{\prime}\right\|$ for all $i, j$ implies that

$$
\begin{equation*}
\sum_{r=1}^{k} \pi_{r}\left(V_{i}\right) \pi_{r}\left(V_{j}\right)=\sum_{r=1}^{k} \pi_{r}\left(V_{i}^{\prime}\right) \pi_{r}\left(V_{j}^{\prime}\right) \tag{2.11}
\end{equation*}
$$

Let $T$ be the transformation uniquely defined by $T\left(V_{i}\right)=V_{i}^{\prime}$. To show that $T$ is orthogonal it suffices to show that $\|T x\|=\|x\|$ for all $x$. By assumption, the $V_{i}$ 's
form a basis, so we have

$$
x=\sum_{i} t_{i} V_{i} .
$$

Thus, by (2.11), we have that

$$
\|T x\|=\sum_{r} \sum_{i, j} t_{i} t_{j} \pi_{r}\left(V_{i}^{\prime}\right) \pi_{r}\left(V_{j}^{\prime}\right)=\sum_{r} \sum_{i, j} t_{i} t_{j} \pi_{r}\left(V_{i}\right) \pi_{r}\left(V_{j}\right)=\|x\|
$$

giving the result.

## Chapter 3

## Volume Sets and Applications

### 3.1 Background

Given a subset $A$ of a ring $R$, we define its sumset and productset to be

$$
\begin{aligned}
A+A & =\left\{a_{1}+a_{2}: a_{i} \in A\right\}, \quad \text { and } \\
A \cdot A & =\left\{a_{1} \cdot a_{2}: a_{i} \in A\right\},
\end{aligned}
$$

respectively. A famous and still unresolved question posed by Erdős and Szemerédi ([16]) asks whether the sumset and productset of an arbitrary set of integers $A$ can both be small. Specifically, they conjectured:

Conjecture 3.1. Given any $\delta>0$, then there exists a constant $C_{\delta}$ so that

$$
\max \{|A+A|,|A \cdot A|\} \geq C_{\delta}|A|^{2-\delta}
$$

holds for all finite subsets $A \subset \mathbb{Z}$.

In other words, they ask if one can find a nontrivial lower bound on $|A \cdot A|+|A+A|$. The sum-product problem has a very rich history (see, for example [43] or [44] for a nice survey). It has been shown to have connections with geometric incidence theory, first by Elekes ([13]) when he deduced a sum-product bound using the SzemerédiTrotter theorem on incidences in the plane. As the incidence theory is based in $\mathbb{R}^{2}$,
the results of Elekes and Solymosi, hold also for finite sets of real numbers, with the integers as a special case. This sum-product problem has received much attention over the last few years, and the best results towards a resolution of the Conjecture 3.1 are due to Solymosi ([42]) who showed that when $A \subset \mathbb{R}$ is finite, one has

$$
\max \{|A+A|,|A \cdot A|\} \geq \frac{|A|^{\frac{4}{3}}}{4\lceil\log |A|\rceil}
$$

It is also noteworthy to mention that when either the sumset or productset of a set of integers is small, the other is large. See, for example, [7, 42, 43, 44], and the references contained therein. Furthermore, sum-product problems have received much attention in the setting of finite fields. There are, however, two new obstacles with which one must contend in the finite field case. First, incidence theory is simply not as well understood in finite fields, at least in comparison to the continuous case. Since the best known results are based on incidence theory, this presents a rather large problem. One therefore pursues sharper incidence results in hopes of obtaining better sum-product estimates. Secondly, one must also contend with the existence of subfields. For example, when $q=p^{2}$, the field $\mathbb{F}_{q}$ contains $\mathbb{F}_{p}$ as a subfield. Therefore, one usually works with sets satisfying either $|A| \gtrsim q^{\frac{1}{2}+\epsilon}$ or one works with $A \subset \mathbb{F}_{p}$.

One of the first contributions to the understanding of the sum-product problem in finite fields was a result of Bourgain, Katz, and Tao ([6]), where they showed the following result holds for finite fields with a prime number of elements.

Theorem 3.2. Let $A \subset \mathbb{F}_{p}$, where $p \equiv 3 \bmod 4$, and $p^{\delta}<|A|<p^{1-\delta}$, for some $\delta>0$. Then, there exist constants $c=c(\delta)$ and $\epsilon=\epsilon(\delta)>0$, such that

$$
\max \{|A+A|,|A \cdot A|\} \geq c(\delta)|A|^{1+\epsilon}
$$

where $\epsilon \rightarrow 0$ as $\delta \rightarrow 0$.

Remark 3.3. When $p \equiv 1 \bmod 4$, there is an element $i \in \mathbb{F}_{p}$ with $i^{2}=-1$. Therefore, one can construct a set $E=\left\{(t, i t): t \in \mathbb{F}_{p}\right\}$ with $\Delta(E)=\{0\}$. Furthermore, if one does not restrict to the case $|A|<p^{1-\delta}$, then $A=\mathbb{F}_{p}$ can in fact be a subring, and hence $|A+A|=|A \cdot A|=|A|$. Interestingly, the restriction $|A|>p^{\delta}$ has been found to be unnecessary, and it was removed in [5]. The proof of Theorem 3.2 ultimately relied on finding a suitably sharp incidence bound for $\mathbb{F}_{p}$.

The first concrete relationship between $\delta$ and $\epsilon(\delta)$ in Theorem 3.2 was given by Hart, Iosevich, and Solymosi ([29]) when they showed the following.

Theorem 3.4. Let $A \subset \mathbb{F}_{q}$, where $q$ is not necessarily prime. Then,

$$
|A|^{3} \lesssim q^{-1}|A+A|^{2}|A \cdot A||A|+q^{\frac{1}{2}}|A+A||A \cdot A| .
$$

In particular, when $q^{\frac{1}{2}} \lesssim|A| \lesssim q^{\frac{7}{10}}$, then one has

$$
\max \{|A+A|,|A \cdot A|\} \gtrsim \frac{|A|^{3 / 2}}{q^{1 / 4}}
$$

In a similar spirit, Garaev $([20])$ was able to show that for $A \subset \mathbb{F}_{p}$, one has

$$
|A+A||A \cdot A| \gtrsim \min \left\{p|A|, \frac{|A|^{4}}{p}\right\}
$$

and in particular, when $|A|>p^{\frac{2}{3}}$, this implies

$$
\max \{|A+A|,|A \cdot A|\} \gtrsim \sqrt{p|A|} .
$$

For small subsets of $\mathbb{F}_{p}$, building upon work of M. Garaev ([19]), Katz and Shen [33], and others, Rudnev has shown ([39]) that one has $\max \{|A+A|,|A \cdot A|\} \geq \frac{|A| \frac{12}{\Pi 1}}{(\log |A|)^{4 / 11}}$, whenever $|A|<\sqrt{p}$. Other lines of attack to study the sum-product phenomenon have
included studying the size of sets $\left|d A^{2}\right|([27])$, or more generally, studying $|f(A)|$, where $f$ is a polynomial in many variables (see, for example, $[21,33,41]$ and the references contain therein).

Matrices could also be of assistance to obtain a sum-product result. For example, consider the determinant of a $3 \times 3$ matrix with entries in $A \subset \mathbb{F}_{q}$ :

$$
\left|\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right|=a e i+b f g+c d h-c e g-b d i-a f h \in 3 A^{3}-3 A^{3} .
$$

It was was this hope of extracting information from the determinant of a $d \times d$ matrix to get a result on the size of $d A^{d}$ that led to our embarkment on the following project ([9]).

### 3.2 Results

For $x^{i} \in \mathbb{F}_{q}^{d}$, define $\operatorname{vol}\left(x^{1}, \ldots, x^{d}\right)=x^{1} \cdot\left(x^{2} \wedge \cdots \wedge x^{d}\right)$, where $\wedge$ denotes the wedge product

$$
u^{2} \wedge \cdots \wedge u^{n}=\operatorname{det}\left(\begin{array}{llll}
i & u^{2} & \ldots & u^{n}
\end{array}\right)
$$

where $i=\left(i_{1}, \ldots, i_{d}\right)$ is the set of coordinate directions in $\mathbb{F}_{q}^{d}$, and where $x \cdot y=$ $x_{1} y_{1}+\ldots x_{d} y_{d}$ is the usual dot product. For a set $E \subset \mathbb{F}_{q}^{d}$, we define its volume set as

$$
\operatorname{vol}(E)=\left\{\operatorname{vol}\left(x^{1}, \ldots, x^{d}\right): x^{i} \in E, \text { for } i=1, \ldots, d\right\} .
$$

Definition 3.5. We say $E \subset \mathbb{F}_{q}^{d}$ is Cartesian product-like if given any n-dimensional subspace $H_{n} \subset \mathbb{F}_{q}^{d}$, we have $\left|E \cap H_{n}\right| \lesssim|E|^{\frac{n}{d}}$.

Our main results are the following:
Theorem 3.6. Let $E \subset \mathbb{F}_{q}^{3}$ be Cartesian product-like. If $|E| \gtrsim q^{\frac{15}{8}}$, then

$$
\operatorname{vol}(E) \supset \mathbb{F}_{q}^{\times}
$$

Theorem 3.7. Suppose that $A \subset \mathbb{F}_{q}$ and $|A|>\sqrt{q}$. If $E=A \times \cdots \times A \subset \mathbb{F}_{q}^{d}$, then i) $\operatorname{vol}(E)=\mathbb{F}_{q}$, for $d \geq 4$.
ii) $|\operatorname{vol}(E)|>\frac{q}{2}$, for $d=3$.

### 3.3 Proof of Results

Our main investigative tools is the following incidence theorem:

Lemma 3.8. Let $B(x, y)$ be any non-degenerate bilinear form on $\mathbb{F}_{q}^{2}$. Suppose that $f, g: \mathbb{F}_{q}^{d} \rightarrow \mathbb{C}$, and put

$$
\nu(t)=\sum_{B(x, y)=t} f(x) g(y) .
$$

Then, for $t \neq 0$, we have

$$
\begin{equation*}
\nu(t)=\|f\|_{1}\|g\|_{1} q^{-1}+O\left(\|f\|_{2}\|g\|_{2} q^{\frac{d-1}{2}}\right) . \tag{3.1}
\end{equation*}
$$

Moreover, if we set $E=\operatorname{supp}(f)$, then whenever $\overrightarrow{0} \notin E$, we have

$$
\begin{equation*}
\sum_{t} \nu(t)^{2} \leq\|f\|_{2}^{2}\|g\|_{1}^{2}|E| q^{-1}+\|f\|_{2}^{2} q^{2 d-1} \sum_{k \neq \overrightarrow{0}}|\widehat{g}(k)|^{2}\left|E \cap \ell_{k}\right| \tag{3.2}
\end{equation*}
$$

where $\ell_{k}=\left\{t k: t \in \mathbb{F}_{q}^{\times}\right\}$.

Remark 3.9. Lemma 3.8 has already appeared in [27] and [28], in the realm where $B(x, y)=x \cdot y$ and $f(x)=g(x)=E(x)$, the characteristic function of the set $E$. Notice that in this scenario (3.1) and (3.2) take the form

$$
\begin{align*}
& \nu(t)=\frac{|E|^{2}}{q}+O\left(|E| q^{\frac{d-1}{2}}\right), \quad \text { and }  \tag{3.3}\\
& \sum_{t} \nu(t)^{2} \leq \frac{|E|^{4}}{q}+|E| q^{2 d-1} \sum_{k}|\widehat{E}(k)|^{2}\left|E \cap \ell_{k}\right| \tag{3.4}
\end{align*}
$$

respectively.

Proof. We let $\chi$ denote a nontrivial additive character on $\mathbb{F}_{q}$. As it can be any nontrivial additive character, we can replace $B(x, y)$ by the dot-product $x \cdot y$. We write

$$
\begin{aligned}
\nu(t) & =\sum_{B(x, y)=t} f(x) g(y) \\
& =q^{-1} \sum_{x, y} \sum_{s \in \mathbb{F}_{q}} \chi(s(x \cdot y-t)) f(x) g(y) \\
& =\|f\|_{1}\|g\|_{1} q^{-1}+q^{-1} \sum_{x, y} \sum_{s \in \mathbb{F}_{q}^{\times}} \chi(s(x \cdot y-t)) f(x) g(y) \\
& =\|f\|_{1}\|g\|_{1} q^{-1}+R(t) .
\end{aligned}
$$

Viewing the term $R(t)$ as a sum in $x$, and applying Cauchy-Schwarz, we see that

$$
\begin{aligned}
R(t)^{2} & \leq\|f\|_{2}^{2} q^{-2} \sum_{x} \sum_{y, y^{\prime}} \sum_{s, s^{\prime} \in \mathbb{F}_{q}^{\times}} g(y) g\left(y^{\prime}\right) \chi\left(x \cdot\left(s y-s^{\prime} y^{\prime}\right)\right) \chi\left(t\left(s^{\prime}-s\right)\right) \\
& =q^{d-2}\|f\|_{2}^{2} \sum_{\substack{s y=s^{\prime} y^{\prime} \\
s, s^{\prime} \in \mathbb{F}_{q}^{\times}}} g(y) g\left(y^{\prime}\right) \chi\left(t\left(s^{\prime}-s\right)\right) \\
& =q^{d-2}\|f\|_{2}^{2} \sum_{s \in \mathbb{F}_{q}^{\times}} \sum_{y}+q^{d-2}\|f\|_{2}^{2} \sum_{\substack{s y=s^{\prime} y^{\prime} \\
s, s^{\prime} \in \mathbb{F}_{q}^{\times} \\
s \neq s^{\prime}}} g(y) g\left(y^{\prime}\right) \chi\left(t\left(s^{\prime}-s\right)\right) \\
& =A+B .
\end{aligned}
$$

Now,

$$
A=q^{d-2}\|f\|_{2}^{2}\|g\|_{2}^{2}(q-1) \leq q^{d-1}\|f\|_{2}^{2}\|g\|_{2}^{2}
$$

Furthermore,

$$
\begin{aligned}
B & =q^{d-2}\|f\|_{2}^{2} \sum_{\substack{s y=s^{\prime} y^{\prime} \\
s, s^{\prime} \in \mathbb{F}_{q}^{\times} \\
s \neq s^{\prime}}} g(y) g\left(y^{\prime}\right) \chi\left(t\left(s^{\prime}-s\right)\right) \\
& =q^{d-2}\|f\|_{2}^{2} \sum_{\substack{a \in \mathbb{F}_{q}^{\times} \backslash\{1\}}} \sum_{b \in \mathbb{F}_{q}^{\times}} \sum_{y} g(y) g(a y) \chi(t b(1-a)) \\
& =-q^{d-2}\|f\|_{2}^{2} \sum_{a \in \mathbb{F}_{q}^{\times} \backslash\{1\}} \sum_{y} g(y) g(a y)
\end{aligned}
$$

For the $L^{2}$ estimate, we apply Cauchy-Schwarz once again to see that

$$
\nu(t)^{2} \leq\|f\|_{2}^{2} \sum_{B(x, y)=B\left(x, y^{\prime}\right)=t} E(x) g(y) g\left(y^{\prime}\right) .
$$

Thus,

$$
\begin{aligned}
\sum_{t} \nu(t)^{2} & \leq\|f\|_{2}^{2} \sum_{B(x, y)=B\left(x, y^{\prime}\right)} E(x) g(y) g\left(y^{\prime}\right) \\
& =q^{-1}\|f\|_{2}^{2} \sum_{x, y, y^{\prime}} \sum_{s} \chi\left(s\left(x \cdot y-x \cdot y^{\prime}\right)\right) E(x) g(y) g\left(y^{\prime}\right) \\
& =A+B
\end{aligned}
$$

where $A$ is the sum with $s=0$, and $B$ is the sum with $s \in \mathbb{F}_{q}^{\times}$. Thus,

$$
A=q^{-1}|E|\|f\|_{2}^{2}\|g\|_{1}^{2}
$$

and

$$
\begin{aligned}
B & =\|f\|_{2}^{2} q^{2 d-1} \sum_{s \in \mathbb{F}_{q}^{\times}} \sum_{x}|\widehat{g}(x)|^{2} E(s x) \\
& =\|f\|_{2}^{2} q^{2 d-1} \sum_{x}|\widehat{g}(x)|^{2}\left|E \cap \ell_{x}\right| \\
& =\|f\|_{2}^{2} q^{2 d-1} \sum_{x \neq 0}|\widehat{g}(x)|^{2}\left|E \cap \ell_{x}\right|,
\end{aligned}
$$

as $E$ does not contain the origin.

### 3.3.1 Proof of Theorem 3.6

Our plan is simply to apply Lemma 3.8 to particular functions $f$ and $g$. Throughout, we let $E \subset \mathbb{F}_{q}^{3}$ be Cartesian product-like. Put $f(x)=E(x)$, and note that $\|f\|_{1}=$ $\|f\|_{2}^{2}=|E|$. Put $g_{0}(x)=|\{(u, v) \in E \times E: u \wedge v=x\}|$, and note that $\left\|g_{0}\right\|_{1}=|E|^{2}$. Furthermore, we put $\nu_{0}(t)=|\{(x, y, z) \in E \times E \times E: \operatorname{vol}(x, y, z)=t\}|$, and we observe the equality

$$
\nu_{0}(t)=\sum_{x \cdot y=t} f(x) g_{0}(y) .
$$

Our plan of attack, then, is to show that $\nu_{0}(t)>0$ for all values of $t \neq 0$.
Throughout the calculations, the value $g_{0}(0,0,0)$ is too difficult to handle directly.
For this reason, we define a new function $g(x)$ where

$$
g(x)= \begin{cases}g_{0}(x) & x \neq(0,0,0) \\ 0 & x=(0,0,0)\end{cases}
$$

and similarly, we set

$$
\nu(t)=\sum_{x \cdot y=t} f(x) g(y)
$$

To finish the proof of Theorem 3.6, we need the following technical results.

Lemma 3.10. Let $\nu_{0}, \nu, g_{0}$, and $g$ be defined as above. Then,

$$
\left\|g_{0}\right\|_{1} \approx\|g\|_{1} \quad \text { and } \quad\left\|\nu_{0}\right\|_{1} \approx\|\nu\|_{1}
$$

Lemma 3.11. For the function $g(x)$ as above, we have

$$
\|g\|_{2} \lesssim\left\{\begin{array}{lc}
|E|^{\frac{7}{6}} \frac{1}{2}^{\frac{1}{2}} & q^{\frac{3}{2}} \lesssim|E| \lesssim q^{2} \\
|E|^{\frac{5}{3}} q^{-\frac{1}{2}} & |E| \gtrsim q^{2}
\end{array}\right.
$$

Finally, applying Lemma 3.8 to the functions $f(x)$ and $g(x)$ constructed above yields

$$
\nu(t)=q^{-1}\|f\|_{1}\|g\|_{1}+O\left(q^{\frac{d-1}{2}}\|f\|_{2}\|g\|_{2}\right)
$$

In the case $|E| \lesssim q^{2}$, we see that

$$
\nu(t)=|E|^{3} q^{-1}+O\left(q^{\frac{3}{2}}|E|^{\frac{5}{3}}\right),
$$

and it follows that $\nu(t)>0$, whenever $|E| \gg q^{\frac{15}{8}}$. In the range $|E| \gtrsim q^{2}$, we see that

$$
\nu(t)=|E|^{3} q^{-1}+O\left(q^{\frac{1}{2}}|E|^{\frac{13}{6}}\right),
$$

and $\nu(t)>0$ whenever $|E| \gg q^{\frac{9}{5}}$, which is always the case. It then follows that $\nu(t)>0$ for each $t \neq 0$, and hence $\operatorname{vol}(E) \supset \mathbb{F}_{q}^{\times}$, so long as $|E| \gg q^{\frac{15}{8}}$. It remains, however, to prove Lemma 3.10 Lemma 3.11.

The inequalities $\left\|\nu_{0}\right\|_{1} \approx\|\nu\|_{1}$ follows from $\left\|g_{0}\right\|_{1} \approx\|g\|_{1}$. We must therefore demonstrate that there exists constants $c_{1}$ and $c_{2}$, such that

$$
c_{1} \sum_{x} g_{0}(x) \geq \sum_{x} g(x) \geq c_{2} \sum_{x} g_{0}(x) .
$$

We can clearly take $c_{1}=1$, as $g_{0}(x) \geq g(x)$ for every $x$. Since, $\left\|g_{0}\right\|_{1}=|E|^{2}$, it only remains to show that

$$
\sum_{x} g(x) \gtrsim|E|^{2}
$$

and to do so, it simply suffices to show that $g_{0}(0,0,0)$ is not the dominant term, and hence its removal does not affect the $L^{1}$ bound for $g$. Therefore, it suffices to show that,

$$
g_{0}(0,0,0) \leq|E|^{\alpha}
$$

for some $\alpha<2$. However, this follows easily from the fact that

$$
\begin{aligned}
g_{0}(0,0,0) & =|\{(u, v) \in E \times E: u \wedge v=(0,0,0)\}| \\
& \leq|E| \max _{\ell \subset \mathbb{F}_{q}^{3}}|E \cap \ell| \leq|E|^{\frac{4}{3}},
\end{aligned}
$$

since $E$ is Cartesian product-like. Lemma 3.10 then follows.

## Proof of Lemma 3.11

Recall we aim to show that function $g(x)=|\{(u, v) \in E \times E: u \wedge v=x\}|$ for $x \neq(0, \ldots, 0)$ and $g(0)=0$ has the following $L^{2}$ bound:

$$
\|g\|_{2} \lesssim\left\{\begin{array}{lc}
|E|^{\frac{7}{6}} q^{\frac{1}{2}} & q^{\frac{3}{2}} \lesssim|E| \lesssim q^{2} \\
|E|^{\frac{5}{3}} q^{-\frac{1}{2}} & |E| \gtrsim q^{2}
\end{array}\right.
$$

Before we proceed, we require the following estimate:

Lemma 3.12. Let $G(2,3)$ be the set of all 2-dimensional subspaces in $\mathbb{F}_{q}^{3}$. Suppose that $E \subset \mathbb{F}_{q}^{3}$ is Cartesian product-like. Then,

$$
\begin{equation*}
\sum_{H \in G(2,3)}|E \cap H|^{2} \lesssim|E|^{2} \tag{3.5}
\end{equation*}
$$

whenever $|E| \gtrsim q^{\frac{3}{2}}$.
Proof. Note that the sum $\sum|E \cap H|^{2}$ ranging through $H \in G(2,3)$ counts all pairs of mutually orthogonal vectors exactly once, as each pair of orthogonal vectors determines a unique plane $H \in G(2,3)$. If two vectors are not orthogonal, then they both lie on the same line and hence are counted at most $O(q)$ times. Since each line contains at most $c|E|^{\frac{1}{3}}$ points of $E$, as $E$ is Cartesian product-like, it follows that

$$
\sum_{H \in G(2,3)}|E \cap H|^{2} \lesssim|E|^{2}+q|E|^{1 / 3} \cdot|E| \lesssim|E|^{2}
$$

whenever $|E| \gtrsim q^{\frac{3}{2}}$, as claimed.

To finish the $L^{2}$ bound for $g$, we first notice that

$$
\|g\|_{2}^{2} \lesssim \sum_{j \in \mathbb{F}_{q}^{\times}} \sum_{H \in G(2,3)} \nu_{H}^{2}(t),
$$

where if $H$ is determined by the equation $x \cdot y=0$, we have

$$
\nu_{H}(t)=|\{(y, z) \in(E \cap H) \times(E \cap H): \operatorname{vol}(x, y, z)=t\}| .
$$

Applying (3.2) with $d=2$, we have

$$
\begin{aligned}
\|g\|_{2}^{2} & \lesssim \sum_{H \in G(2,3)}\left(|E \cap H|^{4} q^{-1}+|E \cap H| q^{3} \sum_{k}|\widehat{E \cap H}|^{2}\left|(E \cap H) \cap \ell_{k}\right|\right) \\
& \lesssim \sum_{H \in G(2,3)}\left(\frac{|E \cap H|^{4}}{q}+\max _{\ell}|E \cap \ell||E \cap H| q^{3} \sum_{k}|\widehat{E \cap H}|^{2}\right) \\
& \lesssim q^{-1} \sum_{H \in G(2,3)}|E \cap H|^{4}+q \max _{\ell}|E \cap \ell| \sum_{H \in G(2,3)}|E \cap H|^{2} \\
& =I+I I
\end{aligned}
$$

Since $E$ is Cartesian product-like, then $|E \cap H| \lesssim|E|^{\frac{2}{3}}$. Applying Lemma 3.12 gives

$$
I \lesssim\left\{\begin{array}{lc}
q^{-1}|E|^{\frac{4}{3}}|E|^{2} & q^{\frac{3}{2}} \lesssim|E| \lesssim q^{2} \\
q^{-1}|E|^{\frac{10}{3}} & |E| \gtrsim q^{2}
\end{array}\right.
$$

This is sufficient as $q^{-1}|E|^{\frac{4}{3}}|E|^{2} \lesssim q|E|^{\frac{7}{3}}$, when $|E| \lesssim q^{2}$. Similarly, Lemma 3.12 gives

$$
I I=q \max _{\ell}|E \cap \ell| \sum_{H \in G(2,3)}|E \cap H|^{2} \lesssim q|E|^{\frac{1}{3}}|E|^{2},
$$

as long as $|E| \gtrsim q^{\frac{3}{2}}$, and this completes the proof of Lemma 3.11.

### 3.3.2 Proof of Theorem 3.7

We require the following preliminary Lemmas (see [6, 23, 24]).

Lemma 3.13. Suppose that $A \subset \mathbb{F}_{q}^{\times}$is such that $|A|>\sqrt{q}$. Then, there exist elements $\alpha, \beta \in A-A$ such that $|\alpha A \pm \beta A|>\frac{q}{2}$.

Lemma 3.14. If $C \subset \mathbb{F}_{q}^{\times}$is such that $|C|>\frac{q}{2}$, then $C \pm C=\mathbb{F}_{q}$.

Lemma 3.15. Suppose that $A \subset \mathbb{F}_{q}^{\times},|A|>\sqrt{q}$ and $B=A-A$. Then, $B^{2}-B^{2}=\mathbb{F}_{q}$.

To prove Lemma 3.15, we must show the set of determinants

$$
D=\left\{\left|\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right|: x_{i} \in B\right\}
$$

covers $\mathbb{F}_{q}$. Set $x_{1}=\alpha, x_{2}=\beta$ as in Lemma 3.13. Since $x_{3}, x_{4} \in B$, we can write $x_{3}=y_{1}-y_{2}$ and $x_{4}=y_{3}-y_{4}$, where $y_{i} \in A$. Let $C=\alpha A-\beta A$. Then, $D=C-C$, and the result now follows from Lemmas 3.13 and 3.14. To prove the first part of Theorem 3.7, it is enough to prove the result for $d=4$. Now, consider determinants of the form

$$
\left|\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{4} \\
y_{1} & y_{2} & y_{3} & y_{4} \\
u_{1} & u_{2} & x_{3} & x_{4} \\
v_{1} & v_{2} & y_{3} & y_{4}
\end{array}\right|=\left|\begin{array}{cccc}
x_{1}-u_{1} & x_{2}-u_{2} & 0 & 0 \\
y_{1}-v_{1} & y_{2}-v_{2} & 0 & 0 \\
u_{1} & u_{2} & x_{3} & x_{4} \\
v_{1} & v_{2} & y_{3} & y_{4}
\end{array}\right|=\left(x_{3} y_{4}-y_{3} x_{4}\right)\left|\begin{array}{cc}
x_{1}-u_{1} & x_{2}-u_{2} \\
y_{1}-v_{1} & y_{2}-v_{2}
\end{array}\right| .
$$

The first part of Theorem 3.7 follows from Lemma 3.15. Finally, when $d=3$, we have

$$
\left|\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3} \\
u_{1} & u_{2} & x_{3}
\end{array}\right|=x_{3} \cdot\left|\begin{array}{cc}
x_{1}-u_{1} & x_{2}-u_{2} \\
y_{1} & y_{2}
\end{array}\right|-y_{3}\left|\begin{array}{cc}
x_{1}-u_{1} & x_{2}-u_{2} \\
u_{1} & u_{2}
\end{array}\right|
$$

Choosing $\alpha$ and $\beta$ from Lemma 3.13 such that $\alpha=x_{1}-u_{1}$ and $\beta=x_{2}-u_{2}$. Fix $y_{3}$, and fix $x_{3} \neq 0$. The second half of Theorem 3.7 follows from Lemma 3.13.

## Chapter 4

## Geometric Configurations in the Integers Modulo $q$

In this chapter, we turn our attention to geometric combinatorics in the setting of the integers $\bmod q$, denoted here by $\mathbb{Z}_{q}$.

### 4.1 Background

After studying geometric combinatorics in vector spaces over finite fields, one is naturally led to replace finite fields with the integers modulo $q$. A few technical obstructions arise, however, in this new setting. First, Gauss sum estimates are much more delicate. For example, when $q \equiv 2(\bmod 4)$, the quadratic Gauss sum vanishes completely. To overcome this obstacle (along with many other such obstacles), we typically only consider odd values $q$.

As discussed in detail in Chapter 3, the sum-product problem has received much attention over the last few decades. We study variants of the sum-product problem in $\mathbb{Z}_{q}$. In this setting, one is asked to show that when $A \subset \mathbb{Z}_{q}$ is not a subring, then either the sumset or productset of $A$ is large. Recall that in finite fields, one was forced to deal with the lack of incidence theorems (a rather substantial obstacle) and the existence of subgroups. The situation in $\mathbb{Z}_{q}$ is even more bleak, as one is forced to also
contend with the existence of zero-divisors. The fact that $\mathbb{Z}_{q}$ is not a field (and hence for $t \in \mathbb{Z}_{q}^{\times}$, the equation $x^{2}=t$ does not have at most 2 solutions) coupled with the fact that $\mathbb{Z}_{q}$ is not a unique factorization domain, causes significant technical obstacles in the estimation of Gauss sums. Nonetheless, quite a bit is still known about the sum-product problem in $\mathbb{Z}_{q}$. For example, Bourgain and Chang have shown ([3]) that if $q=p_{1} \ldots p_{k}$, where $p_{i}>q^{\epsilon_{0}}$, and $A \subset \mathbb{Z}_{q}$ satisfies $|A+A|+|A \cdot A|<|A|^{1+\epsilon}$, then either $|A|>q^{1-\delta}$ or else $\left|\pi_{d}(A)\right|<C_{\epsilon_{0}} q^{\delta}$. Here, $d \mid q, \pi_{d}: \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{d}$ is the natural projection, and $\delta=\delta\left(\epsilon_{0}, \epsilon\right) \rightarrow 0$ as $\epsilon \rightarrow 0$ (see also, [4] for a related result). This result was extended to arbitrary $q$ by Bourgain in [2]. Furthermore, an Elekes-type bound was found by Garaev ([20]), in which he was able to show that if $A \subset \mathbb{Z}_{m}$ (with $m>1$ ), then

$$
|A+A||A \cdot A| \gtrsim\left\{m|A|, \frac{|A|^{4}}{m}\left(\sum_{\substack{d \mid m \\ d<m}} \sqrt{d}\right)^{-2}\right\}
$$

The case when $m$ is prime appeared in the same paper and was discussed in the previous chapter. Our line of attack is to study the size of $d A^{2}=A \cdot A+\cdots+A \cdot A$, where $A$ is sufficiently large.

### 4.2 Results

We now discuss our results. We first show a $\mathbb{Z}_{q}$ analogue of the following theorem of Hart and Iosevich.

Theorem 4.1 ([27]). Let $E \subset \mathbb{F}_{q}^{d}$, and define $\prod(E)=\{x \cdot y: x, y \in E\}$. Then $\Pi(E) \subset \mathbb{F}_{q}^{\times}$, whenever $|E|>q^{\frac{d+1}{2}}$.

Given a subset $E \subset \mathbb{Z}_{q}^{d}$, we define its dot-product set to be defined just as in the
finite field case: $\prod(E)=\{x \cdot y: x, y \in E\}$, where $x \cdot y=x_{1} y_{1}+\cdots+x_{d} y_{d}$ is the usual dot product. Then, we have the following generalization of Theorem 4.1.


$$
\prod(E) \supset \mathbb{Z}_{q}^{\times}
$$

Remark 4.3. Theorem 4.2 is a generalization of Theorem 4.1 in the sense that when $\ell=1, \mathbb{Z}_{p}=\mathbb{F}_{p}$ is a field, and our exponents match exactly. The finite field case has the advantage that even when the field has $p^{\ell}$ elements, the analysis goes through unchanged. In the setting of integers mod $q$, this is not the case.

Corollary 4.4. Suppose that $q=p^{\ell}$ and $A \subset \mathbb{F}_{q}$, and $|A|>\ell^{\frac{1}{d}} q^{\frac{2 \ell-1}{2 \ell}+\frac{1}{2 \ell d}}$. Then,

$$
\mathbb{Z}_{q}^{\times} \subset d A^{2}=A \cdot A+\cdots+A \cdot A
$$

In particular, when $d=2, q=p^{2}$, and $A \subset \mathbb{Z}_{q}$ with $|A|>q^{7 / 8}$, one has

$$
\mathbb{Z}_{q}^{\times} \subset A \cdot A+A \cdot A .
$$

Corollary 4.4 follows easily from Theorem 4.2 by setting $E=A \times \cdots \times A$. Theorem 4.2 shows that there exists a constant $B=B(p, \ell)>0$ so that $|E|>B q^{\left(\frac{2 \ell-1}{2 \ell}\right) d}$ implies $\Pi(E) \supset \mathbb{Z}_{p^{p}}^{\times}$. To contrast this result, in [11], we prove the following;

Theorem 4.5. For $d \geq 3$, there exists a constant $b=b(p)>0$, such that there exist sets of size $|E|=b q^{\left(\frac{2 \ell-1}{2 \ell}\right) d}$ and yet $\prod(E) \not \supset \mathbb{Z}_{p^{\ell}}^{\times}$

Remark 4.6. Theorem 4.5 shows that Theorem 4.2 is best possible up to the factor of $\frac{1}{2 \ell}$. In particular, if we fix $p$ and $\ell$ and let the dimension $d \rightarrow \infty$, then our results are sharp asymptotically.

The second of our results states that the $\mathbb{Z}_{q}^{d}$ analogue of a sphere with unital radius is $(d-1)$-dimensional, which again aligns with the finite field case (see (2.5)). More precisely, for $x \in \mathbb{Z}_{q}^{d}$, we put $\|x\|=x_{1}^{2}+\cdots+x_{d}^{2}$. Clearly, $\|x\|$ is not a metric, although we note that this notion of "length" is invariant under orthogonal transformations. For $t \in \mathbb{Z}_{q}$, we set $S_{t}(x)=\left\{x \in \mathbb{Z}_{q}^{d}:\|x\|=t\right\}$ as $d$-dimensional sphere of radius $t$.

Theorem 4.7. Let $d \geq 2$ and $t \in \mathbb{Z}_{q}^{\times}$, where $q$ is odd. Then,

$$
\left|S_{t}\right|=q^{d-1}(1+o(1)) .
$$

On the other hand, if $n$ is even, $t \in \mathbb{Z}_{n}^{\times}, d \equiv 0(\bmod 4)$, and $v a l_{2}(n)=\alpha$, then

$$
\left|S_{t}\right|=O_{\alpha}\left(n^{d-1}\right)
$$

### 4.3 Proof of Results

### 4.3.1 Proof of Theorem 4.2

To prove Theorem 4.2, we define the incidence function

$$
\nu(t)=\{(x, y) \in E \times E: x \cdot y=t\}
$$

and we show that $\nu(t)>0$ for each unit $t \in \mathbb{Z}_{q}^{\times}$. We write

$$
\begin{aligned}
\nu(t) & =q^{-1} \sum_{s \in \mathbb{Z}_{q}} \sum_{x, y \in E} \chi(s(x \cdot y)) \chi(-s t) \\
& =\nu_{\infty}(t)+\nu_{0}(t)+\nu_{1}(t)+\ldots \nu_{\ell-1}(t)
\end{aligned}
$$

where $\chi(z)=\exp (2 \pi i z / q)$ and

$$
\nu_{i}(t)=q^{-1} \sum_{\substack{s \in \mathbb{Z}_{q} \\ \text { val }(s)=i}} \sum_{x, y \in E} \chi((s(x \cdot y)) \chi(-s t) .
$$

Recall that $\operatorname{val}_{p}(x)=i$ if $p^{i} \mid x$, but $p^{i+1} \not \backslash x$, and $\operatorname{val}_{p}(0)=\infty$. It is then plain to see that $\nu_{\infty}(t)=\frac{|E|^{2}}{q}$. For the other values $i=0, \ldots, \ell-1$, notice that $s$ can be written in the form $s=p^{i} \bar{s}$, where $\bar{s}$ is determined uniquely in $\mathbb{Z}_{p^{\ell-i}}^{\times}$. Also, viewing the term $\nu_{i}(t)$ as a sum in the $x$-variable, applying Cauchy-Schwarz, and extending the sum over $x \in E$ to a sum over $x \in \mathbb{Z}_{q}^{d}$, we see that

$$
\begin{aligned}
\left|\nu_{i}(t)\right|^{2} & \leq|E| q^{-2} \sum_{x \in \mathbb{Z}_{q}^{d}} \sum_{y, y^{\prime} \in E} \sum_{s, s^{\prime} \in \mathbb{Z}_{p^{\ell-i}}^{\times}} \chi\left(p^{i}\left(s y-s^{\prime} y^{\prime}\right)\right) \chi\left(p^{i} t\left(s^{\prime}-s\right)\right) \\
& \leq|E| q^{d-2} \sum_{\substack{y, y^{\prime} \in E \\
p^{i}\left(s y-s^{\prime} y^{\prime}\right)=\overrightarrow{0} \\
s, s^{\prime} \in \mathbb{Z}_{p^{\ell}-i}^{\times}}} \chi\left(p^{i} t\left(s^{\prime}-s\right)\right)
\end{aligned}
$$

We split the last sum into two parts, $I$ and $I I$, where I corresponds to the sum over the terms where $s=s^{\prime}$, and $I I$ is over the set $\left(s, s^{\prime}\right)$, where $s \neq s^{\prime}$. We claim that term $I I$ is a nonpositive quantity. Accepting this for a moment, we see that

$$
\begin{aligned}
I & =|E| q^{d-2} \sum_{\substack{s \in \mathbb{Z}_{p^{\ell-i}}^{\times} \\
p^{i} s\left(y-y^{\prime}\right)=0}} E(y) E\left(y^{\prime}\right) \\
& =|E| q^{d-2} p^{\ell-i}\left(1-\frac{1}{p}\right) \sum_{p^{i} y=p^{i} y^{\prime}} E(y) E\left(y^{\prime}\right) \\
& \leq|E| q^{d-2} p^{\ell-i} \sum_{\alpha \in \mathbb{Z}_{p^{\ell-i}}}\left|R_{E}(\alpha)\right|^{2},
\end{aligned}
$$

where $R_{E}(\alpha)=\left\{y \in E: y \equiv \alpha\left(\bmod p^{\ell-i}\right)\right\}$. Since the Kernel $K$ of the map

$$
\pi_{p^{\ell}, p^{\ell-i}}: \mathbb{Z}_{p^{\ell}}^{d} \rightarrow \mathbb{Z}_{p^{\ell-i}}^{d}
$$

has size $p^{i d}$, it follows that

$$
\sum_{\alpha \in \mathbb{Z}_{p^{\ell-i}}}\left|R_{E}(\alpha)\right|^{2} \leq|E| p^{i d}
$$

Putting everything together, since the term $I I$ is nonpositive, it follows that

$$
\left|\nu_{i}(t)\right|^{2} \leq I \leq|E| q^{d-2} p^{\ell-i} \cdot|E| p^{i d}
$$

from which it immediately follows that

$$
\left|\nu_{i}(t)\right| \leq|E| q^{\frac{d-1}{2}\left(1+\frac{i}{\ell}\right)} .
$$

Therefore, for each $t \in \mathbb{Z}_{q}^{\times}$, we have

$$
\nu(t)=\frac{|E|^{2}}{q}+\underbrace{\nu_{0}(t)+\ldots \nu_{\ell-1}(t)}_{:=R(t)},
$$

where $|R(t)| \leq \ell|E| q^{\frac{d-1}{2}\left(2-\frac{1}{\ell}\right)}$. Therefore, $\nu(t)>0$ whenever $|E|>\ell q^{\left(\frac{2 \ell-1}{2 \ell}\right) d+\frac{1}{2 \ell}}$, as claimed. It remains, however, to show that the term $I I$ appearing in the bound for $\left|\nu_{i}(t)\right|^{2}$ is indeed nonpositive. Recall that

$$
\begin{aligned}
I I & =|E| q^{d-2} \sum_{y, y^{\prime} \in E} \sum_{\substack{s, s^{\prime} \in \mathbb{Z}_{p^{\ell}}^{\times-i} \\
p^{i}\left(s y-s^{\prime} y^{\prime}\right)=0 \\
s \neq s^{\prime}}} \chi\left(p^{i} t\left(s^{\prime}-s\right)\right) \\
& =|E| q^{d-2} \sum_{y, y^{\prime} \in E} \sum_{\substack{p^{i}\left(b\left(a y-y^{\prime}\right)\right)=0 \\
a, b \in \mathbb{Z}_{p^{\ell}-i}^{\times} \\
a \neq 1}} \chi\left(p^{i} t(b(1-a))\right) .
\end{aligned}
$$

Furthermore, we break up the sum $I I$ into two additional pieces according to whether $1-a \in \mathbb{Z}_{p^{\ell-i}} \backslash\{0\}$ is a unit or not:

$$
\begin{gathered}
I I_{A}=|E| q^{d-2} \sum_{y, y^{\prime} \in E} \sum_{\substack{p^{i}\left(b\left(a y-y^{\prime}\right)\right)=0 \\
a, b \in \mathbb{Z}_{p^{\ell-i}}^{\times} \\
1-a \in \mathbb{Z}_{p^{\ell-i}}^{\times}}} \chi\left(p^{i} t(b(1-a))\right) \\
I I_{B}=|E| q^{d-2} \sum_{y, y^{\prime} \in E} \sum_{\substack{p^{i}\left(b\left(a y-y^{\prime}\right)\right)=0 \\
a, b \in \mathbb{Z}_{p^{\ell-i}}^{\times} \\
1-a \notin \mathbb{Z}_{p^{\ell-i}}^{\times}}} \chi\left(p^{i} t(b(1-a))\right)
\end{gathered}
$$

First, and foremost, note that by summing in $b$ and applying orthogonality, we get that

$$
\begin{aligned}
& I I_{A}=|E| q^{d-2} \sum_{y, y^{\prime} \in E} \sum_{p^{i}\left(b\left(a y-y^{\prime}\right)\right)=0}^{a, b \in \mathbb{Z}_{p^{\ell-i}}^{\times}} 1 \\
& 1-a \in \mathbb{Z}_{p^{\ell-i}}^{\times} \\
&=-\mid E\left(p^{d-2} t \sum_{y, y^{\prime} \in E} \sum_{a, 1-a \in \mathbb{Z}_{p^{\times}}^{\ell-i}} 1\right.
\end{aligned}
$$

which is negative real quantity. Also, note that if $a \in \mathbb{Z}_{p^{\ell-i}}^{\times}$, but $1-a \notin \mathbb{Z}_{p^{\ell-i}}^{\times}$, then $1-a=p^{j} s$, for some $0<j<\ell-i$, where $s \in \mathbb{Z}_{p^{\ell-i-j}}^{\times}$. Thus, we can write

$$
I I_{B}=|E| q^{d-2} \sum_{\substack{y, y^{\prime} \in E \\ p^{i} b\left(\left(1-p^{j} s\right) y-y^{\prime}\right)=0 \\ b \in \mathbb{Z}_{p^{\ell}-i}^{\times}}} \sum_{j=1}^{\ell-i-1} L_{j},
$$

where we set

$$
L_{j}:=\sum_{s \in \mathbb{Z}_{p^{\ell-i-j}}^{\times}} \chi\left(p^{i+j} t b s\right)=-1
$$

and we applied orthogonality as we summed in the variable $s$, as $t b$ is a unit. Therefore, $I I_{B}$ is a negative term, and the claim, hence the proof, follows.

### 4.3.2 Proof of Theorem 4.7

We will say that a Dirichlet character $\psi$ has conductor $m$ if $m$ is the smallest positive divisor $m \mid q$ such that $\psi=\psi^{\prime} \circ \pi_{q, m}$ for some Dirichlet character $(\bmod m)$. Here $\pi_{q, m}: \mathbb{Z}_{q}^{\times} \rightarrow \mathbb{Z}_{m}^{\times}$is the natural projection. A Dirichlet character $(\bmod q)$ will be called primitive if it has conductor $q$. We need the following well known results.

Proposition 4.8 ([31]). Let $\chi$ denote a nontrivial additive character of $\mathbb{Z}_{n}$. For $a \in \mathbb{Z}_{n}$ with $(a, n)=1$, we have

$$
G(a, n):=\sum_{x \in \mathbb{Z}_{n}} \chi\left(a x^{2}\right)= \begin{cases}\varepsilon_{n}\left(\frac{a}{n}\right) \sqrt{n} & n \equiv 1 \bmod 2 \\ 0 & n \equiv 2 \bmod 4 \\ (1+i) \varepsilon_{a}^{-1}\left(\frac{n}{a}\right) \sqrt{n} & n \equiv 0 \bmod 4 \& a \equiv 1 \bmod 2\end{cases}
$$

where $(\dot{\bar{c}})$ denotes the Jacobi symbol and

$$
\varepsilon_{n}= \begin{cases}1 & n \equiv 1 \bmod 4 \\ i & n \equiv 3 \bmod 4\end{cases}
$$

Furthermore, for general values of $a \in \mathbb{Z}_{n}$, we have

$$
G(a, n)=(a, n) G\left(\frac{a}{(a, n)}, \frac{n}{(a, n)}\right) .
$$

Definition 4.9 (Generalized Gauss Sum). Let $\psi$ denote a Dirichlet character mod $n$ and $\chi_{a}(x)=e^{2 \pi i a x / n}$. Then, we set

$$
\tau\left(\psi, \chi_{a}\right)=\sum_{x \in \mathbb{Z}_{n}} \psi(x) \chi_{a}(x)
$$

When $a=1$, we simply write $\tau\left(\psi, \chi_{1}\right)=\tau(\psi)$.

Proposition 4.10 ([31]). Suppose $\psi$ is a Dirichlet character $\bmod q$ and $(a, q)=1$.
Then,

$$
\tau\left(\psi, \chi_{a}\right)=\overline{\psi(a)} \tau(\psi)
$$

Proof. Since $\psi(a) \overline{\psi(a)}=1$, and $(a, q)=1$, we have

$$
\tau\left(\psi, \chi_{a}\right)=\overline{\psi(a)} \sum_{x \in \mathbb{Z}_{q}} \psi(a x) \chi_{1}(a x)=\overline{\psi(a)} \sum_{y \in \mathbb{Z}_{q}} \psi(y) \chi_{1}(y)=\overline{\psi(a)} \tau(\psi)
$$

Proposition 4.11 ([31]). Let $\psi$ denote a Dirichlet character mod $n$ which is induced by a primitive character $\psi^{*}$ modulo $n^{*}$. Then,

$$
\begin{equation*}
\tau(\psi)=\mu\left(\frac{n}{n^{*}}\right) \psi^{*}\left(\frac{n}{n^{*}}\right) \tau\left(\psi^{*}\right) . \tag{4.1}
\end{equation*}
$$

Here, $\mu$ is the Möbius function:

$$
\mu(n)=\left\{\begin{array}{cl}
1 & n=1 \\
0 & n \text { is not squarefree } \\
(-1)^{k} & n=p_{1} \ldots p_{k}
\end{array}\right.
$$

Furthermore, if $\psi$ is a primitive Dirichlet character modulo $n$, then,

$$
\begin{equation*}
|\tau(\psi)| \leq \sqrt{n} \tag{4.2}
\end{equation*}
$$

Corollary 4.12. Given any Dirichlet character $\psi$, and $\chi_{a}(x)=e^{2 \pi i a x / n}$, we have

$$
\left|\tau\left(\psi, \chi_{a}\right)\right| \leq \sqrt{n}
$$

We first show Theorem 4.7 for powers of odd primes. Assume then, that $q=p^{\ell}$, and let $\chi$ denote a nontrivial character additive on $\mathbb{Z}_{q}$.

$$
\begin{aligned}
\left|S_{t}\right|=\sum_{x \in \mathbb{Z}_{q}^{d}} S_{t}(x) & =q^{-1} \sum_{s \in \mathbb{Z}_{q}} \sum_{x \in \mathbb{Z}_{q}^{d}} \chi\left(s x_{1}^{2}\right) \ldots \chi\left(s x_{d}^{2}\right) \chi(-s t) \\
& =q^{-1}\left(T_{\infty}+T_{0}+\cdots+T_{\ell-1}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
T_{i} & =\sum_{\substack{s \in \mathbb{Z}_{q} \\
\operatorname{val}_{p}(s)=i}} \sum_{x \in \mathbb{Z}_{q}^{d}} \chi\left(s x_{1}^{2}\right) \ldots \chi\left(s x_{d}^{2}\right) \chi(-s t) \\
& =\sum_{\substack{s \in \mathbb{Z}_{q} \\
\operatorname{val}_{p}(s)=i}}\left(\sum_{x \in \mathbb{Z}_{q}} \chi\left(s x^{2}\right)\right)^{d} \chi(-s t) \\
& =\sum_{\substack{s \in \mathbb{Z}_{q} \\
\operatorname{val}_{p}(s)=i}}(G(s, q))^{d} \chi(-s t)
\end{aligned}
$$

It is clear that $T_{\infty}=q^{d}=p^{\ell d}$. For $i=0, \ldots, \ell-1$, note that if $v a l_{p}(s)=i$, then $s$ can be written in the form $s=p^{i} s^{\prime}$, where $s^{\prime}$ is determined uniquely $\bmod \mathbb{Z}_{p^{\ell-i}}^{\times}$. Using this fact, along with the bound from Proposition 4.8, we see that

$$
\begin{aligned}
T_{i} & =p^{i d} \sum_{s \in \mathbb{Z}_{p^{\ell-i}}}\left(G\left(s, p^{\ell-i}\right)\right)^{d} \chi(-s t) \\
& =p^{i d} \varepsilon_{p^{\ell-i}}^{d}\left(p^{\ell-i}\right)^{\frac{d}{2}} \sum_{s \in \mathbb{Z}_{p^{\ell-i}}^{\times}} \eta(s)^{d(\ell-i)} \chi(-s t)
\end{aligned}
$$

where $\eta(s)=\left(\frac{s}{p}\right)$ is the Legendre symbol. If $d(\ell-i)$ is even, we see that

$$
\begin{aligned}
T_{i} & =p^{\ell \frac{d}{2}+i \frac{d}{2}} \varepsilon_{p^{\ell-i}}^{d} \sum_{s \in \mathbb{Z}_{p^{\ell-i}}} \chi(-s t) \\
& =-p^{\ell \frac{d}{2}+i \frac{d}{2}} \varepsilon_{p^{\ell-i}}^{d} \sum_{s \not \mathbb{Z}_{p^{\ell}-i}^{\times}} \chi(-s t),
\end{aligned}
$$

and hence $\left|T_{i}\right| \leq p^{(\ell+i) \frac{d}{2}}\left(p^{\ell-i-1}\right)=p^{\ell\left(\frac{d+2}{2}\right)+i\left(\frac{d-2}{2}\right)-1}$. If $d(\ell-i)$ is odd, then,

$$
\begin{aligned}
T_{i} & =p^{(\ell+i) \frac{d}{2}} \varepsilon_{p^{\ell-i}}^{d} \sum_{s \in \mathbb{Z}_{p^{\ell-i}}} \eta(s) \chi(-s t) \\
& =p^{(\ell+i) \frac{d}{2}} \varepsilon_{p^{\ell-i}}^{d} \underbrace{\left(\sum_{s \in \mathbb{Z}_{p^{\ell-i}}} \eta(s) \chi(-s t)\right.}_{\tau(\eta, \chi-s)}-\underbrace{\left.\sum_{s \notin \mathbb{Z}_{p^{\ell-i}}} \eta(s) \chi(-s t)\right)}_{R} .
\end{aligned}
$$

By Corollary 4.12, $\left|\tau\left(\eta, \chi_{-s}\right)\right| \leq \sqrt{p^{\ell-i}}$. Using a crude bound for $|R|$, we see that

$$
\left|T_{i}\right| \leq p^{(\ell+i) \frac{d}{2}}\left(p^{(\ell-i) \frac{1}{2}}+p^{\ell-i-1}\right)
$$

Noting that $\frac{\ell-i}{2} \leq \ell-i-1$ for $i \leq \ell-2$, we have shown that $\left|T_{i}\right| \leq 2 p^{\ell \frac{d+2}{2}+i \frac{d-2}{2}-1}$ when $i=0, \ldots, \ell-2$, and $\left|T_{\ell-1}\right| \leq 2 p^{\ell d-\frac{d-1}{2}}$. Altogether, our estimates show:

$$
\left|T_{i}\right| \leq\left|T_{\ell-1}\right| \leq \begin{cases}p^{\ell d-\frac{d}{2}} & d(\ell-1) \text { is even } \\ 2 p^{\ell d-\frac{d-1}{2}} & d(\ell-1) \text { is odd }\end{cases}
$$

Thus, we have $\left|S_{t}\right|=q^{d-1}+q^{-1}\left(T_{0}+\cdots+T_{\ell-1}\right)$, where

$$
\left|T_{0}+\cdots+T_{\ell-1}\right| \leq \sum_{i=0}^{\ell-1}\left|T_{i}\right| \leq \begin{cases}\ell p^{\ell d-\frac{d}{2}} & d(\ell-1) \text { is even }  \tag{4.3}\\ 2 \ell p^{\ell d-\frac{d-1}{2}} & d(\ell-1) \text { is odd }\end{cases}
$$

Putting everything together, and recalling that we set $q=p^{\ell}$, we have that

$$
\begin{align*}
\left|S_{t}\right| & =p^{\ell(d-1)}+O\left(q^{-1} \sum_{i=0}^{\ell-1}\left|T_{i}\right|\right)  \tag{4.4}\\
& =q^{d-1}+O\left(\left\{\begin{array}{ll}
\ell p^{\ell(d-1)-\frac{d}{2}} & d(\ell-1) \text { is even } \\
\ell p^{\ell(d-1)-\frac{d-1}{2}} & d(\ell-1) \text { is odd }
\end{array}\right\}\right) \\
& =p^{\ell(d-1)}(1+o(1)) . \tag{4.5}
\end{align*}
$$

The full case follows from the Chinese Remainder Theorem. Recall for $q=p_{1}^{\alpha_{1}} \ldots p_{k}^{\alpha_{k}}$, then $\mathbb{Z}_{q}, \mathbb{Z}_{q}^{\times}$, and $\mathbb{Z}_{q}^{d}$ decompose as the following Cartesian products

$$
\begin{align*}
& \mathbb{Z}_{q} \cong \mathbb{Z}_{p_{1}^{\alpha_{1}}} \times \cdots \times \mathbb{Z}_{p_{k}^{\alpha_{k}}}, \\
& \mathbb{Z}_{q}^{\times} \cong \mathbb{Z}_{p_{1}^{\alpha}}^{\times} \times \cdots \times \mathbb{Z}_{p_{k}^{\alpha_{k}}}^{\times}  \tag{4.6}\\
& \mathbb{Z}_{q}^{d} \cong \mathbb{Z}_{p_{1}^{\alpha_{1}}}^{d} \times \cdots \times \mathbb{Z}_{p_{k}^{\alpha_{k}}}^{d} \tag{4.7}
\end{align*}
$$

To find $\left|S_{t}\right|$ for $q$, one must find the number of solutions in $\mathbb{Z}_{q}^{d}$ to the equation

$$
\begin{equation*}
f(x)=x_{1}^{2}+\cdots+x_{d}^{2}-t \tag{4.8}
\end{equation*}
$$

However, (4.6) implies that each unit $t \in \mathbb{Z}_{q}^{\times}$can be written as $t=\left(t_{1}, \ldots, t_{k}\right)$, where $t_{i} \in \mathbb{Z}_{p_{i}^{\alpha_{i}}}^{\times}$is also a unit. Thus (4.7) shows that solving (4.8) in $\mathbb{Z}_{q}^{d}$ is equivalent to solving (4.8) in each component $\mathbb{Z}_{p_{i}^{\alpha_{i}}}^{d}$. It follows that for $t=\left(t_{1}, \ldots, t_{k}\right)$ we have:

$$
\left|S_{t}\right|=\prod_{i=1}^{d}\left|S_{t_{i}}\right|=\prod_{i=1}^{d} p_{i}^{\ell_{i}(d-1)}(1+o(1))=q^{d-1}(1+o(1),
$$

which proves the first part of Theorem 4.7. We now proceed with the case $q=2^{\alpha}$, for dimensions $d \equiv 0(\bmod 4)$. As before,

$$
\left|S_{t}\right|=q^{d-1}+q^{-1}\left(T_{\infty}+T_{0}+\cdots+T_{\alpha-1}\right),
$$

where

$$
\begin{aligned}
T_{i} & =\sum_{\substack{s \in \mathbb{Z}_{q} \\
v a l_{2}(s)=i}}\left(G\left(s, 2^{\alpha}\right)\right)^{d} \chi(-s t) \\
& =2^{i d} \sum_{s \in \mathbb{Z}_{2^{\alpha-i}}^{\times}} G\left(s, 2^{\alpha-i}\right)^{d} \chi(-s t) .
\end{aligned}
$$

Applying Proposition 4.8, we see that

$$
\begin{aligned}
T_{i} & =2^{i d} 2^{(\ell-i) \frac{1}{2}}(1+i)^{d} \sum_{s \in \mathbb{Z}_{2^{\alpha-i}}} \varepsilon_{s}^{-d}\left(\frac{2^{\alpha-i}}{s}\right)^{d} \chi(-s t) \\
& =2^{\alpha \frac{d}{2}+i \frac{d}{2}}(1+i)^{d} \sum_{s \in \mathbb{Z}_{s^{\alpha-i}}^{\times}} \chi(-s t) \\
& =-2^{\alpha \frac{d}{2}+i \frac{d}{2}}(1+i)^{d} \sum_{s \notin \mathbb{Z}_{s^{\alpha-i}}^{\times}} \chi(-s t),
\end{aligned}
$$

so long as $d \equiv 0(\bmod 4)$, and hence $\left|T_{i}\right| \leq 2^{\alpha \frac{d+2}{2}+(i+1) \frac{d-2}{2}}$, which gives

$$
\left|S_{t}\right|=q^{d-1}+q^{-1} \sum_{i=0}^{\alpha-1}\left|T_{i}\right| \leq(\alpha+1) q^{d-1}
$$

The conclusion to the second statement in Theorem 4.7 then follows from the same reasoning as in the odd case. Write $n=2^{\alpha} m$, where $m$ is odd. Writing $t=\left(t_{1}, t_{2}\right)$, where $t \in \mathbb{Z}_{n}^{\times}, t_{1} \in \mathbb{Z}_{2^{\alpha}}^{\times}$, and $t_{2} \in \mathbb{Z}_{m}^{\times}$, we see that

$$
\left|S_{t}\right|=\left|S_{t_{1}}\right|\left|S_{t_{2}}\right| \leq(\alpha+1) 2^{\alpha(d-1)} m^{d-1}(1+o(1))=O_{\alpha}\left(n^{d-1}\right)
$$

as claimed.
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