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Dr. William C. Nunnally, Dissertation Supervisor 

 

ABSTRACT 

 
In this research, I conducted a systematic integration of specific calculations for the 

analysis of the spatial filter that is a critical component of an all-optical analog-to-digital 

converter. The designed all-optical analog-to-digital converter has special relevance for 

high-resolution×bandwidth applications such as radar image processing. The design of 

the spatial filter array is based on the silicon-on-insulator process, a design that fulfills 

requirements of both lower power consumption and smaller integrated circuit chip size. 

For the developed calculation model, Babinet’s principle is used in order to decompose a 

complicated structure into different simple components. The decomposed structure is 

analyzed by modifying the existing diffraction calculation methods. 

The method of calculating the transmission ratio of the propagating electric field 

compared to the finite-different-time-domain method is a new approach. The systematic 

integration is also adaptive to changes in the spatial filter’s components. Structural 

changes do not require changes to the entire calculation model. In addition, the concept 

applies to a modular design for the hardware implementation.  
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Chapter 1. Introduction 

1.1 Analog-to-digital converter (ADC) and applications 

The digital signal has been used for a long time, regardless of whether wired computing 

devices or wireless systems are used; furthermore, the digital signal has almost 

overwhelmingly replaced the analog signal in the high-speed data transmission or signal 

processing. Figure 1 simply illustrates the digital signal distortion and recovery in three 

stages [1]. Here, (A) stands for the initial digital signal that exhibits a perfect rectangular 

waveform,  (B) stands for the signal that suffers distortion in the transmission channel (in 

the circuit or different channels), and (C) is a digital signal that has been detected and 

regenerated. Complete data transmission is not shown here. Figure 1 describes the 

“digital advantage,” that is, “0” or “1”; however, “everything” is possible in analog 

format.  

 

 
 

Figure 1. Distorted signal being detected and regenerated. T: Signal time width. 
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Figure 2 shows, as an example, the analog signal of a touch-tone phone wave. The 

regeneration of the random analog signal will be more complicated to be regenerated than 

that of the digital signal. 

 

 
Figure 2. Touch-tone phone wave. [2] 

Different binary codes or detection schemes are introduced in the receiver-end to execute 

the reconfirmation. These techniques reduce the requirements of the transmission channel 

is performing the reconfirmation. The “0” and “1” of the binary format makes it easier for 

the receiver to “guess.” We list the following familiar schemes [1]: 

Binary Codes: 

1. Nonreturn-to-zero (NRZ) 

2. Return-to-zero (RZ) 

3. Phase encoded 

4. Multilevel binary 
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Binary Detections: 

1. Coherent Detection (maximum likelihood detection) 

2. Noncoherent Detection (envelope detection) 

The basic operation of an Analog-to-Digital Converter (ADC) will be demonstrated in the 

following example. The waveform shown in Fig. 3 is an analog cosine function defined 

as [3] 

∞<<−∞+= tttx ),cos()( θω , fπω 2=  (1) 
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Figure 3.  cos( Hzft 50), =ω  

Figure 4 is the signal of Fig. 3 processed by an ADC with a 400 Hz sampling frequency 

and defined as  

∞<<−∞+= nnfnx d ),2cos()( θπ , 
s

d F
ff =  (2) 

sF : sampling frequency, 
2
1

2
1

≤≤− df  
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1,)4cos()( =⋅= dfnnx π  

 

As illustrated in Fig. 4, 
8
1

=df ; the waveform has 8 discrete points per complete cycle. 

One more example of the analog-to-digital conversion that serves as the basic calculation 

of the sampling frequency. 

Assume the analog signal in Fig. 3 is   

tttx ωπ cos100cos)( == , fπω 2= , Hzf 50=   

and a sampling frequency of HzFs 200=  is used by ADC. The sampling criterion will 

be discussed later. The sampled signal is 

nnn
F
fnx
s 2

cos
200

100cos)2cos()( πππ ==⋅=  
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The result plotted in Fig. 5, is the general expression of Equation 2 where the waveform 

has 4 samples (
4
1

=df ) for a complete cycle.  
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Figure 5.  4
1,)2cos( =⋅ dfnπ  

A comparison of Figs 4 and 5 indicates the higher number of sampling points redraw the 

analog signal with better resolution. Thus the number of samples represents resolutions in 

this introduction. Therefore, a higher sampling frequency is definitely required, and a 

higher sampling frequency results in more samples. In the next chapter, analog-to-digital 

conversion will be discussed in the frequency domain in order to present the essential 

sampling criteria. 

The followings are real-life examples to show how to make use of the data transformed 

by ADC. In these examples, we find that existing manufacturing techniques can be used 

to integrate the system with ADC in a small-area chip sets. 
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The system structure of Fig. 6 is an ADC interface for the air-conditioning control. As 

illustrated in Fig. 6, the ADC delivers the digital signal to the processor. The processor 

performs special operation based on the given information, for example, the change in the 

temperature. The signal processor is designed so that the control process does not need a 

complicated analog signal such as the one in Fig. 2. The digitized example, illustrated in 

Fig. 4, can accomplish the same task. Therefore, the ADC provides the interface for the 

information exchange between processor and detector.  

 
Figure 6. Block Diagram of the 10-Bit Digital Temperature Sensor with ADC [4] 
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A second example, shown in Fig. 7, the Global Positioning System (GPS) receiver 

incorporates mixed signal units [5] including radio, intermediate frequency, and baseband 

frequency subsystems. All these subsystems can construct a data transfer device used in 

different types of applications such as a Personal Digital Assistant (PDA) and a cellular 

phone. All systems convert analog signals into digitized signals for processing. 

 

 
Figure 7. GPS receiver [5] 

A third example, illustrated in Fig. 8 describes the data format transfer through the 

architecture of a High-speed Digital Subscriber Line (HDSL) transmission [6]. The data 

is converted in the analog-to-digital conversion through the telephone line, that is, 

through information transformation. For examples, the human voice has to be digitized to 

be modulated and sent to the wireless channel in the cellular phone.  

In these given examples, the advantages of digital components--light-weight, smaller 

size, and security--over analog implementation are illustrated. These advantages apply to 

other important special-purpose applications such as security or military affairs. 
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Figure 8. Block diagram of an HDSL transceiver [6] 

The second advantage is the device size of the digital processing units.  The last digital 

application to be introduced in this section, shown in Fig. 9, is ADC schematics from an 

integrated circuit manufacturer [7]. The basic ADC structure is actually based on the 

capacitive switching and comparator circuit, and is accompanied by a control unit. The 

size of the ADC chip is .  233 mm×

Figure 9.  14 bit 250 K samples/sec operated at 2.5 V ADC [7] 
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1.2 Analog-to-digital conversion 

The analog-to-digital conversion process, illustrated in Fig. 10, is defined as three steps 

[3]: 

1. Sampling  

2. Quantization 

3. Coding 

 

 
Figure 10. Analog-to-digital conversion steps 

The sampling basics [1], illustrated in Fig. 11, are accomplished with a switch box that is 

sampling the analog signal which represents the sampling function.  

 
Figure 11. Sampling of the analog signal 
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The switching rate (sampling rate, period), defined as , is the rate at which the switch is 

opened and closed.  

sT

In the second part of the Fig. 11, the dark lines represent the analog signal amplitude at 

the moment at which the switch is closed. The switching is assumed to be a perfect one 

and zero interval (one single perfect point) of the impulse; therefore, there are no 

transient phenomena in this case. The sampling interval is defined as the time the switch 

remains closed. 

Figure 12 illustrates the sampled data, defined as “digital signal data” instead of “discrete 

data”. Discrete data means just one single point without the useful information related to 

sampling rate and period. 

 

 
Figure 12. Digital signal sampled by the switching box 

Next, we will demonstrate the analog-to-digital conversions by drawing on the basic 

impulse sampling technique and the one used in the all-optical ADC. Assume the analog 

signal to be converted is shown in Fig. 13 and that the frequency is in the range of 

. mm ff ~−
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Figure 13. Analog signal in time and frequency domain 

 
The periodic impulse sampling, illustrated in Fig. 14 is also called ideal sampling and is 
defined as 

∑
∞

−∞=

−=
n

snTttx )()( δδ
 

 (3) 

δx : impulse function, : sampling period  sT

 

 
Figure 14. Periodic sampling impulse function 

 

In Fig. 15 the analog signal is sampled by the periodic impulse and is simply 

multiplication in the time domain or 

 

∑∑
∞

−∞=

∞

−∞=

−=−==
n

ss
n

ss nTtnTxnTttxtxtxtx )()()()()()()( δδδ   (4) 

sx : sampled data 
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Figure 15. Sampled signal in the time domain 

Before considering perfect sampling, we need to observe the sampling and the digitized 

message in the frequency domain. The impulse function, illustrated in Fig. 16, and the 

result by the Fourier transform is still the a periodic impulse train or  

 
 

∑
∞

−∞=

−=
n

s
s

nff
T

fX )(1)( δδ   (5) 

  

 
Figure 16. Periodic impulse train in the frequency domain  

The multiplication in the time domain now becomes a convolution:  

∑∑
∞

−∞=

∞

−∞=

−=⎥
⎦

⎤
⎢
⎣

⎡
−∗=∗=

n
s

sn
s

s
s nffX

T
ff

T
fXfXfXfX )(1)(1)()()()( δδ

)()()( ss nffXnfffX −=−∗δQ

 
 (6) 
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The results in the frequency domain signify a “replication” of the original message in the 

 interval. Therefore, the frequency distribution of the sampled information is 

illustrated in Fig. 17, which indicates an important requirement of the sampling 

technique, the Nyquist criterion.  

sf

 
Figure 17. Sampled data in the frequency domain 

In Fig. 17, the sampling frequency =sf
sT

1
 needs to be at least twice as large as the 

analog frequency being sampled , or the frequency replica will overlap and cause the 

aliasing problem, as shown in Fig. 18. 

mf

            ms ff ⋅≥ 2   (7) 

 

Figure 18. Aliasing in the frequency domain 
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The sampling impulse illustrated in Fig. 14 represents the perfect sampling in Fig. 11. 

However, there is always a finite width of the sampling signal. The same sampling 

analysis procedure described in the perfect sampling will be used to explain the imperfect 

sampling. Figure 19 illustrates the imperfect periodic sampling waveform of the finite 

width in time domain. 

Figure 19. Short duration periodic sampling waveform 
 

The basic assumption is that the Nyquist criterion is fulfilled ( ms
s

ff
T

⋅≥= 21
); the time 

domain multiplication is shown in Fig. 20. 

Figure 20. Sampled waveform with finite sampling interval 
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However, the sampling signal is not the perfect impulse, as shown in the previous 

example. In order to address the short duration sampling pulse, non-impulse sampling is 

represented in the frequency domain by the Fourier series as 

∑
∞

−∞=

=
n

tnfj
np

sectx π2)( , )/(sin)/1( ssn TnTcTc = , ,....2,1,0=n   (8) 

px : periodic pulse train, : Fourier series, nc
y

yyc
π
πsin)(sin =  

The Fourier series power spectrum as a function of frequency in the frequency is plotted 

in Fig. 21. 

 
Figure 21. Fourier series representation of periodic pulse train 

 

Notice that the impulse train in the frequency domain of Fig. 21 is no longer flat-top, and 

finite sampling period which also affects the frequency domain replica illustrated in Fig. 

22. 

{ }tnfj
n

n

tnfj
ns

ss etxFcectxFfX ππ 22 )()()( ∑∑
∞

∞−

∞

−∞=

=
⎭
⎬
⎫

⎩
⎨
⎧

= ,   (9) 

∑
∞

−∞=

−=
n

sns nffXcfX )()(   
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{ }F : Fourier transform 

 
Figure 22. Sampled data in the frequency domain 

The second sampling method in the analog-to-digital conversion is called natural 

sampling because the sampled data in the time domain, as shown in Fig. 20, still 

preserves the original “partial” information. However, an imperfect sampling pulse 

lowers the high frequency coefficients as in Fig. 21. After the Fourier method is used, no 

matter in time or frequency domain, the result should be straight-forward. First, sampling 

of the analog signal enables a cyclic frequency sweep and a duplication of the 

information reaches infinity in frequency spectrum. Second, as shown in Fig. 22, the 

frequency pattern of the sampled signal is continuous and periodic; however, the sampled 

signal in time domain is discrete and aperiodic [3]. 

Before this section concludes, there remains one more point of interest regarding analog-

to-digital conversion. The sampled digital data, shown in Fig. 20, remain in an 

unacceptable (not simple) format for the digital interface, because the non-flat top of the 

waveform is “analog.” The digital signal has to be processed one more step; that is, the 

quantization has to take place, as shown in Fig. 23. 
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In Fig. 23, the quantization is based on the assumption of 3-bit ADC. The flattened data 

are categorized according to uniform mapping, and the digital sequence is {100, 100, 

101, 110, 111, 011, 100, 010, 001}. The quantization error is introduced if a digitized 

signal is rounded by the mapping level [3]. 

 
Figure 23. Digitized data in the quantization mappings 

 

Figure 24 illustrates the designed all-optical ADC block diagram, and the frequency 

transition in each unit is included. The first high frequency component in the ADC is 

considered, as shown in the block diagram, there is no frequency-processing scheme 

required in the ADC.  
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Figure 24. All-optical ADC flow diagram. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



 19

Figure 25 is a simple diagram that illustrates the all-optical ADC system in this research. 

The diagram also describes the fundamental operation of the all-optical ADC in Fig. 24. 

 

 

 
Figure 25. All-optical ADC data diagram. 
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1.3 All-optical analog-to-digital converter 

The all-optical ADC is designed for application in advanced electro-optical sensors and 

advanced radar module, where a combination of high bandwidth (10’s GHz) and high 

resolution (>10 bits) are required.  

The basic operation of the ADC is illustrated in Fig. 26. In particular, the figure shows 

the basic structure of a 2-bit ADC, which involves an optical pulse that will be deflected 

by the electrical signal when passing through the deflector [8]. The angular deflection of 

the probe optical pulse for an analog voltage of zero is also zero and corresponds to the 

center of the spatial filter [9]. A positive analog voltage results in a deflection in a 

positive-phase direction, and a negative voltage results in a deflection in a negative-phase 

direction.  

 

 
Figure 26. All-Optical ADC structure 
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For example, if an analog signal of 2 arbitrary units comes in, the deflector is designed so 

that the optical pulse, will be deflected and strike the position labeled “110” (the first 

“one” represents the positive unit) in the spatial filter. The deflected optical pulse will 

pass through both the integrated optical waveguide and the output to another integrated 

photodetector to be identified. If the analog signal is zero, then the optical pulse will 

strike only the center of the spatial filter labeled “000,” and the collection optics will 

transmit no optical energy; the photodetector will identify the output end of the collection 

optics as zero.  

On the basis of the proposed structure in Fig. 26, we define the subsystems of the ADC.  

 

1. Electro-optical sampling units 

• High pulse rate laser source (10’s GHz) 

2. Electro-optical conversion units 

• Microwave electro-optical deflector (10’s GHz) 

3. Spatial-optical coding and collection units 

• Focusing units 

• Binary coded spatial filter array 

• Tapered waveguide – Collection optics 

 

For the significant characteristics of the all-optical ADC, they are summarized as 

followings 

1. All-passive optical components 
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The purpose of the passive optical component is to reduce power consumption and 

weight. The modulation or sampling task in the proposed ADC will be accomplished by 

the deflecting interface; therefore, there is no electrical power for the extra modulator or 

amplifier. After the sampling and the direct quantization which will be introduced later, 

no further frequency domain action has to be taken and no extra integrated electrical 

device is needed.  

2. Direct decimal-to-binary conversion 

The all-optical ADC needs no wavelength or spatial multiplexing of the analog signal. In 

the following, the linear matrix transformation is used to model the direct decimal-to-

binary conversion.  

τ⋅= fN2   (10) 

N : number of bits, : operation frequency (Hz), f τ : random access time,    

deflector response time (sec) 

Random access time (1) means the average time it takes for a deflected signal to move 

from the present location to the next one, and (2) refers to the response speed of the 

deflector. By extending the linear spatial transform in [9], the transform matrix can be 

defined as [10] 

HUY =   (11)                                                                           

H  : spatial filter array of  matrix, U : input analog signal, Y : binary-

encoded optical signal 

Nn ×− )12(

Assume that  and that the spatial filter is composed of 2 binary bits and 1 polarity 

bit. If signal of 2 in analog units is the input, and the spatial filter matrix is 

3=N
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H , [ ]TU 0000010= ; 

then the encoded optical signal is [ ]TY 011= . The first “1” means the positive 

analog unit, and the second “1” means 2 in conventional binary code. The spatial filter 

array simply achieves a decimal-to-binary conversion, and the matrix form implies that a 

complex geometric design can be applied. 
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Chapter 2. Analog-to-digital converter limitation 

This chapter will describe (1) the conventional types of ADCs performance and (2) the 

general rules for evaluation of the ADC performance. The limitations of an ADC 

originate from the physical and circuitry nature of the quantization of the analog signal. 

The trade-offs of the structures and limitations of the ADC are quantized by the 

mathematical model to be analyzed. Therefore different types of ADCs can be designed 

to fulfill different requirements because of the applications. The second section will 

briefly define different universal measures for evaluations of ADCs, and the dynamic 

measures of ADCs: Signal-to-Noise Ratio (SNR) and Spurious Free Dynamic Range 

(SFDR). 

2.1 Analog-to-digital converter architectures 

The conventional types of high-speed ADCs are described in the following: 

1. Sigma-delta Modulator ADC system [11] 

As shown in Fig. 27, the sigma-delta modulator is composed of a differential amplifier, a 

comparator, an integrator, and a 1-bit Digital-to-Analog Converter (DAC) in negative 

feedback. This structure requires much fewer analog components than other kinds, and 

the back-end digital filter of tunable center frequency such as  filter shown in Fig. 

27. The negative feedback of the DAC (simple switch box) also enables noise shaping of 

this particular design.  

3Sinc

The SNR can be improved by using higher orders for the sigma-delta modulator ADC 

than the 1st order in Fig. 27; however, circuit complexity will be higher as well. 
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Figure 27. Sigma-delta ADC [11]. 
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2. Pipelined ADC [12] 

The pipelined ADC includes low-resolution ADCs, DACs, summing circuits, and an 

interstage amplifier. Large power consumption, high nonlinearity, and interstage gain 

error are the main limitations to this structure. 

As shown in Fig. 28, the analog input  is converted in the first pipeline stage. In the 

first stage, the output of the ADC will be back-converted by the DAC and subtracted 

from the original . The difference is called “residue”, and amplified by the factor of 

4.  

)(tVin

)(tVin

 
Figure 28.  15-bit pipelined ADC [12]. 
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The residue will be processed by the same operation in the second stage. The final single 

flash ADC in the pipelined structure resolves the last 3 least significant bits.    

The structure shown in Fig. 28 encoded the analog signal to 9 levels (slightly higher than 

3-bit, 8 levels), and also illustrates an example of the interstage gain error of ε  to 

describe how it affects the digitization. 

 

3. Flash ADC [13] 

The flash ADC is the simplest and fastest structure for parallel high-speed processing. 

The flash ADC is composed of the comparator bank which requires higher power 

consumption and a larger size than the other kinds of ADCs. Also, the component 

matching to the comparator channels in the chip integration is one limitation of the flash 

ADC. 

Figure 29. Flash ADC [13]. 
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4. Time-interleaved ADC [14] 

The time-interleaved ADC uses a multiplexing switch to distribute analog data to 

parallel-located ADCs in sequence. Therefore, the slower ADCs can be used to achieve a 

higher speed of conversion. Systematic jitters between channels (time skews), offset, and 

gain mismatches are the main limits to this structure. 

 

 

 
Figure 30. 4-channel time-interleaved ADC [14]. 
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2.2 Analog-to-digital converter measures 

1. Signal-to-Noise Ratio (SNR) [3] 

Signal-to-Noise Ratio (SNR) applies a calculation of the white-noise approximation 

(uniform distribution) to the quantization error representation. The quantization noise 

power, , is defined as qP

bq
AP 2

2

23 ⋅
=   (12) 

where A  is the maximum amplitude of the signal, and b  is number of bits. 

The quantization step is b

A
22

2
=Δ  as illustrated in Fig. 31.  is the resolution of the ADC. 

The average power of the original signal if there is a sinusoidal input analog wave is 

b

( )
2

sin1 2

0

2
log

AdttA
T

P
T

ana == ∫ ω   (13) 
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Figure 31. Signal-to-noise ratio (SNR) illustration [3]. 
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Therefore SNR is defined as 

76.102.6)(log10 log
10 +⋅== b

P
P

SNR
q

ana
dB   (14) 

 

2. Spurious Free Dynamic Range (SFDR) [15] 

SFDR represents the ratio of the fundamental frequency amplitude to the largest 

nonsignal-related component in the Nyquist spectrum. The Nyquist spectrum is half of 

the sampling frequency.  

The effective bit determined by the SFDR is  

02.6
)(dBcSFDRSFDRbit =   (15) 

Figure 32 shows an example of the full spectrum. 
2

~0 sf  is the Nyquist spectrum. 

 

 
Figure 32. Spurious Free Dynamic Range (SFDR) [15]. 
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Except the two commonly used dynamic measures of the ADC, the universal measures of 

the ADC are (1) the product of the effective quantization number and sampling rate  

and (2) figure of merit , which will be introduced. They are defined as 

P

F

s
SNR fP bit ⋅= 2 , 

diss

s
SNR

P
f

F
bit ⋅

=
2

, 
02.6

76.1−
= db

bit
SNR

SNR   (16) 

dissP : power consumption. 

 
Figures 33 and 34 illustrate the parameters of the  and  ADCs in the market. In Fig. 

33, 

F P

P  is calculated and distributed in the range of . As shown 

in Fig. 34, power consumption is considered. The results show that the same ADCs of 

different parameters will have different measures, and they are randomly distributed. 

1111 10096.4~10024.1 ××

 

 

 
Figure 33. Product of the effective quantization number and sampling rate [16]. The state 
of art is 1 1111 10096.410024. <<× ×P .
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Figure 34. Figure of merit [16]. The average of F is .  10109.7 ×

From the investigation concluded in [16], these three factors limit ADC performance in 

different specifications respectively. The limitation Factors of the resolution according to 

the different sampling rates are as follows: 

Mfs 2≤  samples/s: Thermal noise 

GfM s 42 ≤≤  samples/s: Aperture jitter 

sfG ≤4  samples/s: Comparator ambiguity 

They are used to calculate the achievable resolution on the basis of physical phenomenal 

in the ADC.   

1. Thermal Noise 

( ) 1
6

2log
5.02

2 −⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

⋅⋅⋅⋅
⋅

=
seff

thermal fRTk
AB   (17) 

k : Boltzmann’s constant= , KJ /10380658.1 23−⋅ T : temperature in K , : effective 

thermal resistance. 

effR
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2. Aperture Uncertainty 

1
3

2log 2 −⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

⋅⋅⋅
=

as
aperture f

B
τπ

  (18) 

 aτ : standard deviation of the variation of the sampling position in t .   

 

 
Figure 35. Aperture jitter [17]. 

3. Comparator Ambiguity 

1.1
93.6

−
⋅

⋅
=

s

T
ambiguity f

fB π
  (19) 

 
reg

T t
f

⋅
=
π

5.2 , : unity current gain frequency of the transistor, : regeneration time 

constant of the comparator. 

Tf regt

4. Heisenberg Uncertainty Principle 

R
Af s

b

⋅
≤⋅

h
2   (20) 

 R : impedance, 
π⋅

=
2

h
h , : Planck’s constant. sJh −⋅= −341062617.6
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2.3 Comparisons and trade-offs of analog-to-digital converter architectures 

Table 1 is the comparison table of the previous ADC architectures. The comparisons are 

based on application, resolution, core die size, and power consumption.  

 

 Flash ADC Pipelined ADC Time-
Interleaved 

ADC 

Sigma-Delta 
ADC 

Application Satellite 
communication 

or radar 
processing 

Charge-
coupled device 

imaging, 
digital video 
application 

Radar system 
and high-speed 

processing 
application 

Audio 
instrumentation 

and sonar 
processing 

Resolution  8-bit resolution 8-to-14-bit 
resolution 

8-bit resolution 12-to-16-bit 
resolution 

Size Core size 
increases with 
the exponential 

function of 
resolution 

Core size 
increases with 

the linear 
function of 
resolution 

Core size 
increases with 

the linear 
function of 
resolution 

Core size does 
not increase 

with the 
function of 
resolution 

Power 
Consumption 

Increases with 
the exponential 

function of 
resolution 

Low power 
consumption 

Increases with 
the linear 

function of 
resolution 

Low power 
consumption 

Sampling 
Speed or 

Bandwidth 

Higher than 
4GHz  

Several M~100 
M samples/s 

40 M 
samples/s or 
higher rates 

Low speed, 
bandwidth is 

less than 1MHz

  
Table 1. Comparisons of ADCs [18]. 

As shown in Fig. 36, the analog-to-digital conversion time of sigma-delta ADCs and 

pipelined ADCs increases linearly with the number of bits (resolution). However, the 

conversion time does not have the same impact on the flash converter because of the 

parallel structure, which is shown in Fig. 8.  
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Component matching affects pipelined and flash converters much more than it affects the 

sigma-delta converter. Calibration and trimming techniques are used to solve this 

problem. The most significant advantage of the flash converter is the fast processing 

speed of the parallel structure; however, this speed necessitates much higher complexity 

and chip size than the do other approaches. Also, power consumption in the flash 

converter is much higher than in others once the resolution increases.  

 
Figure 36. Trade-offs of ADC architectures [19]. 
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2.4 Optical ADC 

In this section, several examples of the optical ADCs will be introduced. The objectives 

of the optical ADC are to overcome the limitation described in the previous sections, and 

also prevent trade-offs as possible. The example of optically assisted ADC is shown in 

Fig. 37 and is called as hybrid ADC [20], because the optical components dominate more 

than in the Complementary Metal Oxide Semiconductor (CMOS) ADC, as shown in the 

previous example. The proposed structure is expected to have the performance of 6-bit 15 

GHz, and the optical signal helps out, especially in the channel multiplexing function.  

 

 
Figure 37. Optically assisted ADC [20] 

The sampling (modulating) task is also accomplished by the optical pulse but makes use 

of the wavelength multiplexing distribution. The analog-to-digital conversion is 

processing in the wavelength (λ ) domain instead of the time ( ) domain, which is more 

familiar to us. The processing speed can be greatly enhanced because of the use of 

Arrayed Waveguide Grating (AWG), and more numbers of ADCs can be used than the 

CMOS ADC. 

t
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We now turn to the examples illustrated in Fig. 38. The structure is called all-optical 

ADC [21] because the system is composed entirely of active and passive optical devices. 

The expected performance is 8-bit 12.5 G samples/sec. 

 

 
Figure 38. All-optical ADC [21] 

In the all-optical ADC, the key means to enhance the processing speed more than the 

optically assisted ADC is to bypass the electrical method. The outgoing optical pulse of 

the AWG will depends on the intensity of the input optical pulse. The dependency of the 

input-to-output feature is designed to form the optical quantization. Therefore, no 

electrical devices are involved in the analog-to-digital conversion steps in the previous 

section. 

In Fig. 39, the uni-directional ADC is proposed [9]. The ADC makes of the acousto-

optical deflection to accomplish sampling and quantization steps, however, the design 

sets limit to positive analog voltage only. The analog-to-digital conversion speed and 

specifications are also as described in Chapter 1.   
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Figure 39. Optically assisted ADC [9] 

As the measurements recorded in [9], the acousto-optical deflector of 500 MHz is 

assumed and 4-bit resolution is used. The extended positive and negative dual-directional 

scanning modeling has also already shown in the Chapter 1, therefore the deflection 

speed as shown in Fig. 39 is the same as the conceptual one.   
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Chapter 3. Basics of research methods 

3.1 Wave optics 

Analyzing the arrival of the optical impulse with the spatial filter geometry receives an 

understanding of the wave equation. In this section, the wave equations [22] will be 

defined in their 1-dimensional and 3-dimensional aspects, and demonstrate the 

formulation of the wave distributions in the optical waveguide [23]. Figure 40 illustrates 

a fundamental 1-dimensional wave, and its parameters are defined as 

)cos(),( 0 tkztz ωψψ −=  (21) 

νπω ⋅= 2 , 
k
πλ 2

= , λν ⋅=c , 
00

1
εμ

=c  

ω : angular frequency, radians. : propagating constant. k λ : wavelength. c : speed of 

light in vacuum,  meters per second (m/s). 8103 ⋅ ν : wave frequency. 0ε : permittivity of 

vacuum,  farads per meter (F/m). 1210854.8 −⋅ 0μ : permeability of vacuum,  

henries per meter (H/m). 

7104 −⋅π

The plane harmonic wave satisfies the wave equation 

 
Figure 40. 1-Dimensional wave 

2

2

22

2 1
tuz ∂

∂
=

∂
∂ ψψ , 

k
u ω
=  (22) 

u : phase velocity 
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In the 3-dimensional scalar representation, the linearly polarized optical wave is  

)cos(0 trkEE ω−⋅= , )cos(0 trkHH ω−⋅=  (23) 

tzkykxktrk zyx ωω −++=−⋅ =constant 

 
Figure 41. 3-Dimensional linearly polarized wave 

The 3-dimensional wave also satisfies the scalar wave equation 

2

2

22

2

2

2

2

2 1
tuzyx ∂

∂
=

∂
∂

+
∂
∂

+
∂
∂ ψψψψ , 

222
zyx kkkk

u
++

==
ωω

 (24) 

From the plane wave and the 3-dimensional wave definitions, the general wave 

definitions are described by curl Maxwell’s equations as follows 

t
HE
∂
∂

−=×∇ μ , 
t
EH
∂
∂

=×∇ ε  (25) 

rμμμ 0= , rεεε 0= . rμ , rε : relative permeability and permittivity of transmitting 

medium. : curl operation. The divergence relationships in the homogeneous 

medium accompanying the curl equations are  

)(×∇
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0=⋅∇ E , 0=⋅∇ H . zkyjxi ∂
∂+∂

∂+∂
∂=⋅∇ ˆˆˆ)(  (26) 

The curl Maxwell equations will also be the fundamentals for the calculations in this 

research. The optical energy per unit area is called the Poynting vector, which is defined 

as 

)(cos2
00 trkHEHES ω−⋅×=×=   (27) 

 2
0

0
00 22

1 E
Z
nHEI == , 

0

0
0 ε

μ=Z , 
u
cn =  

I : average Poynting vector, also called Irradiance. : impedance of free space. n : 

refractive index. 

0Z

In the next part of this section, the transmission and the reflection of the plane wave will 

be discussed. Consider the plane wave incidents from the medium 1 ( ) at the angle of 1n

θ  to the medium 2 ( ) as shown in Fig. 42.  2n

 

 
Figure 42. Plane wave transmission and reflection 
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The transmitted and reflected waves follow Snell’s law 

1

2

sin
sin

n
n

=
φ
θ , θθ ′=  (28)  

As shown in Fig. 43, the critical angle is defined as 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= −

1

21sin
n
n

cθ ,  (29) 21 nn >

Once the incident angle is greater than the critical angle, the plane wave will be totally 

reflected.  

 

 
Figure 43. Incident angle is larger than the critical angle 

The special case, as shown in Fig. 44, occurs when cθθ = , so that the reflected wave will 

be the surface wave. The surface wave [24] in Fig. 43 is neglected because the wave will 

be totally attenuated in a few wavelengths.  
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Figure 44. Critical angle 

If the electric and magnetic fields are considered in the transmission-reflection 

relationship, the different transverse modes will be defined. The linearly polarized waves 

[25] can be categorized as two modes: Transverse Electric (TE) and Transverse Magnetic 

(TM) polarizations.  In the TE mode, the electric field is in the y-axis (positive y-

direction) and is perpendicular to the plane of incidence. Figure 45 illustrates the TE 

mode case, and the XZ plane is defined as the plane of incidence.  

 

 
Figure 45. TE mode 
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The electric fields’ and the magnetic fields’ relationships in the TE mode are defined as  

EEE ′′=′+ , φθθ coscoscos HHH ′′−=′+−   (30) 

In Fig. 46, concerning the TM mode, the magnetic fields are defined in the positive y-

direction, and the electric-magnetic fields’ relationships are  

HHH ′′=′+ , φθθ coscoscos EEE ′′−=′′+−  (31) 

 

 
Figure 46. TM mode 
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3.2 Integrated optical waveguide 

In this section, the wave distributions of the multi-dimensional model in the waveguide 

structure [23] will be defined. The relative refractive-index difference is defined in 

Equation 32 and the waveguide structure is illustrated in Fig. 47. 

2

22

2 core

claddingcore

n

nn

⋅

−
=Δ  (32) 

coren : refractive index of the core region, : refractive index of the cladding 

region.  

claddingn

In the Silicon-On-Insulator (SOI) optical waveguide design [26],  is used as the core 

( ) and  as the cladding (

Si

5.3=coren 2SiO 45.1=claddingn ) at mμλ 55.1= ; therefore, 

%. The silica core material is 45=Δ 5.1=coren . 

As illustrated in Fig. 47, the z-axis and the x-axis propagation constants are 

φβ cos1kn= , and φκ sin1kn= . Also,  is the critical angle. )/(sin 1
corecladding nn−=φ

 

 
Figure 47.  1-dimensional waveguide 
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The dispersion relationship in the 1-dimensional waveguide structure is   

ξ
πξ 2/cos2

1 makncore
+

=Δ
−

, 
Δ

=
2

sinφξ   (33) 

m : integer 

The normalized frequency is  

Δ= 2akncoreν  (34) 

The cut-off wavelength is  

Δ= 22
core

c
c an

ν
πλ  (35) 

In this section, we should notice two important conclusions concerning the 1-dimensional 

wave solutions in the optical waveguide. First, cvv <  ( cλλ > ) means no more than that 

the fundamental mode ( ) can be propagated in the core region and that 0=m π5.0=cv ; 

this can be clearly observed in the crossing point in Fig. 48. In Fig. 47, ma μ5.0= , 

,  for the silicon core, and 1=claddingn 3=coren 5.1=coren  for the silica core. The reason 

that different waveguide refractive indexes for both the waveguide core and the cladding 

are chosen will be stated later in this section. The commercial Matlab software  [27] is 

used to calculate and plot the results of Equation 33. 

Second, Equation 33 solves for ξ , makes use of a different , and is denoted as m mξ ;  

one can calculate mφ  by Δ= 2/sin mm φξ , and one can calculate mβ  by 

mcorem kn φβ cos= . The examples of Equation 33 are plotted in Fig. 48. In Fig. 48  (a), 

two modes exist in the silica core region are determined by the crossing points; however, 

in Fig. 48 (b), four modes are in the silicon core region because of a higher normalized 

frequency. 
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Figure 48.  Matlab calculations and plots of dispersion curves of Equation 33 for (a) silica 

core (b) silicon core

The wave functions in the slab waveguide are based on the 2-dimensional structure and 

simplification of the curl Maxwell’s equations. The advantages of the slab waveguide 

formation are twofold: the wave distributions can be greatly simplified, and the 

computation complexity is reduced. The wave propagation equations are defined [23] as 

)(),( ztjeyxEE βω −= ,  (36) )(),( ztjeyxHH βω −=
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Figure 49.  Slab waveguide 

In the slab waveguide, the y-axis dependency is ignored ( 0=
∂
∂

y
E  and 0=

∂
∂

y
H ). The TE 

mode wave equation in the slab waveguide is defined as  

0)( 222
2

2

=−+
∂ y

y Enk
x
Ed

β   (37) 

y
o

x EH
ωμ
β

−= , 
dx

dEj
H y

o
z ωμ
= , 0=== yzx HEE , 12 kk ≤≤ β  

 and the TM mode is  

0)()1(
2

2
2

2
=−+ y

y H
n

k
dx

dH

ndx
d β   (38) 

y
o

x H
n

E
2ωε

β
= , 

dx
dH

n
jE y

o
z 2ωε

−= , 0=== zxy HHE , 12 kk ≤≤ β . 

In the TE mode, the wave in the core region of  is to be in the form of 

.  in the form of x-axis dependency is used; therefore,  

both  and this triangular function proves that the optical confinement in 

both the core region and other wave equations in the cladding region have exponential 

decay.  

yE

)()cos(),( ztj
y ekxAzxE βω −= yE

)cos()( kxAxEy =
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The propagating waves along the z-axis by the x-axis dependency are 

⎪
⎩

⎪
⎨

⎧

≥−=
≤=

≤≤−=
−

xdBexE
xdBexE

dxdkxAxE

x
y

x
y

y

,)(
,)(

),cos()(

α

α   (39) 

2
1

2
1 βμεω −=k , 2

22 μεωβα −= , : constant, . BA, )cos(kdAeB dα=

Equation 30 is the TE even mode (symmetric to the origins at the x-axis), and the wave is 

also symmetrical in the upper and lower cladding regions. The dispersion formula is 

1)()tan( 2 −=
kd
Vkd   (40) 

The TE odd mode is 

⎪
⎩

⎪
⎨

⎧

≥−−=
≤=
≤≤−=

+

−

xdekdAxE
xdekdAxE

dxdkxAxE

xd
y

xd
y

y

,)sin()(
,)sin()(

),sin()(

)(

)(

α

α  (41) 

]1)(/[1)tan( 2 −−=
kd
Vkd  

The total number of modes is )(2 π
VOddEven =+ . 

As for the TM mode, just start with the “even” mode, 

⎪
⎩

⎪
⎨

⎧

≥−−=
≤=
≤≤−=

+

−

xdekdAxH
xdekdAxH

dxdkxAxH

xd
y

xd
y

y

,)cos()(
,)cos()(

),cos()(

)(

)(

α

α   (42) 

we can have the same result if we just interchange the H with the E and if different 

constant coefficients are used in the z components through the definitions in Equation 42.   
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Figure 50.  Matlab calculations and plots of TE even mode dispersion curves of (a) silica 

and (b) silicon materials

The results calculated and plot by Matlab in Fig. 50 derive from the dispersion 

relationship in Equation 31. The specifications are md μ5.0= , ,  for the 

silicon core and  for the silica core. The comparison in Fig. 50 establishes that the 

silicon core can support more mode propagations in the same core size. In Figs. 51 and 

52, we plot (a) the first TE even mode in the silica core region and (b) two TE even 

modes in the silicon core region. The greatest difference is that the first mode is more 

well-confined in the silicon core region. 

12 =n 31 =n

5.11 =n
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Figure 51. Matlab calculations an plot of TE even mode field distribution in the silica 

material 

 
Figure 52.  Matlab calculations and plots of TE even mode electric field distributions in 

the silicon material 
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Except for the wave equations for the 2-D slab waveguide, the last thing to be determined 

is the constant A . 

The TE mode is 

∫
∞

∞−
= dxEP y

2

02ωμ
β   (43) 

d⋅=στ , d⋅= δψ , 222
claddingnk−= βσ , 222

corenk−= βδ  

 

Therefore, 
)

2
1

2
11(

2

ψτ
β

ωμ

++
=

d

PA , and the same definition for the TM mode is 

∫
∞

∞−
= dxH

n
P y

2

2
0

1
2ωε
β

  (44) 

 

The refractive indexes of the core and the cladding are different from the corresponding 

indexes in the experiments because of the 2-D wafer definition in the simulation method 

in the later chapter. In Fig. 47, the silicon wafer and the upper cladding will be shown (or 

considered) only in 3-D simulation; however, it would take several days to complete the 

example already treated in Fig. 48 or Fig. 50. The air setting for the lower cladding 

( ) is set to be the same as the air setting for the upper cladding (in the 2-D 

simulation), and this scheme still leads to the equivalent SOI structure. The core 

refractive index of 3 and the cladding index of 1 still maintain the relative difference of 

45% by the calculation of Equation 32. We choose a silica index of 1.5 to be simply 

compared to the high value of the SOI in order to discuss the impacts caused only by the 

change of the refractive index.  

1=n
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As shown in the Fig. 53 [28], both a simple SOI waveguide and a comparison of the 

fabrication size of the silica waveguide or CMOS are presented. The buried oxide layer is 

produced by the implanting of high-energy oxygen ions into  and then by the 

annealing at a high temperature for several hours. The later epitaxial  layer is grown 

by the Chemical Vapor Deposition (CVD). The sample endface has to be cleaved and 

polished so that the testing light can focus into the core region.  

Si

Si

 

 

 
 

Figure 53.   Comparison of fabricated SOI waveguide and other silicon applications [27]
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3.3 Finite difference time domain method 

The simulation code used in this research is based on the Finite Difference Time Domain 

(FDTD) scheme [29] derived from Equation 25. The six sub-equations in the rectangular 

system as shown in Fig. 54 are  
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Figure 54.  3-dimensional FDTD cell 
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The zyx −−  axis constitutes the physical mesh coordinates, and  constitutes the 

FDTD calculation step indices. 

kji −−

Take the first sub-equation ⎟⎟
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representation based on Yee’s algorithm [30] is  
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The required 3-dimensional computational stability is 

( ) ( ) ( ) tczyx Δ>Δ+Δ+Δ 222   (47) 

For a 2-dimensional FDTD calculation, assume 0=∂
∂

y  as shown in Equation 45; the 

TE and the TM modes are then distinguished as  
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TM Mode: 
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By the same discrete derivation, the 2-dimensional TE mode becomes   
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The computational stability limit is  

( ) ( ) tczx Δ>Δ+Δ 22   (51) 

 

 
Figure 55.  2-dimensional FDTD cells in the TE and the TM modes 
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The sub-wavelength mesh size LΔ  ( LkzLix Δ⋅=Δ⋅= , ) of the FDTD is chosen as 

mnL μλ 05.0)10/( =⋅=Δ , mμλ 55.1= , 3=n : the constant refractive index defined for 

the rest of this research. The definition of the Poynting vector (the TE mode) is  

))Im()Im()Re()(Re(5.0

)Re(5.0
)Re(5.0

xyxy

xyz

HEHE

HES
HES

⋅+⋅⋅−=

⋅⋅=

×⋅=
∗

∗

        (52) 

HE, : TE mode, the stationary value calculated by Discrete Fourier Transform (DFT) 

[2]. 

),Re( HE : real part of the electric and magnetic components. 

),Im( HE : imaginary part of the electric and magnetic components. 

The real part of  is considered to be the desired propagating power density in this 

research.  

zS
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Chapter 4. Research objectives 

In this chapter, the research objectives will be defined based on the requirements and 

basic operations in chapter 1-3. The objectives are focused on the spatial filter and 

collection optics of the all-optical ADC, also to investigate the theoretical details in these 

devices; the results and findings will be able to improve the transmission efficiency of the 

all-optical ADC.    

At the beginning of this chapter, the research objectives are: 

1. Investigate the design methods and existing fabrication processes for the spatial 

filter with the goal of understanding the operations of the device.      

2. Investigate the design method and existing fabrication processes for the collection 

optics with the goal of understanding the operations of the device. 

3. Define the analytical parameters and specifications for both of the spatial filter 

and collection optics.  

4. Analyze the optical transmission efficiency and crosstalk ratio of the spatial filter 

array. 

5. Investigate and optimize optical collection optics transmission efficiency. 

6. Develop the analytical modeling method in order to calculate the transmission 

efficiency of the spatial filter.   
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4.1 Components of the spatial optical pulse collection system 

The basic geometry of the spatial optical pulse collection system will be presented in this 

section. The introduction will also illustrate the existing fabrication schemes prepared for 

the designs. Figure 56 illustrates the basic structure of a single spatial filter aperture that 

is composed of two parts: an aperture mask and a straight optical waveguide. The 

aperture mask is a widely used component in next-generation nano-optical storage [31] 

and is also enabled in parallel nano-optical write-in and read-out methods. In the 

application of the all-optical ADC, we have made modifications and combined designs in 

[32] and [33].  

 

 
Figure 56. Single spatial filter 

As shown in Fig. 56, the optical pulse strikes the surface of the aperture mask and 

partially transmits through the optical waveguide. In this basic illustration, there are two 

design considerations: (1) optical pulse width versus filter array dimension and (2) 

aperture geometry. 
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Figure 57 illustrates two different designs of the spatial filter. The first design is based on 

tapered conic geometry, and the second one is a basic square shape.  

 

 
Figure 57. Tapered and square spatial filter 

The discussion of both the design conclusion and the simulations will be devoted to the 

later chapters; here, consider functional effects in the spatial filter: (1) optical 

transmission and (2) frequency response.  

The transmission ratio will affect the overall system performance, because the active 

amplifier has to be excluded, as much as possible, in the analog-to-digital conversion 

platform. We need to control the transmission and the coupling loss at each stage, or the 

accumulated loss will enable a significant percentage loss at the final output. 
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 Also, in the beginning stage, the frequency characteristics have to be preserved, since the 

photodetector array will identify the signal by the center wavelength (center frequency) 

distribution.  

In Fig. 58, the pulse width will be larger than the aperture mask, and the partial optical 

power will pass through the adjacent waveguide, as well as through the main input. 

Therefore, the pulse propagation in this circumstance will be investigated to define 

crosstalk between adjacent waveguides. 

 

 
Figure 58. Spatial filter array 



 62

As shown in Fig. 59, the chosen existing fabrication scheme of the aperture mask array 

can make a single aperture size of 150 nm. The aperture array is fabricated on the basis of 

the SOI technique; the tapered geometry is generated by photolithography and wet 

etching methods. The optical transmissions of the probes in Fig. 59 are, both, about 14%. 

 

 
Figure 59. Fabricated near field aperture array [34]. 

On the basis of the available near-field aperture array measurements [34], the width of 

the spatial filter is estimated to be larger than the width of the example in Fig. 59, so that 

the transmission ratio can be enhanced. First, we need to find out the relationship of the 

half apex degree θ  versus the transmission ratio in the design procedures. Second, the 

optical waveguide separation depends also on the filter array specification, and the 

coupling problem (crosstalk, adjacent-to-main input optical power ratio) will be 

considered for the design criterion. The design considerations are summarized as follows: 

 

1. Optical pulse dispersion 

2. Transmission ratio 

3. Input optical waveguide separation 
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For the tapered waveguide, the purpose is to transmit an optical signal to the next stage of 

the integrated photodetector. The design, as shown in Fig. 60, is based on the large 

dimensional multiple-to-one tapered waveguide and is different from the tree structure 

waveguide. In the tree structure waveguide, a large portion of the branch loss will be 

introduced once the multi-stage is expected; the simulation will also be presented in the 

later chapters. 

 

 
Figure 60. Tapered waveguide 

The tapered waveguide is also widely used in spot-size conversion to be coupled with 

either output fiber ports or the wavelength dividing multiple accessing devices. Also, the 

tapered waveguide can be used as an N by N or 1 by N power splitter [35].  

 
Figure 61. Tapered waveguide in application of wavelength multiplexing chip [35]. 
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Figure 61 is an example of a fabricated wavelength multiplexor, and the tapered 

waveguide is used as a spot-size converter. The tapered waveguide is 2mm long and has a 

width of mμ5.4 -to- mμ5.1 , a tapered angle of  rads, and a core thickness of 2mm. 3103 −×

The design criteria of the optical waveguide are summarized as follows  

1. Low loss in the mμ55.1  wavelength 

2. Condensed circuitry 

3. Fabrication compatible with near-field spatial filter array  

4. Stacked optical waveguide structure 

The Silicon-On-Insulator and the Separation IMplanted by the OXygen (SOI-SIMOX) 

waveguide structure [36,37] are chosen for the waveguide implementation, and Fig. 62 

shows the fabricated waveguide example.  

 

 
Figure 62. Optical waveguide by SOI method [37]. 

Also as shown in Fig. 63, a large polymer core with an SOI waveguide is used for the 

fiber coupling purpose. The SOI tapered waveguide is mμ200  long and has a width of 

200 nm-to-100 nm, and a core dimension of 400 by 200nm. 
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Figure 63. Silicon waveguide and output coupling example [37]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 66

4.2 Limitations 

The 2-dimensional FDTD method of the TE mode is used, here, for a preliminary 

examination of the spatial optical pulse collection system. The proposed objective of this 

theoretical analysis will be introduced in the next section. This section covers the 

demonstration of, and the discussion of, the separate simulations of spatial filters and 

tapered waveguide. Also, this section treats the results related to the design criteria. 

1.   Spatial filter array 

For the spatial filter simulation as shown in Fig. 64, Gallium Phosphide (GaP) ( 05.3=n ) 

[32] was used as the aperture material. The simulation was based on the assumption that 

the optical pulse would incident into the waveguide through the spatial filter without any 

tilting angle (properly deflected as desired); however, the Full Width Half Maximum 

(FWHM) of the incident pulse to the waveguide width is 2-to-1. The tapered geometry θ  

(half apex angle) of  is used. °30

 
 

Figure 64.  Tapered spatial filter  



 67

Figure 65 is a simulation example of the single spatial filter. The simulation example 

shows that the optical pulse is collected through the tapered structure and also blocks 

unwanted portion; therefore, no optical pulse passes behind the aperture mask.  

 

 
 

Figure 65.  FDTD simulation example of tapered spatial filter 

The next example to be demonstrated is the spatial filter array simulation. The purpose 

underlying the simulation is to calculate the crosstalk (cross-coupling) effect caused by 

the incident optical pulse that was covering two or more input waveguides.  

The definition of the crosstalk ratio based on the measurement line in Fig. 66 is 

 

Main input power ratio: 
)(
)(

BP
AP   (53) 

                                 Crosstalk power ratio: 
)(
)(

BP
CP  

 
 
Figure 66 illustrates the spatial filter array simulation layout. The waveguide center-to-

center distance is mμ2 , and the waveguide width is mμ1 . Positions A, B, and C 

constitute the Poynting vector (z-direction optical power defined in Equation 52) line 

respectively.  
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Different deflection angles (the deflected optical pulse from the electro-optical deflector) 

are assumed in the FDTD simulations.  

 

 
 

Figure 66. Spatial filter array 

Figure 67 is an example of a  angle of deflection. The optical pulse strikes the spatial 

filter and is blocked by the aperture mask; however, some of the optical pulses still pass 

through the optical waveguide.  

°5
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Figure 68 is the calculated transmission and crosstalk ratio defined in Equation 53. The 

main input transmission ratio simply refers to the collected optical pulse; however, the 

crosstalk ratio describes every analog-to-digital conversion per  that is needed. °12

Figure 67. FDTD simulation example of 5-degree deflection angle 

 

 

 
Figure 68.  Transmission ratio of tapered spatial filter array by various deflection angles 
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2.   Tapered waveguide 

Figure 69 illustrates the design of the tapered waveguide layout. In order to reduce the 

device length, we applied twice the tapered angle as in [38]. The exponentially tapered 

function is defined as 

3,11 =−=
⎥⎦
⎤

⎢⎣
⎡ ⋅

α
α
L

Z

eX   (54) 

  

 
Figure 69. Specifications for tapered optical waveguide 

As shown in Fig. 70, we calculated the transmission ratios of the tapered waveguide for 

the lower half branches (because of the symmetry) in different scaling factors (
2
1

W
W ), and 

the length is fixed at mWWmL μμ 143,781 === . From the power ratio calculations in 

Fig. 70, the optimized scaling factor is 0.57 ( mWmW μμ 42,71 == ). The feature of this 

design shows the optical power confinement of the large dimensional optical waveguide, 

and no tilting angle of the input waveguide is required [39]. 

Figure 71 is the FDTD simulation example of the tapered waveguide. The optical pulse is 

deflected along the z-direction inside the tapered waveguide, and scattered to the output 

end. 
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Figure 70 records the simulation results of the optical transmission ratio versus the 

scaling factor. The transmission ratio shows that there is no significant enhancement 

since the scaling factor of 0.57, therefore, the factor of 0.57 is chosen as the optimized 

factor. 

 

 
Figure 70. Power ratio (P(B)/P(A)) of different scaling factors 

 
 

Figure 71.  FDTD simulation example of tapered waveguide 
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4.3 Proposed research 

As Fig. 72 illustrates, this research will investigate and analyze the transmission ratio of 

the spatial filter. The optical source is assumed to be an optical pulse whose deflection of 

angle is θ ; the pulse propagates to the spatial filter of the binary pattern, as shown in Fig. 

26. The objective of this research is to introduce a systematic integration method for the 

applied techniques. The integration method can be further combined with the 

transmission characteristics introduced in the conclusion of this research; therefore, we 

can construct complete analytical model of the analog-to-digital converter. 

 
Figure 72. Illustration of the proposed research. 
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1. Fresnel-Kirchhoff diffraction: 

Originally, researchers used the Fresnel-Kirchhoff diffraction to calculate the ratio of 

wave propagation through an aperture to a case without an aperture-that was, defined as 

the diffraction coefficient. In Chapter 5, I review the modification that is necessary for 

calculations pertaining to the transmission ratio of the wave propagation through the 

aperture and to the input wave. 

2. Wedge diffraction 

In this research, wedge diffraction describes the diffraction phenomena that result from 

the tapered-edge structure of the spatial filter. 

3. Fresnel equations 

The deflected optical pulse passes through the spatial filter and then collected by the 

high-refractive index optical waveguide. Fresnel equations are derived from Snell’s law 

to calculate the final transmission ratio of the spatial filter. 

 

Fresnel-Kirchhoff diffraction [40]: 

Figure 73 illustrates both the basic structure of the diffracting aperture and the Fresnel-

Kirchhoff diffraction. Also as illustrated in Fig. 73, the dimensional variables in the 

formation of the diffraction are given the following definitions: 

( xyx ,, )ψ  : optical source 

( xyx ′′′ ,, )ψ : optical wave at the observation point 

s : vector from  to the optical source   O

r : vector from  to the observation point  O

O : chosen point at the aperture opening; any point at the opening  
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n : directional vector, normal to the surface of the aperture mask; positive  direction  z

( rn, ) : angle of the vector r  between   n

( sn, ) : angle of the vector s  between    n

.  

r

Z

X

Aperture Mask

Y

),,( zyx ����

� 	zyx ,,�

s

n

s r
n

� 	sn ,� 	rn ,

O

 
Figure 73. Diffracting aperture 

 

The first step in the diffraction problem involves the Helmholtz equation [41] 

022 =+∇ ψψ k  (55) 

The monochromatic wave is defined in terms of 

( ) ( ) tjezyxtzyx ωψψ −= ,,,,,  (56) 

The solution to the wave equation makes use of Green’s equation: 
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)(22 rrGkG ′−=+∇ δ  (57) 

),,,,,(),()()()( zyxzyxGGzzyyxxrr ′′′=′−′−′−=′− δδδδ  

Therefore, the Helmholtz equation can be written as 
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The choice of  for the diffraction problem in the single medium (single refractive 

index) can be expressed as 
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The wave equation becomes 
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Let the spherical wave ψ  of constant amplitude A  be already propagated to the point  

in Fig. 73, so that 

O

ψ  is in the form of 
s
eA jks−⋅  (spherical wavefront). The term inside the 

integral of Equation 60 can be written as 
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k 1
>>  or 

r
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1
s

 and 2
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r

 are neglected. Equation 60 will be 
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Equation 61 is the so-called Fresnel-Kirchhoff integral. It is used to calculate the 

diffraction coefficient, and the details of both the calculation and related examples will be 

shown in Chapter 5. 
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Wedge diffraction [24]: 

The wedge diffraction starts from the cylindrical wave equation for the structure 

illustrated in Fig. 74: 
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The solution to the wave equation (traveling wave solution) is 
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A  , B , C , : constant, D β : phase constant, : Hankel function of the first kind, 

: Hankel function of the second kind. 

)1(
mH

)2(
mH

 

 
Figure 74.  Cylindrical waveguide 

For the following derivation, the TM mode and duality theorem are used to obtain the 

wave distribution of the wedge structure. 

Assume there is a constant current source ; therefore, eI

eze IazI ˆ)( =′  (64) 
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The  field that is radiated by the line source in the cylindrical coordinate system is ZTM

0=F  
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p
mH : Hankel function of p kind of order p. : electric vector potential, F A : magnetic 

vector potentials  

The line source is of infinite length; the lower order is chosen as  

βββ ρ =⇒= 0z  

The solutions become 

)(ˆ)(ˆ 2
00 βρρ HAaAaA zzz ==  

)(1 )2(
00

2
2

2

βρωβ
ωμε

HAjA
z

jE zz −=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

∂
∂

−=  (66) 

)(1 )2(
10 βρ

μ
β

ρμφ HAAH z =∂
∂

−=  

eIjA
40
μ

−=  

 
Figure 75. Line source being located away from the origin 
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The previous solutions will be transformed into the case that Fig. 75 illustrates. This 

transformation means that the current source is not located at the origin.  

The solution as the source is placed away from the origin 
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4
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( )ρρββ
ψ ′−−= )2(

14
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ψ : circumferential angle around the source 

According to the duality theorem, the  of the magnetic current source ( ) will be  ZTE mI
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The field that is generated by the constant magnetic current ( ) is illustrated in Fig. 75 ZTE
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The addition theorem for the Hankel function represents the source located away from 

the origin as shown in Fig. 75, and transforms the cylindrical wave functions originates at 

the origin. The addition theorem is 
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The transformed field is written as 



 79

⎪
⎪
⎩

⎪⎪
⎨

⎧

′≥′

′≤′
−=

∑

∑
∞

−∞=

′−

∞

−∞=

′−

ρρβρρβ

ρρρββρ

ωε
β

φφ

φφ

n

jn
nn

n

jn
nn

ei
z

eHJ

eHJI
H

)()2(

)()2(
2

)()(

)()(

4
 (71) 

Figure 76 is the 3-dimensional view of the wedge structure. Through variations in the 

wedge angle, the total field can be used to represent the incident field distribution of the 

spatial filter structure.  For example, 31.1=n  is a  wedge; in other words, the half-

apex angle of the spatial filter is .  

°125

°35

 

 
Figure 76.  3-D view of wedge scattering 

The total field includes the incident field and the scattered field, both of which result 

from the wedge. The total field is defined as  
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i
zH : incident field, : scattered field caused by the wedge s

zH

These variables are defined as 
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As shown in Fig. 76, we have 

π
απα 22)2(2 −=⇒−= nn   (74) 
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Figure 77. 2-D view of the wedge 

The total field is re-written as 
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Equation 76 is the starting point for the wedge diffraction calculation that I not only 

explain in Chapter 5 but demonstrate with examples, as well. 

Fresnel equations [25]: 

Snell’s law is described in Chapter 3-1 (Figures 45 and 46). The Fresnel equations 

continue to describe the transmission coefficients and the reflection coefficients. The 

Fresnel equations are defined as 

TE mode: 
θθ
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22

22

sincos
sincos

−+

−−
==

n
n

E
Er r , 

θθ

θ
22 sincos

cos2
−+

==
nE

E
t t  (77) 

TM mode: 
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==
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t t  

rEE =′ , tEE =′′ , 
1

2

n
nn = : relative refractive index as illustrated in Figures 45 and 46. 

 

Babinet’s principle [42]: 

In Chapter 5, I will use the concept of Babinet’s principle in order to systematically 

integrate the previous introduced methods. Babinet’s principle simply states that  

ntotal UUUUU ....321 +++= , ,....3,2,1=n .  (78) 

totalU : total diffraction pattern, : different independent diffracting 

aperture.  

nUUUU ,....,,, 321
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The condition of this principle is applied only to the same observation point or plane in 

Equation 78. Also, the calculation must be multiplied by the phase difference of the 

assumed optical sources (point sources). 

The spatial filter can be decomposed into two parts: effective upper and effective lower 

wedges. The second step is to decompose the effective upper wedge into the upper wedge 

and upper edge of the aperture. The same decomposition procedure also applies to the 

effective lower wedge. 

According to the common example of Babinet’s principle, if there are two different 

diffracting apertures and one fixed observation point or plane, the total diffraction effect 

can be written as 21 UUUtotal += . : total or sum of the diffracting pattern, : 

diffraction by the first structure, : diffraction by the second structure 

totalU 1U

2U

As shown in Fig. 78, the total effect will be that no aperture (obstruction) exists, because 

the second aperture is the complementary of the first aperture (the obstruction).  

Obstruction 1:  aperture with opening 

Obstruction 2: complementary of obstruction 1, blockage of the opening of the aperture 

Effective obstruction: Sum of obstructions 1 and 2, no obstruction exists 
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Figure 78. Special example of Babinet’s principle 

In the next chapter, I will apply the concept of Babinet’s principle to the decomposition 

of the spatial filter. The sum of the transmission calculation will include adjustment 

factors according to the phase shift of the deflected optical source.  
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Chapter 5. Research results 

5.1 Fundamentals of the modeling methods for the spatial filter 

5.1.1 Fresnel-Kirchhoff diffraction 

The previous section has already described the wave equation derived by the Fresnel-

Kirchhoff integral; the details of the calculations will be introduced in this section. In 

terms of spatial vectors, the calculation of the Fresnel-Kirchhoff calculation is based on 

these two conditions: (1) a small θ  and (2) a large distance from  to  compared to 

 or  as shown in Fig. 79. Therefore I replace 

1P 2P

1x 2x
sr
1  in Equation 62 with 

21

1
rr

, and the 

term  becomes . ( rsjke +− ) ( )21 rrjke +−

 
Figure 79. Dimensional specifications of the Fresnel-Kirchhoff integral 
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If we rewrite the Fresnel-Kirchhoff integral formula of Equation 61, and if we define the 

dimensional specifications of the aperture as shown in Fig. 79, an incident wave of 

constant amplitude A  for electric field at  is  2P

( ) ( )[ ] ( )∫ ′⋅⋅−⋅
⋅⋅
⋅⋅

= +⋅⋅−

S

RRkj Sdernrn
rr
AkjE 21

12
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 (79) 

The diffraction coefficient [43] is defined as 
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: wave that is propagated from  to  without an 

aperture 

1P 2P

 

In a later section, I will discuss and derive the case of θφ ≠  especially for the electro-

optical deflector.  

As defined in Fig. 73,  represents the directional vector. Using Taylor’s expansion, 

 and  are approximated as 
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The approximation is also based on the Fresnel region limit [44] 
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D : cross-sectional area of the aperture 
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The Fresnel integral is defined as 

duexSjxCxF
x uj∫ −=⋅−=

0

)2/( 2

)()()( π  (84) 

As shown in Fig. 80, the oscillation characteristics of the Fresnel integral will also appear 

in the result of the diffraction coefficient calculation.  

 
Figure 80. Matlab calculations and plot of Fresnel integral. 
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By using a change of variables, let ii y
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For the 2-D calculation, set ∞−∞=′ ~y  ( ∞−∞= ~, 21 uu ), and make 
2

1)( jF −
=∞ . 

Therefore the diffraction coefficient can be written as 

( ) ( )
j

vFvFD
−
+

=
1

21 , ( ) ( )xFxF −=−   (86) 

 
Figure 81. Matlab calculations and plot of D  versus θ . mr μ51 = , mr μ32 = , 

mμλ 633.0= , mxx μ5.021 == .  
 

On the basis of the derivations from Equations 79 to 86, I derived the calculation for the 

transmission ratio of the deflected optical pulse to the spatial filter from the electro-

optical deflector.  
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I multiply the phase term being cancelled in Equation 83 back, and define the 

transmission ratio as 
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By using the same derivation procedures already shown, I wrote the transmission ratio in 

the form of the Fresnel integral that features a modified factor:  
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5.1.2 Edge diffraction 

As illustrated in Fig. 79, the edge diffraction is the Fresnel-Kirchhoff diffraction of one 

side of the aperture only. The calculation sets  or  to 1v 2v ∞ , depending on the upper 

edge or the lower edge. The diffraction coefficient is therefore 
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Figure 82. Matlab calculations and plot of D  versus .  v
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Figure 83 is an example of edge diffraction for the same case as in Fig. 81. 

 

 
Figure 83. Matlab calculations and plot of D  versus θ . mr μ51 = , mr μ32 = , 

mμλ 633.0= , mx μ5.01 = .  

I wrote the transmission ratio caused by the edge of the aperture as 
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 5.1.3 Cylindrical wave equation and wedge diffraction 

As shown in Chapter 4.3, the cylindrical wave representation of the wedge structure can 

be applied to the edge structure of the spatial filter. In this section, the modal solution for 

the wedge structure will be transformed with Green’s function relative to circuit theory.  

In order to represent the total field in the form of unit amplitude incidence, I introduce 

Green’s function for the final part of the derivation.  
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For example, a solution of the R-L circuit is 

)(tvRi
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L
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ti ttLR ′≥= ′−− ))(/(0)(  (91) 

Green’s function for the solution is simply related as 
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ttG ttLR ′≥=′ ′−− ))(/(1),(  (92) 

The next equation is continued from Equation 76 in Chapter 4.3, and is similar to 

Equation 92; Green’s function is used to represent the total field [24] as 
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For the case of ∞→′ρβ , Equation 93 is simplified to be  
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J : Bessel function 

Figures 85 and 86 are examples of the total field response of Green’s function (G), which 

is just above. The parameters are 

n =1.37 

α = , wedge angle (the right-hand half of the spatial filter) °4.113
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φ′ : , incident field °60

φ : observation_point angle, 180~0 ⋅n  degrees 

ρ : λ , mμλ 633.0= . ρ′ : 1000λ  and 10 λ  

β : wavenumber, λ
π2   

 

Figure 84 is the plot of the Bessel function of the first kind ( ) and the Hankel 

function of the second kind ( ). The plot has characteristics that are similar to those 

of the Fresnel integral, which are shown in Fig. 80. Examples of the related oscillation 

appear in Figs. 85 to 88.  

)(0 xJ

)(2
2 xH

 

 
Figure 84. Matlab calculations and plot of Bessel and Hankel functions. 

In Figures 86 and 88, the arrow line stands for the incident field; the bold line stands for 

the wedge. 
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Figure 85. Matlab calculations and plot of )1000( λρ =′G , Equation 94.  

 
Figure 86. Radar plot of Figure 85.  
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Figure 87. Matlab calculations and plot of )10( λρ =′G , Equation 93.  

 
Figure 88. Radar plot of Figure 87.

 



 94

5.1.4 Fresnel equations 

As shown in Fig. 89, the wave passes the spatial filter and then strikes the entrance of the 

optical waveguide. Also, Figures 90 and 91 plot the transmission coefficient ( t ) and the 

reflection coefficient ( r ). Underlying the examples is the assumption that, in Equation 

71,  and .  5.12 =n 11 =n

 
Figure 89.  : transmitted electric field, : reflected electric field. tE rE

 
Figure 90. Matlab calculations and plot of TE mode. 
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Figure 91.  Matlab calculations and plot of TM mode. 

 

 

5.1.5 Babinet’s principle 

The purpose of this section is to make use of Equations 86 and 89 in order to prove the 

special example as illustrated in Fig. 78. 

I use Equations 86 and 89 to calculate the diffractions of these three regions in Fig. 78: 
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Therefore the total diffraction is 

( ) ( ) 1
121 =
−

∞+∞
=+

j
FFUU , 

2
1)( jF −

=∞  

The result simply establishes the accuracy of Fig. 78’s description of the special case 

composed by the complement apertures, and I will make use of the concept in order to 

derive the total transmission ratio in Chapter 5.2.  
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5.2 Decompositions of the spatial filter and systematic integration of the calculations 

into transfer functions 

This section describes a method for the decomposition of the spatial filter’s structure. To 

this description, this section applies methods that already appeared in Chapter 5.2. Also, 

this section describes the related systematic integration, which includes adjustment 

factors that act according to the phase change. 

In Chapter 4.3, I applied Babinet’s principle to the calculation for the transmission ratio. 

My use of this principle is due to the fixed observation point as shown in Fig. 92. I define 

the optical source as comprising three parts: center, upper, and lower. I assume that the 

three parts are equal in amplitude and that no cross coupling exists. 

 

 
Figure 92. Illustration of both the spatial filter and the observation point 

Figure 93 demonstrates the decomposition of the spatial filter’s structure. I calculate the 

center wave by using the Fresnel-Kirchhoff integral for one side of the aperture edge. The 

wedge structure can be directly applied to the upper or lower edge of the spatial filter. 



 98

As shown in Fig. 93, the spatial filter undergoes two decompositions so that the resulting 

simplification enables the entire structure to fit the calculation of the edge and the wedge 

diffraction calculations. 

In Equation 78, the total diffraction of different apertures (obstructions) can be written as 

 
Figure 93. First decomposition of the spatial filter 
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Equation 95 is transformed into the transmission ratio by my derivations in Equations 88 

and 90, that is,   
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The normalization of the diffraction coefficient in Equation 85 also applies to Equation 

97, therefore the normalized transmission ratio is also . However the Matlab 

code implementation of Equation 97 is still written as 

1
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i
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Also, as shown in Fig. 94, the total diffraction by the three apertures ( , , 1A 2A ( )3Acom ) 

is  because it is the case that ( ) 1321 =++ UcomUU ( )( )321 1 AcomAA +−=  in the cross-

section view of the spatial filter (the concept of Babinet’s principle). ( )com : 

complement aperture, and  is transparent in Fig. 94. 3A

 
 

Figure 94. Top and cross-section views of the spatial filter 
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As illustrated in Fig. 94, I define 3,2,1=i . Therefore,  

( ) ( )( )31
21

3132 11 UcomU
rr

LTcomTTT +⋅
⋅

−=−−=+ , 

( )com : complement aperture(99) 

After my derivation and my assumption of this principle in the conclusion of Equations 

98 and 99, I decompose the upper edge of Fig. 93 into a simpler case, as shown in Fig. 

95.  

 
Figure 95. Second decomposition of the spatial filter 
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The calculation of the proposed method in Fig. 93 needs to have the phasor adjustment 

[45] because Babinet’s principle is for one single optical source; there is no change to the 

observation point.  

As illustrated in Fig. 96, the deflected optical source is propagated from the output of the 

electro-optical deflector, as illustrated in Fig. 26. The deflected pulse has an angle of θ . 

E(Reference) + E(Upper) + E(Lower)=  (100) αα jj eEeEE −⋅+⋅+ 000

α  : relative phase to the reference point, +⋅= θα coskd phase excitation. The 

excitation is 0 because there is only one single group of the optical source. 

 

 
Figure 96. Spatial phase definition of the optical source 

After the relative phase is adjusted, the calculation for the transmission ratio of the spatial 

filter is written as 

)

(

00

00

wedgelower
j

wedgeupper
j

filterlowerfilteruppersystem

GeEGeE

GEGEontransmissiWaveguideT

⋅⋅+⋅⋅+

⋅+⋅⋅=
− αα

 (101) 

filterupperG , : transmission ratio (filterlowerG ( )32 TcomT + ) defined in Equation 99, 
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 , : Green’s function defined in Equations 93 and 94. wedgeupperG wedgelowerG

 

The sum of the diffractions can also be written in the similar following form  

wedgelower
j

wedgeupper
j

filterlowerfilteruppersystem UeUeUUU ⋅+⋅++= − αα  (102) 

 

Referring to the conclusion described in Equation 101, Fig. 97 illustrates the systematic 

integration in Equation 101. 

 
Figure 97. Systematic integration of the transmission calculation. 

In the next section, I will calculate both the diffraction and the transmission ratio on the 

basis of the functions already defined, and investigate the total transmission ratio on the 

basis of the diagram in Fig. 93. 
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5.3.1 Basic setup of the electro-optical deflector and spatial filter array 

Figure 98 illustrates the top view of Fig. 26 (3-dimensional illustration) in Chapter 1-3, 

and it is also the basic geometrical setup of both the electro-optical deflector [46] and the 

spatial optical pulse collection array. 

In this research, I apply the proposed methods and formulas to the system shown in Fig. 

98 in order to evaluate the optical transmission ratio, including in particular diffracting 

structures. The appendix will cover this part of the electro-optical deflector because it is 

not the original focus of this research; however, the derived formulas of Equations 79 

through 90 apply also to calculations of the transmission ratio at the output end of the 

deflector.  

 
 

Figure 98. Electro-optical deflector and spatial optical pulse collection array 
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In order to align the zero-analog-voltage-induced optical pulse to the z-axis, the electro-

optical deflector is tilted to a certain degree according to the calculations treated ahead. 

First, it should be noted that the calculations of the tilting angle reflect the fact that zero-

input electrical-analog voltage deflection is °= 20θ . The refractive index of the Lithium 

Tantalate ( ) is 2.18 at the wavelength of 3LiTaO mμ633.0 ; therefore, the 20-degree 

incident optical ray will generate 48.21 degrees of deflection because of Snell’s law  

θφ sinsin
3LiTaOn= , , 18.2

3
=LiTaOn °= 20θ , °= 21.48φ  

Therefore the tilting angle of the electro-optical deflector is calculated as 

°= 20θ , °= 21.48φ , °=− 21.28θφ , °=°−° 79.4121.4890  

The optical pulse to be defined in the layout also has to be tilted by 

°=− 21.28θφ  

Also, as shown in Fig. 98, the deflection of the optical pulse is predicted in the 

assumption that °=Δ 1θ  introduces °≅Δ 3φ  according to an arbitrary unit of analog 

voltage. The calculation makes use of the following content: 

θφ sinsin
3LiTaOn= , , 18.2

3
=LiTaOn °= 20θ , °= 21.48φ . 

°= 21θ , °= 37.51φ ; °= 22θ , °= 75.54φ  

Figure 99 illustrates the deflection based on the zero-input analog voltage. 
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Figure 99. Electro-optical deflector  

As shown in Fig. 100, the specifications of the optical pulse collection array tested in this 

research are 

mWW μ221 == , mW μ13 = , mL μ5452.41 = , °°°= 3,2,1θ  

Each single spatial filter of this array is uniformly-spaced. 
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Figure 100. Spatial filter array specifications 
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5.3.2 Geometrical specifications of the spatial filter 

Figure 101 is the θ  scanning contour of the fixed  and  (as defined in Equation 86), 

but the contour is not compatible with the case I will analyze in Fig. 100. Therefore, I re-

define the scanning contour along the lines illustrated in Fig. 102. 

1r 2r

 

 
 

Figure 101. Circular scanning contour of θ  
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Figure 102. Expected linear scanning contour of θ  

 

According to the scanning contour in Fig. 102, I define the geometrical specifications of 

the decomposed spatial filters of three parts and present simulation results by using the 

Matlab code.  

Complete structure: 

TE mode, 
θcos

1
1

Lr = , 
θcos

2
2

Lr = , θsin1 1 ⋅= rob , θsin1 ⋅=Δ rx . mL μ5452.41 = , 

mL μ32 = , mL μ53 = , °= 3~0θ , : observation point 1, : observation point 2.  1ob 2ob

Figure 103 illustrates the specifications for the compete structure. 
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Center structure: 

 
 

Figure 103.  Complete specifications of spatial filter calculations. 

The specifications for the center aperture are the same as the specifications for the 

complete structure, but there are no optical waveguide and observation point 2 in this 

structure. mL μ5452.41 = , mL μ32 = , mL μ53 = , °= 3~0θ , mxx μ7266.021 == . 

 
 

Figure 104.  Geometrical specifications for the center wave calculation 



 110

Figure 105 is the code scanning result of Equation 88, and Fig. 106 is for Equation 90. 

 
 

Figure 105.  Matlab calculations and plot of °= 3~0θ  at observation point 1, Equation 88. 

 
 

Figure 106.  Matlab calculations and plot of °= 3~0θ  at observation point 1, Equation 90. 
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Upper: 

TE mode, θφ +°=′ 90 , ( )2
1

21 xxL Δ++=′ρ , ⎟
⎠
⎞

⎜
⎝
⎛ −

−°= −

2
1tan270 11

L
obx

φ ,  

( )2
1

2 12 obxL −+=ρ , °= 3~0θ , mL μ5452.41 = , mL μ32 = , mx μ7266.01 = , 

°= 32.4α . : position of observation point 1. 1ob

Figure 107 illustrates each specification and the structure to be analyzed by the Matlab 

code. 

Lower: 

 
 

Figure 107.  Geometrical specifications for the upper wedge calculation 

TE mode, θφ −°=′ 90 , 221 xL Δ+=′ρ , ⎟
⎠
⎞

⎜
⎝
⎛ +

−°= −

2
1tan270 21

L
obx

φ , 

( )2
2

2 12 obxL ++=ρ , °= 3~0θ , mL μ5452.41 = , mL μ32 = , mx μ7266.02 = , 

°= 32.4α . : position of observation point 1 1ob
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Figure 108 illustrates each specification and the structure to be analyzed according to the 

Matlab code. 

 

 
 

Figure 108. Geometrical specifications for the lower wedge calculation 

Figure 109 is the code-scanning result of Equation 93 for the upper and lower wedges. 

 
 

Figure 109.  Matlab calculations and plot of °= 3~0θ  at observation point 1, Equation 93. 
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Figure 110 is the result for the sum of Equations 93 and 99 as illustrated in Fig. 93. 

 

 
 

  Figure 110.  Matlab calculations and plot of °= 3~0θ  at observation point 1, the sum of 
Equations  

                     93 and 99. 

Because observation point 2 is related to the transmission between different mediums, I 

will present the results for the transmission at observation point 2 (as illustrated in Fig. 

103) in the final section of this research. 
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5.3.3 Basic setup of the FDTD calculations 

In this section, I will present results of the FDTD simulations in the range of °= 3~0θ . 

However the taken values of θ  will be every  because of the much longer 

calculation time required for the FDTD simulations. 

°5.0

The specifications of the FDTD simulations are as follows: 

TE mode, : rectangular amplitude (as illustrated in Fig. 111), so that the amplitude is 

compatible with the basic assumption contained in Equation 79. 

yE

λ : mμ633.0  

Half width : mμ5.1  

 

 
 

Figure 111.   of unit amplitude for the FDTD calculation. yE

Optical waveguide:  

             Silicon-on-insulator waveguide, 3=n , : refractive index. I assume the 

refractive index of both the cladding and wafer to be 1. 

n
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Aperture mask: 

            For the material, Ag (silver) is chose in order to avoid optical penetration; 

therefore, there is no adjustment of the refractive index for the air and wafer 

(including cladding for the waveguide). Also, Ag is compatible with the silicon-

on-insulator process. The definition of the Ag in question refers to the Drude 

model [47] in the FDTD commercial code. The Drude model of Ag is 

2

2

)(
ωω

ω
εωε

−Γ
+= ∞ i

p
r , ∞ε : permittivity at infinite frequency, 1.999.  

pω : plasma angular frequency,  rad/s. 161034639.1 ⋅

 Γ : collision angular frequency,  rad/s. 131061712.9 ⋅

Figure 112 illustrates the simulation example of °°°= 2,1,0θ  but without the optical 

waveguide. The case is the same as that shown in Fig. 110.  

 
 

Figure 112. FDTD layout and transmission ratio in λ  domain of upper spatial filter  
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The transmission ratios of mμλ 633.0=  are: 

=°= )0(θT 1.28, =°= )1(θT 1.275, =°= )2(θT 1.22 

Figure 113 illustrates the transmission ratio of the effective upper spatial filter plus the 

effective lower spatial filter. This transmission ratio is the one shown in Fig. 92. 

The transmission ratios of mμλ 633.0=  are: 

=°= )0(θT 2.331, =°= )1(θT 2.251, =°= )2(θT 1.945 

As shown in the FDTD simulation results in the wavelength (λ ) domain,  is not an 

ideal impulse located at 

yE

mμλ 633.0= ; therefore, the result at the observation point 

normalized to the input field will be higher than the results calculated according to the   

Matlab.  

 
 

Figure 113. FDTD layout and transmission ratio in λ  domain of upper and lower filters  
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The transmission-ratio calculation according to the Matlab code rests on the assumption 

that a perfect impulse shape corresponds to the  of yE mμλ 633.0= .  

Figure 114 illustrates the frequency response of the input field in the FDTD  

mμλ 633.0=  is  THzf 67.473=

 

 
 

Figure 114.  Frequency response of the input wave for the FDTD calculation 
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5.4 Comparisons, conclusions, and future works 

Figure 115 is the comparison of  in Equation 101 and Fig. 97. 

The result shows that the FDTD also has the notch characteristics; however, it is not 

exactly at the point that the Matlab calculation predicts. Both the FDTD calculations and 

the Matlab calculations are based on observation point 1. The case is without optical 

waveguide, I arrange these simulations in order to avoid the reflection loss because of the 

optical waveguide.  

wedgeupper
j

filterupper GeG ⋅+ α

 

 
 

Figure 115.  Matlab and FDTD calculations for Equation 101 and Fig. 97, observation point 1. 
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Figure 116 is a comparison of  in Equation 101 and Fig. 97. 

The results from the Matlab calculations of 

wedgelower
j

filterlower GeG ⋅+ − α

°= 5.1~5.0θ  reveal a decrease of the 

transmission ratio and also reveal the beginnings of an increase at the region of 

°= 3~5.2θ .  

 

 
 

Figure 116. Matlab and FDTD calculations for Equation 101 and Fig. 97, observation point 1. 
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Figure 117 is the comparison of 

 
)( wedgelower

j
wedgeupper

j
filterlowerfilteruppersystem GeGeGGontransmissiWaveguideT ⋅+⋅++⋅= − αα

in Equation 101 and Fig. 97. This comparison represents the results at observation point 

2, which is the total transmission ratio of the complete spatial filter, as illustrated in Fig. 

97. The calculation includes the transmission ratio of the optical waveguide under the TE 

mode, as shown in Fig. 118.  

 

 

 
 

Figure 117. Matlab and FDTD calculations for Equation 101 and Fig. 97, observation point 2.  
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Figure 118. Matlab calculation of the optical waveguide transmission, TE mode of Equation 77.  

 

Conclusions: 

1. This research provides another calculation method for the optical pulse 

transmitted to the spatial filter array. The advantage of this modeling method is 

that it is faster than the FDTD method because the former method does not 

require complex calculations for other information. Also, as shown in the 

developed modeling method, the complete spatial filter can be implemented into 

one single transfer function. 

2. The developed model can calculate the transmission ratio that corresponds to a 

spatial filter’s different structural combinations. 
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3.  As illustrated in Fig. 113,  is not a perfect monochromatic wave (single 

frequency) in the FDTD commercial code used in this research. The derivations 

and the developed model do not reflect the considerations regarding frequency 

(wavelength) swing caused by the reflection or propagation loss; therefore, the 

FDTD calculations’ results at observation point 1 from will be higher than the 

Matlab calculations’ results. However, the Matlab calculations’ results at the 

observation point 2 (inside the optical waveguide) are higher than the FDTD 

calculations’ results because optical waveguide loss is considered neither in the 

Matlab calculations nor in the developed model.  

yE

4. Only a small angle of the apex angle of the spatial filter is considered because the 

sum of the transmission ratio’s principle is based on the cross-section view. 

Further considerations or changes in the calculations are required if the apex angle 

of the spatial filter is large. 

5. The half width of  set in the FDTD is also a point in the transmission ratio 

calculation. The value of the half width that is set for this research is 

yE

mμ5.1 , and 

the width of the optical pulse is wider than the entrance of the spatial filter. This 

difference is one of the reasons for the higher transmission ratio calculated by the 

FDTD code because  is not just located at one single wavelength (yE mμ633.0 ).  

6. The transmission ratio higher than 1 at observation point 2 from the Matlab 

calculation exhibits characteristics that are similar to those that correspond to the 

edge diffraction, and the wedge diffraction also contributes to the total 

transmission ratio. 
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7. It is possible to apply both the developed model and the calculations to the 

modeling of the multiple diffracting structures in wireless communication [48]. In 

the research concerning the multiple diffraction of wireless communication, 

wedge diffraction and transmission exist in the environments of complicated 

structures, a topic that is currently of great interest.  

 

Research objectives accomplished: 

1. Determine the design methods and existing fabrication processes for both of the 

spatial filter and collection optics. Silicon-on-insulator and separation implanted 

by the oxygen are the existing fabrication processes chosen. 

2. Determine the analytical parameters and for the spatial filter and collection optics. 

The preliminary specifications of the spatial filter and collection optics are 

described in Chapter 4, and the finite-difference-time-domain method is used to 

calculate the transmission and crosstalk ratio of both devices. 

3. Develop the analytical modeling method by applying the Fresnel-Kirchhoff 

diffraction, wedge diffraction, and Babinet’s principle. The developed analytical 

model is calculated by using the Matlab software, and compared to the results by 

using the finite-difference-time-domain method. 

4. Develop the diffraction and transmission calculation methods for the electro-

optical deflector. The methods are based on the Fresnel-Kirchhoff diffraction and 

approximated by the numerical calculations. 

5. Introduce the focusing device by using the surface plasmons.  
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For the future research: 

1. The calculating and the modeling of complex structures, especially for the large 

half-apex angle of spatial filter. 

2. Investigating the reflection and the waveguide propagation loss for the related 

calculations. 

3. Developing alternative derivations and calculations (In appendix A, I present 

another derivation and Matlab calculation for the transmission ratio of the electro-

optical deflector output. The calculations are similar to those contained in 

Equations 79 through 90, despite a change in the refractive index). 

4. Reflection consideration for the electro-optical deflector and the spatial filter. 

Both of these devices are composed of different mediums. 

5. Developing a mechanism that lowers the crosstalk effect. (In appendix B, I 

introduce the possible focusing unit [49] for spatial filter array in order to lower 

the crosstalk effect, as described in Chapter 4.) 
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Appendix A. Diffraction coefficients calculations of electro-optical deflector and 

surface plasmons 

Figure A1 illustrates the diffracted electric field from  to , and the electric field is 

the same as Equation 79 

1P 2P

( ) ( )[ ] ( )∫ ′⋅⋅−⋅
⋅⋅
⋅⋅

= +⋅⋅−

S

RRkj Sdernrn
rr

AkjE 21
12

21

ˆˆˆˆ
4π

, A :  constant (A.1) 

The electric field propagates from  to  without the aperture  1P 2P

( )

21
0

21

rr
eAE

rrkj

+
⋅=

+⋅⋅−

 (A.2) 

 

 
 

Figure A1. Kirchhoff-Fresnel Diffraction 
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The diffraction coefficient is defined as Equations A.1 divided by A.2 

( ) ( )[ ] ( )∫ ′⋅⋅−⋅
⋅
⋅

== −−+⋅⋅−

S

rrRRkj Sdernrn
L

kj
E
ED 2121

12
0

ˆˆˆˆ
4π

 (A.3) 

( )[ ]2
1

1
111 ˆ

2
1ˆ rrrr
r

rrrR ′⋅−′⋅′⋅+′⋅−= , ( )[ ]2
2

2
222 ˆ

2
1ˆ rrrr
r

rrrR ′⋅−′⋅′⋅+′⋅−=  

L  is defined as the focal length  

21

111
rrL

+=  (A.4) 

The coordinates system will be changed because of the different mediums as shown in 

Fig. A2 

φθ sinsin 21 ⋅=⋅ nn , , 12 =n θφ sinsin 1n=∴  

Input optical beam to the deflector

Output optical beam out of the deflector

Silver Mirror

3LiTaOPrism-Type Deflector

�

�

�
2x

1x
1r

2r

1n 2n

 
 

Figure A2. Illustration of Kirchhoff-Fresnel diffraction to be applied to the deflector  
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For the single medium  

θφ sinsin = , θφ =  

The factors in the Equation A.3 are calculated as followings   

θθ sinˆcosˆ1̂ xzr −−= , θφφφ sinˆcosˆsinˆcosˆˆ 12 ⋅⋅+=+= nxzxzr , yyxxr ˆˆ ⋅′+⋅′=′  

( ) ( ) ( )
( ) θ

θφθθ
sin1

ˆˆsinˆcosˆsinˆcosˆˆˆ

1

121

xn
yyxxnxzxzrrr

′⋅−=
⋅′+⋅′⋅⋅⋅++−−−=′⋅+−

  (A.5) 

For the case of , Equation A.5 will be 11 =n

( ) ( ) ( ) 0ˆˆsin1ˆcosˆsinˆcosˆˆˆ 21 =⋅′+⋅′⋅⋅⋅++−−−=′⋅+− yyxxxzxzrrr θφθθ  

Continue the derivations for Equation A.3  

( ) ( ) ( )[ ] ( ) θθθ 22

1

2

11

2
1 sin1ˆˆsinˆcosˆ1ˆ

x
r

yyxxxz
rr
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1

2

2

2
1

22

2
2 sin1ˆˆsinˆcosˆ1ˆ

⋅⋅′=′+′⋅⋅⋅+=
′⋅ nx

r
yyxxnxz
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Combine Equations A.5 and A.6, the factor of the exponential function in Equation A.3 

becomes  
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 (A.7) 

Assume , and the vectors 21 rr = 21 ˆˆ rr −≠ . The Equation A.7 is written as 

( ) ( ) ( )[ ] ( ) ( )
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For 2-dimensional calculation, consider x term only. Equation A.8 is written as 

( ) ( ) ( ) ( ) θθ 22
2
12

12121 sin
4

1
2
1sin1 ⋅′⋅

+
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nx
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From Equation A.5, we have 

zn ˆˆ = , ( ) φφφ cossinˆcosˆˆˆˆ 2 =+⋅=⋅ xzzrn , ( ) θθθ cossinˆcosˆˆˆˆ 1 −=−−⋅=⋅ xzzrn  

There is another change of coordinates system on the basis of different mediums 
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Therefore the diffraction coefficient of Equation A.3 can be written as 
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In the 2-dimensional calculation, let ∞−∞=′ ~y , 
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If the case is 21 rr ≠  and 21 ˆˆ rr −≠ , Equation A.10 can be written as 
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The results derived in Equations A.10 and A.11 cannot be simplified as the closed form 

by using the Fresnel integrals, and the closed form is already shown in Chapter 5. 

Therefore the Riemann Sum [50] of numerical method is used 

 

∑∫
−

=

−
=

1

0
)()(

n

m
m

b

a
xf

n
abdxxf  (A.12) 

 

 
Figure A3. Riemann sum method to calculate the integral of  )(xf

 

Also, there are no  and ∞ ∞−  defined in Matlab code. Therefore the calculation sets a 

large value of the upper opening: .  12 xx >>
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The oscillation of the results has the same characteristics as the Fresnel integrals 

described in Chapter 5. Figures A4 and A5 follow the circular scanning contour as 

illustrated in Fig. 101. 

The specifications of the calculations are 

=1r 10 mμ , 20=2r mμ , 31 =x mμ , 102 =x mμ , =1n 1, =2n 1 

11 =n , : refractive index of air, 12 =n mμλ 633.0= . 
 
 
 
 

 

 
Figure A4. Calculation results of the edited Matlab code for the case of 1, =1n =2n 1. 
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Figure A5 is the case of deflection angle of  °°= 22~18θ  as illustrated in Fig. A2. The 

case assumes 1-degree deflection per analog arbitrary unit voltage, and the reference axis 

of zero voltage deflection is 20 degrees. The specifications of the calculations are 

=1r 10 mμ , 20=2r mμ , 31 =x mμ , 102 =x mμ , =1n 2.18, =2n 1 

18.21 =n : refractive index of , 3LiTaO 12 =n : refractive index of air, mμλ 633.0= . 
 
 

 

 
Figure A5. Diffraction coefficient of 18~22 degrees for the deflector 
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As the simulation results in Chapter 4.2, the crosstalk effect will limit the performance of 

the spatial filter array. One of the possible solutions to this problem is a focusing unit for 

the spatial filter array. In this appendix, an example of the focusing unit will be shown. 

Figure A6 illustrates an array of the nano holes deposited on the  substrate. This 

device is often used in the field called “surface plasmons [51]”. As shown in Fig. A6, 

surface plasmons are used in the focusing unit. The simulation example in Fig. 9 (b) 

shows the pulse width of 

2SiO

mμ5  is focused to be mμ2 . The device of surface plasmons is a 

potential area to be investigated, and most applications are aimed to enhance the nano-

scale optical transmission [52].  

 
 
 

 
Figure A6. Surface Plasmons design and FDTD simulation of °°= 3,0θ . W nmtnmhnm 20,80,400 ===  



 133

Appendix B.  Diffraction coefficients calculations of tilted aperture 

In this section, I derive another representation of the diffraction coefficient for the tilted 

structure that is illustrated in Fig. A7. The derivations also start from the diffracted 

electric field that is already described at previous section and Equation 79: 
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There is a change of the variable 2̂ˆ rnnew ⋅ , the new direction vector because of change of 

the half apex angle as illustrated in Fig. 57.  
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Figure A7. Kirchhoff-Fresnel diffraction of tilted structure  
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Therefore 
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For two special cases 
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( ) θθθ cos90sinˆˆ90 2_ =+°=⋅⇒°= rnnewapexhalf , 

°= 90_ apexhalfθ  is the original case, that is, θcosˆˆ 2 =⋅ rn . 

 

By combining the results in Equations 83 and 2̂ˆ rnnew ⋅  that was just derived, the new 

diffraction coefficient  to be calculated in this appendix is  newD
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For 2-dimensional calculations, let ∞=2u  and ∞=1u . Therefore 
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The diffraction coefficient  can be written as newD
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For the case of ( ) θθθ cos90sin90_ =+°⇒°=apexhalf , we can have  
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The specifications of the calculations for Equation A13 by using Matlab are 

=1r 4.5452 mμ , 3=2r mμ , 7266.01 =x mμ , 7266.02 =x mμ , °= 32.4_ apexhalfθ ,

mμλ 633.0= .  

For the results plot in Fig. A8, the scanning variables Degrees is °= 3~0θ , and the 

scanning contour is the same as Fig. 102 (linear contour).  

 

 
 

Figure A8. Calculations of Equation A13.  
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