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Abstract

This Ph.D. thesis describes three research projects in theoretical and computational biophysics aimed at studying the dynamics of water and lipid molecules in two distinct biomolecular systems. In the first project the energetics and dynamics of water transport through the aquaglyceroporin (GlpF) channel protein is studied by a combination of all-atom molecular dynamics (MD) simulations (both equilibrium and non-equilibrium MD) and stochastic modeling. The MD results are used to determine the potential of mean force and the diffusion coefficient of water molecules crossing the channel. Then, the latter quantities are used to estimate the intrinsic water flux through GlpF, and the corresponding channel permeability. In the second project, by employing a 0.1 micro second long, all-atom MD simulation, the self and correlated dynamics of lipid atoms and molecules in a fully hydrated DMPC lipid bilayer is investigated. The MD simulation results are used to develop a memory function based approach for accurately calculating the lateral self-diffusion coefficient of lipids. In some cases, the proposed memory function method provides a better approach than the currently used ones for determining the lateral diffusion coefficient of lipids in lipid bilayers from the dynamic structure factor measured in inelastic neutron scattering experiments. The purpose of the third project is to investigate the dynamics of water molecules in a hydrated lipid membrane. Using the same MD simulation as in the second project, the anomalous properties of buried and hydration waters (located at the proximity of the fluctuating surface of the lipid membrane) are revealed and contrasted to the properties of bulk water.
1 Introduction
This Ph.D. thesis describes three research projects in theoretical and computational biophysics aimed at studying the dynamics of water and lipid molecules in two distinct biomolecular systems. The scope of the first project (Chp. 2) is to investigate the energetics and dynamics of the transport of water molecules through the aquaglyceroporin (GlpF) channel protein by employing all-atom equilibrium and non-equilibrium molecular dynamics (MD) simulations. In particular, both the potential of mean force (PMF) and the corresponding (position dependent) diffusion coefficient of single file water molecules moving along the axis of the GlpF channel are determined by using a novel PMF calculation method (known as the FR method) [2]. The obtained PMF and diffusion coefficient are used as inputs in an overdamped Brownian particle model for determining: (i) the mean first passage time of a water molecule through the channel, and (ii) the permeability of GlpF for water.

In the second project (Chp. 3), long-time all-atom MD simulations, combined with theoretical modeling, are used to investigate the local and collective dynamics of lipid atoms and molecules in a model lipid bilayer. First, the lateral diffusion of selected lipid atoms and individual lipid molecules is studied in a hydrated dimyristoyl phosphatidylcholine (DMPC) lipid bilayer. From the analysis of a 0.1 µs MD trajectory it is shown that the time evolution of the mean square displacement, \( \langle \delta r^2(t) \rangle \), of lipid atoms and molecules exhibits three well separated dynamical regions: (i) ballistic, (ii) subdiffusive, and (iii) linear (Fickian) diffusion. Based on this finding, a simple memory function approach is proposed that is capable of determining with good accuracy \( \langle \delta r^2(t) \rangle \) over a time range extending all the way from the ballistic \( (t \lessgtr 10 \text{ fs}) \) to the Fickian diffusion \( (t \gtrsim 10 \text{ ns}) \) regimes. Next, a detailed analysis of the effect of the subdiffusive dynamics of lipids on the self-intermediate scattering function and the corresponding incoherent dynamic structure factor measured in neutron scattering experiments is presented. Finally, the correlated dynamics of the lipid tails in the fluid phase of phospholipid bilayer is also studied. It is shown that correlated molecular motion exists between the DMPC lipid tails around their nearest neighbor dis-
The displacements of the lipid tails are correlated up to four to six lipid diameters for times ranging from $\sim 1$ ps to $\sim 10$ ns. The results of this study have been published in two recent papers [3, 4].

The goal of the third project (Chp. 4) is to study the dynamics of water molecules in a hydrated lipid bilayer. The structure and dynamics of hydration water at the surface of biomolecules (e.g., proteins and lipids in biological membranes) are fundamental for their stability and functioning. Due to the interactions at the surface of a solvated biological membrane, the dynamics of the water and membrane molecules are to some degree correlated. In spite of previous efforts reported in the literature, little is known about the time and length scales of these correlations. In this project, we use our 0.1 $\mu$s all-atom MD simulation of a fully solvated DMPC lipid bilayer described in Chp.3 to analyze: (i) the dynamics of the water molecules, and (ii) the out of plane motion of the lipid molecules. By using the Voronoi tessellation method we correctly define four dynamically connected water regions, i.e., buried (R-1), hydration (R-2), intermediate (R-3) and bulk (R-4) water regions. Due to their proximity to the polar lipid headgroups, R-1 and R-2 waters have qualitatively different dynamic properties from the R-3 and R-4 waters. We identify and quantify these differences by investigating, through long-time all atom MD simulation, the time evolution of the lateral MSD of waters and the lifetime of the H-bonds between water and lipid molecules. The super-diffusive regime of the buried and hydration water molecules has not been observed before, and appears to be related to the correlated dynamics of the lipid and water molecules in the normal direction to the plane of the membrane. The anomalous super- and sub-diffusive regimes lead to a self intermediate scattering function with compressed- and stretched exponential relaxation, respectively. In principle, these predictions should be testable using neutron scattering experiments.
2 Energetics and dynamics of water transport in the GlpF channel protein
2.1 Introduction

Living cells interact with their extracellular environment through the cell membrane, which acts as a protective layer for preserving the internal integrity of the cell. The cell’s metabolism requires highly selective transport of molecules and ions through the membrane, which is accomplished by specific transmembrane proteins. Aquaporins (AQPs) are channel proteins that play a crucial role in maintaining water balance in both uni- and multi-cellular organisms by passively transporting water and certain small molecules across the cell membrane [5]. Hence, understanding the biophysical mechanisms by which AQPs transport water and other small molecules is of physiological importance.

The glycerol uptake facilitator GlpF (or aquaglyceroporin) is a specialized AQP found, e.g., in the plasma membrane of *Escherichia Coli* [5]. The GlpF exists in a tetrameric form in the cell membrane (see Fig. 2.2). Each monomer (see Fig. 2.1.a) is about 25 Å long with six transmembrane \( \alpha \) helices and two half membrane-spanning \( \alpha \) helices meeting at the center of the channel [5, 6]. These \( \alpha \) helices form a right-handed bundle around each channel and diverge outward from the central region to create periplasmic and cytoplasmic vestibules.

Channel proteins form narrow pores across the cell membrane. Only molecules whose size is smaller than the narrowest region (the so-called ”selectivity filter”) of the pore can cross the channel. However, due to the specific effective electrostatic field inside the channel, even sufficiently small ions or other charged particles may be blocked from crossing the pore. In such cases, the potential of mean force of the charged (or highly polar) particle inside the pore exhibits at least one sufficiently large potential barrier that prevents the particle from permeating the channel. GlpF has two conserved motifs: (i) a selectivity filter at the entrance of the channel, and (ii) an Asn-Pro-Ala (NPA) motif near the center of the channel (see Fig. 2.1.b). The narrow selectivity filter region is \( \sim 3.5 \) Å in diameter. Thus, water, glycerol and some long linear polyalcohols can pass through GlpF [7–9]. The NPA
motif interrupts the hydrogen bonding network formed by the single file water chain inside the GlpF, thus effectively blocking proton transport [10] through the channel (via the well known Grotthuss mechanism) [11, 12], without affecting the fast water conduction.

The transport properties of water molecules within GlpF is determined by the inner structure of the channel. In general, to study molecular transport through a channel protein one needs to follow the dynamics of the system on a macroscopic time scale while retaining the atomic scale spatial resolution of the system. For example, the GlpF channel is ~ 25 Å long (atomic length scale) but it takes milliseconds (macroscopic timescale) for a glycerol molecule to cross the channel under normal physiological conditions. Currently, even the longest state-of-the-art all-atom MD simulations of systems like GlpF inserted in a completely hydrated lipid bilayer (~ 10^5 atoms) are well below 1 µs. Thus, the study of molecular transport through channel proteins by straightforward MD simulations continues to remain unfeasible.

An alternative approach to this inherently multiscale problem is to model the trans-
ported molecule in the channel as an overdamped Brownian particle that diffuses along the channel in the presence of an effective potential of mean force (PMF) created by the rest of the system [13]. This model requires as inputs the PMF and the diffusion coefficient of the permeated molecule. Having these two quantities, by solving this stochastic model one can determine physical observables, e.g., mean first passage time, osmotic permeability etc., which are important for describing the dynamics of the molecular/ion transport across a channel protein on a macroscopic timescale.

In principle, both the PMF and the diffusion coefficient of the transported molecule can be determined from MD simulations. For a classical mechanical system, the PMF along a chosen reaction coordinate (RC) [13] can be determined from the equilibrium distribution function of the system by integrating out all the degrees of freedom except the RC [14, 15]. However, even for the longest equilibrium MD simulations, this method can only provide the PMF about its local minima [2]. Umbrella sampling, combined with the weighted histogram analysis method (WHAM), is the standard approach used for calculating PMFs from equilibrium MD simulation [14, 16, 17]. However, this approach may become computationally demanding for a feature rich PMF.

An effective alternative for calculating PMFs is to employ fast, non-equilibrium MD simulations. The RC can be sampled efficiently through non-equilibrium steered molecular dynamics (SMD) simulations [18], in which the system is guided along the RC by applying an external elastic pulling force. One can determine both the PMF and the corresponding (position dependent) diffusion coefficient by using the FR method [2], which only requires the mean forward (F) and reverse (R) work done by the external pulling force. The mean F and R work of a permeated molecule within the pore can be calculated from a small number of SMD pullings in both the F and R directions along the axis of the channel. This method has been used successfully in several previous cases for studying passive molecule/ion transport through channel proteins and artificial nanopores [2, 19].

In this chapter, first, by employing the FR method, we determine the PMF and the
diffusion coefficient of water molecules moving through a GlpF channel protein. Next, by inserting the determined PMF and diffusion coefficient in the corresponding Langevin equation of motion, we evaluate two physical observables: (i) the mean first passage time and (ii) the osmotic permeability of the water through GlpF.

2.2 PMF and diffusion coefficient of water molecules in GlpF: Theory

2.2.1 PMF from equilibrium MD simulations

The GlpF channel protein in a fully solvated lipid bilayer can be modeled as a many particle classical mechanical system and can be described by a Hamiltonian $H_0(\Gamma)$. Here, $\Gamma \equiv \{r,p\}$ represents the coordinates and the momenta of all the atoms in the system. For a classical system described by $H_0(\Gamma)$, the PMF (Landau free energy) $U_0(z)$ along a chosen RC ($z$) is determined from the free equilibrium distribution function of the system by integrating out all the degrees of freedom except $z$, i.e., [14]

\begin{equation}
    e^{-\beta U_0(z)} = w_0(z) = \int d\Gamma e^{-\beta H_0(\Gamma)} Z_0 \delta[z - \bar{z}(\Gamma)]
\end{equation}

and

\begin{equation}
    U_0(z) = -\log[w_0(z)].
\end{equation}

Here, $w_0(z)$ is the equilibrium distribution function of the RC, $Z_0$ is the partition function, $\beta = 1/k_B T$ is the Boltzmann thermal factor and $\delta(z)$ is the Dirac-delta function, which guarantees that the integrand in Eq. (2.1a) is nonzero only when $\bar{z}(\Gamma) = z$. Here, $z$ [or $z(t)$] is the target value, and $\bar{z} \equiv \bar{z}(\Gamma)$ is the actual value of the RC. Throughout this chapter we express the energies in units of $k_B T$, thus, $\beta = 1/k_B T = 1$.

The distribution function $w_0(z)$ of the water molecules in GlpF can be determined from
the equilibrium MD trajectory by binning the \( z \) coordinates of the water molecules along the axis of the channel. Then, the PMF can be determined from Eq. (2.1b). While this approach for calculating \( U_0(z) \) from a relatively short (\( \sim 10 \) ns long) MD trajectory is suitable for water, in general, it provides unreliable PMFs for solute molecules (e.g., glycerol) that pass the channel one at a time. Clearly, this is due to the fact that during the MD simulation at any single time inside the channel one has a significant number (\( N_w \approx 10 \)) of water molecules compared to a single solute (e.g., glycerol) molecule. Thus, determining the PMF corresponding to single molecule transport through a channel protein by using this approach would require prohibitively long MD simulations.

2.2.2 PMF and diffusion coefficient from non-equilibrium SMD simulations using the FR method

The sampling of the RC (i.e., \( z \) coordinate) of a transported molecule (e.g., water in our case) through a channel protein can be significantly enhanced by using non-equilibrium SMD simulations [18]. In SMD, a water molecule is guided along the axis of the channel using a harmonic guiding potential (HGP) defined by

\[
V_z(\tilde{z}) = \frac{k}{2} [\tilde{z}(\Gamma) - z]^2,
\]

(2.2)

where \( k \) is an elastic constant (spring stiffness). Equation (2.2) defines an elastic force exerted by a fictitious harmonic spring, with zero rest length and stiffness \( k \), on a selected water molecule with \( z \) coordinate \( \tilde{z}(\Gamma) \). One end of the spring is attached to the pulled water molecule, while the other end with \( z = z(t) \) is 'pulled' according to a predefined protocol. In a constant velocity SMD simulation (cv-SMD), \( z = z(t) = z_0 + vt \), where \( v \) is the constant pulling velocity along the RC, and \( z_0 \) is the initial target value of the RC. For a sufficiently large \( k \) (referred to as the stiff-spring approximation (SSA) [7, 20]), the distance between the target value \( z(t) \) and the actual value \( \tilde{z}(\Gamma) \) of the RC at a given time can always be kept
below a desired value e.g., ≤ 2 Å [2].

During the SMD simulations, due to the HGP, a given water molecule $j$ experiences an external force equal to $F_j$

$$F_j = -\frac{\partial V_z}{\partial r_j} = -k[\bar{z}(\Gamma) - z] \frac{\partial \bar{z}(\Gamma)}{\partial r_j}. \quad (2.3)$$

The total (external) work done on the system to pull the selected water molecule from $z_0$ to $z_1$ is given by

$$W_z = \int_{z_0}^{z_1} dz \left[ \frac{\partial V_z(\bar{z})}{\partial \bar{z}} \right] = k \int_{z_0}^{z_1} dz [z - \bar{z}] . \quad (2.4)$$

Note that to every forward (F) path ($0 \rightarrow 1$) it corresponds a time reversed (R) path ($1 \rightarrow 0$). The work for the reverse pulling (i.e., from $z_1$ to $z_0$) is given by Eq. (2.4), in which the limits of integration are inverted. Next, the mean value of the forward work $\langle W_F \rangle$ is determined by averaging over the works done during all the pullings in the F direction (i.e., from $z_0$ to $z_1$). Similarly, the mean reverse work $\langle W_R \rangle$ is determined by considering all SMD pullings in the R direction (i.e., from $z_1$ to $z_0$). Finally, according to the FR method, the change $\Delta U_{01} = U(z_1) - U(z_0)$ in the PMF can be expressed in terms of the mean F and R works, i.e., [2]

$$\Delta U_{01} \equiv U(z_1) - U(z_0) = \frac{\langle W_F \rangle - \langle W_R \rangle}{2} . \quad (2.5)$$

Furthermore, according to the FR method [2], the mean (irreversible) dissipative work during the F and R pullings are equal, i.e., $\langle W_d \rangle = \langle W_d^F \rangle = \langle W_d^R \rangle$, and can be expressed in terms of $\langle W_F \rangle$ and $\langle W_R \rangle$ [2]

$$\langle W_d \rangle = \frac{\langle W_F \rangle + \langle W_R \rangle}{2} . \quad (2.6)$$

While strictly speaking the FR method can provide only the PMF difference $\Delta U_{01}$, in practice, by applying Eq.(2.5) to $\langle W_F(z) \rangle$ and $\langle W_R(z) \rangle$ for any $z \in (z_0, z_1)$, the obtained $U(z) - U_0$ can be used to estimate the intermediate $U(z)$ as well.

To reconstruct the full PMF in a feature-rich channel, one needs to divide the channel
into a sufficiently large number of sections $N$ using $N + 1$ division points \{\(z_0, z_1, \ldots, z_m, \ldots, z_N\)\}. Using Eq. (2.5), one can determine \(U(z) - U_{i-1}\), with \(i = 1, \ldots, N\), for all intermediate \(z \in (z_{i-1}, z_i)\) recorded in the SMD pullings. Then, by stitching together \(U(z)\) for all \(N\) segments on can easily reconstruct the PMF for the entire channel up to the additive constant \(U_0 = U(z_0)\). Similarly, using Eq. (2.6), one can also determine \(\langle W_d(z) \rangle\) for each individual segment, and for the entire channel as well.

Since \(\langle W_d(z) \rangle\) is proportional to the pulling speed \(v\) [2], the position-dependent friction coefficient, \(\gamma(z)\), can be found readily from the slope of the mean dissipative work, i.e., \(\gamma(z) = (d\langle W_d(z)\rangle/dz)/v\). Finally, the position-dependent diffusion coefficient, \(D(z)\) is given by the Einstein relation (in \(k_B T\) energy units) [2]

\[
D(z) = \gamma(z)^{-1} = v (d\langle W_d(z)\rangle/dz)^{-1}.
\] (2.7)

### 2.3 Computer modeling of water transport through the GlpF channel protein

#### 2.3.1 Building the system

A GlpF tetramer (Fig. 2.2) was built from the high resolution (\(\sim 2.2\, \text{Å}\)) X-Ray crystal structure of glycerol-bound GlpF monomer (PDBID 1FX8 [5]). First, the glycerol molecules were removed from the crystal structure of GlpF monomer. Then the missing hydrogens were added to the system using the VMD plugin psfgen [1]. The GlpF tetramer was created from the monomer by applying three consecutive 90° rotations around a properly chosen axis parallel to the axis of the channel (\(z\)-axis). The magnesium (Mg) atom located at the center of the central pore (determined by the four monomeric units) was kept fixed during all MD simulations. The system was energy minimized for 30,000 steps. Then, the tetramer was inserted into a pre-equilibrated patch of fully hydrated POPE (16:0/18:1c9-
Figure 2.2: Left panel: top view of the fully hydrated GlpF-POPE system. The four GlpF monomers are shown in cartoon representation and are colored in green (1), red (2), blue (3) and orange (4); the glycerol molecules inside the channels are colored in magenta; the POPE lipids are shown in licorice representation; the water is represented as light blue spheres. Right panel: side view of GlpF monomers 1 and 4.

paliotoyloleyl-phosphatidylethanolamine) lipid bilayer. The dimension of the POPE membrane patch, generated with the VMD plugin membrane [1], was $(143 \times 135 \times 53) \text{Å}^3$ with an area per lipid (APL) of $74 \text{Å}^2$. Lipids within 0.55 Å of protein atoms were removed to prevent steric effects. Then, using the VMD plugin Solvate [1], the membrane-protein complex was solvated by adding two 8 Å thick water layers on both sides of the lipid bilayer. To neutralize the total electric charge of the system, six chloride ions were added to the solvent using the VMD plugin Autoionize [1]. The final system (Fig.2.2) contained 118,278 atoms including 387 lipids and 18,180 water molecules.

2.3.2 Equilibrium MD simulations

The NAMD2.6 parallel MD program [21] was employed to perform the MD simulations. The CHARMM27 [22, 23] force field was used for both proteins and lipids, and the TIP3 model was used for water [24]. A cutoff distance of 12 Å (switching function starting at 10 Å) was assumed for the Van der Waals interactions. Full long-range electrostatic interactions were computed using the Particle Mesh Ewald (PME) method [25] with a grid spacing of 1 Å. Periodic boundary conditions (PBC) were used in all directions to minimize
finite size effects. The simulations were performed in the NpT ensemble with temperature (T = 310 K) and pressure (p = 1 atm) set for physiological conditions. The temperature of the system was kept constant by coupling the system to a Langevin heat bath with a Langevin damping coefficient $\gamma = 5 \text{ ps}^{-1}$. Constant pressure was maintained using the Nosé-Hoover Langevin piston method [26] with decay time of 200 fs and damping time of 100 fs. The flexible cell option was enabled to keep the ratio of the unit cell in the $xy$ plane constant while allowing fluctuations along all axes. All simulations were carried out on 64 CPUs of a dual core 2.8 GHz Intel Xeon EM64T cluster with a performance of $\sim 1 \text{ day/ns}$.

First, the built system (see Sec. 2.3.1) was subjected to 30,000 energy minimization steps to eliminate bad Van der Waals contacts. During this relaxation, the GlpF backbone atoms were harmonically restrained to their initial positions using a spring constant $k_{bb} = 20 \text{ kcal/mol/Å}^2$ per atom. All P atoms (200 atoms) within the same lipid layer were also restrained harmonically to their initial mean positions along the normal to the plane of the membrane ($z$ axis) by using an effective spring constant $k_p = 20 \text{ kcal/mol/Å}^2$ per leaflet. Next, the system was pre-equilibrated in three stages by using the Velocity-Verlet integration method [15] with a time step of 2 fs. The SHAKE algorithm [27] was used for rigid bonds involving all hydrogen atoms. Initially, the system was subjected to gradual heating with a rate of 1 K/ps up to 310 K. In this process, the backbone atoms were restrained with the above $k_{bb}$ and the P atoms of each lipid leaflet were constrained with $k_p = 2000 \text{ kcal/mol/Å}^2$. Then the system was equilibrated for another 0.5 ns by releasing the constraints on the P atoms. Finally, a 5 ns free equilibration (simulation E1) was performed with only the Mg atom fixed. Following E1, a 10 ns production run (simulation E2) was performed using multiple time step integration: 1 fs for bonding interaction, 2 fs for non-bonding interactions and 4 fs for electrostatic interactions.
2.3.3 Non-equilibrium SMD simulations

To calculate the PMF $U(z)$ and the corresponding mean dissipative work $\langle W_d(z) \rangle$ for the transported water molecules along the axis of the GlpF channel using the FR method, we employed constant velocity SMD (cv-SMD) pullings in both forward and reverse directions. To this end, we selected four water molecules at the entrance of each GlpF channel (periplasmic end) and restrained them with a stiff spring characterized by an elastic constant $k_z = 25 \text{ kcal/mol/Å}^2$. We divided the entire channel into ten segments as follows: (1) the narrow pore region, $z \in (-5, 14) \ \text{Å}$, has been divided into four uneven segments: $(-5, -2), (-2, 1), (1, 8)$ and $(8, 14) \ \text{Å}$; (2) the periplasmic region was divided into three segments: $(-25, -19), (-19, -10)$ and $(-10, -5) \ \text{Å}$; (3) the cytoplasmic vestibule was split into three segments: $(14, 20), (20, 26)$ and $(26, 32) \ \text{Å}$. System configurations with the selected water molecules located in the division points $z_i$, $i = 0, 1, ..., 10$ (i.e., $z_0 = -25$, $z_1 = -19$, ..., $z_{10} = 32$, measured in Å) were generated by using a single cv-SMD pulling from the periplasmic end ($z_0$) to the cytoplasmic end ($z_{10}$) with a pulling velocity $v = 30 \ \text{Å/ns}$. The 11 replicas of the system corresponding to these configurations were equilibrated for a period of $\Delta t_{eq} = 1.5 \ \text{ns}$. Next, ten snapshots, evenly separated by 150 ps, from these MD trajectories were used as starting equilibrium configurations for the F and R cv-SMD pullings along the segments $(z_{i-1}, z_i)$, $i = 1, ..., 10$.

Since through the confined narrow pore region $(z_3, z_7)$ water transport is single file, the pulled water molecules were not subjected to any restraints in this region. However, outside the pore, on the periplasmic $(z_0, z_3)$ and cytoplasmic $(z_7, z_{10})$ sides, the pulled water molecules were forced to remain on the $z$-axis of the channel by applying a harmonic restraint in the perpendicular $xy$-plane. Furthermore, to minimize the dragging of the whole GlpF channels during the fast cv-SMD pullings, the center of mass of the GlpF backbone atoms (a total of 1071 atoms) was harmonically restrained with $k_{COM} = 500 \ \text{kcal/mol/Å}^2$. The elastic restraining forces on the backbone atoms were applied only along the $z$-axis.
(pulling direction), without altering the flexibility of the pores in the transverse xy-plane. In general, the latter may play an important role in the molecular transport properties (also reflected in the profile of the corresponding PMF) of the channel protein.

One expects that for a sufficiently long observation time all four channels in the GlpF tetramer have very similar transport properties. However, their water conduction properties may show noticeable differences during short cv-SMD simulations. Indeed, although the channels are structurally identical, the fluctuations of their atoms’ positions are different. Also, because on this time scale lipid molecules are practically frozen as a whole, the conformation of the lipid environment surrounding the individual channels are quite different. Thus, one can increase the reliability of the calculated PMF of water in GlpF by averaging over as many individual GlpF channels as possible. However, before including any of the channels into the averaging process one has to make sure first that these do not present any anomalies of water transport through them (see Sec.2.4.3).

A total of 40 F and R cv-SMD pullings were carried out with a pulling velocity \( v = 30 \text{ Å/ns} \). Then, the average external works \( \langle W_F \rangle \) and \( \langle W_R \rangle \) done by the stiff spring were determined. These two quantities were used to calculate the PMF (see Eq. (2.5)) and the mean dissipative work, \( \langle W_d \rangle \) (see Eq. (2.6)) along all the segments in each channel.

### 2.4 PMF and diffusion coefficient of water molecules in GlpF: Results

#### 2.4.1 PMF from equilibrium MD simulations

The equilibrium distribution function, \( w_0(z) \), of waters permeated through the GlpF channel was determined from the 10 ns long equilibrium MD simulation (Sec.2.3.2). The water distribution function \( w_0(z) \) was calculated by averaging the corresponding distributions for all four GlpF channels. The PMF, \( U_0(z) \), was then evaluated using Eq. (2.1b). The results
for \( w_0(z) \) and \( U_0(z) \) are shown in the left and right panels of Fig. 2.3, respectively. The PMF \( U_0(z) \) has a series of local maxima and minima with the highest barrier (\( \sim 1.9 \, k_B T \)) at the selectivity filter (\( z = 0 \)). The PMF minima correspond to water binding sites. The small free energy difference \( \delta U \lesssim 0.3 \, k_B T \) between the cytoplasmic and periplasmic ends is within the error margin with which the PMF can be calculated.

### 2.4.2 PMF and diffusion coefficient from non-equilibrium SMD simulations using the FR method

By employing the FR method described in Sec. 2.3.3, the PMF \( U(z) \) was reconstructed from \( 4 \times 10 = 40 \) F and R constant velocity (\( v = 30 \, \text{Å}^2/\text{ns} \)) SMD pullings of water molecules across the GlpF channels. The top panel of Fig. 2.4, shows 10 F works, \( W_F(z) \) through the pore region. Similarly the bottom panel of Fig.2.4 shows the R works (with minus sign) \(-W_R(z)\) for the 10 time reversed paths corresponding to the same pore region.

The PMF, \( U(z) \), for the water molecules inside the pore region of GlpF channel has been calculated using Eq. (2.5) by averaging over ten F and R works in three of the pores (1, 2 and 4). The resulting PMF is shown as the black curve in Fig. 2.5. The data from channel 3 was not used in our analyses due to the anomalous movement of water through it.
Figure 2.4: (a) Work along forward (top panel) and reverse (bottom panel) SMD pullings for the four GlpF channels (CH1, CH2, CH3 and CH4).
In particular, unlike for the other three pores (1, 2, and 4), water molecules passing the NPA motif in channel 3 did not flip their orientation. Since such a flip is a hallmark of a properly functioning GlpF channel, we concluded that for some reason channel 3 does not conduct water properly when the process is accelerated through cv-SMD simulation. Thus, using the data from this channel would have compromised the form of the PMF of a properly functioning GlpF channel. A detailed analysis of the dynamics of water orientation within the four GlpF channels is presented in Sec. 2.4.3.

In Fig. 2.5 the PMF from the FR method (black curve), \( U(z) \), and the one from the equilibrium MD simulation (blue curve), \( U_0(z) \), are superimposed on the cross section of the GlpF channel. The PMF barrier at the selectivity filter is of similar size for both PMF. Also, \( U(z) \) exhibits most of the binding sites (local minima) in \( U_0(z) \) albeit at slightly different locations. In addition, \( U(z) \) shows two potential wells corresponding to the periplasmic and cytoplasmic vestibules that are not present in \( U_0(z) \). This discrepancy, however, should not come as a surprise. Indeed, the two PMFs are calculated in a rather different way out-
side the pore region and, therefore, they have different physical meanings. While, \( U_0(z) \) is determined from the distribution of all water molecules populating the relatively wide periplasmic and cytoplasmic vestibules, \( U(z) \) represents the free energy profile of a water molecule confined to a line parallel to the \( z \)-axis of the channel. Since water transport through the pore region is confined to single file, the two PMFs in this region have the same meaning and, therefore, can be compared directly.

Similarly to \( U(z) \), we have determined the mean dissipative work \( \langle W_d(z) \rangle \) by using Eq. (2.6) and the result is shown in Fig. 2.6. One can see that \( \langle W_d \rangle \) increases linearly with \( z \) in the pore region, i.e., for \( z \in (-5, +14) \AA \). Thus, the corresponding underlying diffusion coefficient of water molecules inside GlpF should be a constant. From Eq. (2.7) one obtains the value of the diffusion coefficient \( D \approx 23 \AA^2/\text{ns} \). This is about an order of magnitude smaller than the bulk diffusion coefficient of water \( (D_{\text{bulk}} \approx 250 \AA^2/\text{ns}) \). At first sight, contrary to experimental findings, this result would suggest that GlpF is a poor water conductor. Nevertheless, we should remember that water transport in GlpF occurs in a single-file and is highly correlated. At all times, inside each of the four GlpF channels,
there are at least $N_w = 9$ water molecules present. Hence, it follows that, in fact, the 
corresponding effective diffusion coefficient of water molecules $D_{\text{eff}} \approx N_w D \sim 9D$ is much 
larger than the underlying diffusion coefficient $D$. High $D_{\text{eff}}$ implies that GlpF acts as a fast 
water conducting channel. In Sec. 2.5, we show that $D_{\text{eff}}$ is related to the mean first passage 
time of a water molecule through GlpF and that the calculated value of $D_{\text{eff}}$ is indeed rather 
high, being comparable with $D_{\text{bulk}}$.

### 2.4.3 Dynamics of water orientation in GlpF

As mentioned in Sec. 2.4.2, the transport of water through one of the four GlpF channels 
(i.e., channel 3) showed uncharacteristic orientational dynamics during the non-equilibrium 
SMD pullings. Unlike point particles, water molecules possess dipole moment due to 
the uneven charge distribution of the constituent atoms: electronegative oxygen and elec-
tropositive hydrogen atoms. Due to their dipolar property, water molecules experience 
electrostatic forces in the presence of a polar environment. Also, under certain conditions, 
water molecules form hydrogen bonds with other polar molecules, including other wa-
ter molecules. Dipole interactions and hydrogen bond formations play an important role 
in regulating the orientational dynamics of water molecules during their passage through 
GlpF and other channel proteins.

To determine the equilibrium orientation of the water molecules along the narrow pore 
region of the GlpF channels we have calculated $P_1(z) = \langle \cos(\theta)_z \rangle$, a quantity sometimes 
referred as order parameter (OP). Here $\langle \ldots \rangle$ denotes statistical ensemble average, that in 
case of equilibrium MD simulations can be approximated by time average. The angle $\theta$ is 
defined as the angle formed by the dipole moment of a water molecule with the $z$-axis of 
the channel.

The mean orientation $P_1(z)$ of the water molecules inside the four GlpF channels (CH1, 
CH2, CH3 and CH4) during the 10 ns equilibrium MD simulation is shown in Fig. 2.7.a. 
The error bars on the plots represent the standard deviation of the OP. On each of the plots
Figure 2.7: Order parameter $P_1(z) = \langle \cos(\theta(z)) \rangle$ calculated for the four channels CH1, CH2, CH3 and CH4 in the case of (a) equilibrium MD simulation E2, (b) F cv-SMD pulls and (c) R cv-SMD pulls. In the equilibrium simulation all channels showed very similar profiles. In case of the SMD pulls (F and R pulls) the water orientation in channel 3 was unusual.

one can distinguish three distinct regions: (i) water molecules enter from the periplasmic side of GlpF with the oxygen atom ahead ($\langle \cos(\theta) \rangle \approx -1.0$), then (ii) at the NPA region the dipole moment of the water molecules flip by an angle $\theta \sim 180^\circ$, and (iii) water molecules exit on the cytoplasmic side with the hydrogen atoms in front ($\langle \cos(\theta) \rangle \approx +1.0$). The waters aligned inside each channel form a water wire by means of hydrogen bonds. Because the water molecules orientation flip at the NPA region of GlpF, the corresponding linear hydrogen bond network is locally disrupted. This mechanism prevents protons and other small ions from crossing through the channel. Thus, the highly conserved NPA motif in all AQPs on one hand allows for rapid water transport in these channels, and on the other hand prevents the membrane potential of being compromised by leaking protons or other small ions. These results are similar to the ones reported in previous equilibrium MD simulations [11, 28].

The OP $P_1(z)$ for the F and R cv-SMD pullings are shown in Fig. 2.7.b and c, respectively. By simple inspection one can see that apart from CH3, the z-dependence of the OP...
for all other three GlpF channels has the same characteristic form as in the case of the E2 equilibrium MD simulation (Fig. 2.7.a). However, in the case of CH3, \( P_1(z) \) appears to be totally different, with none of the hallmark features characteristic to a properly functioning GlpF channel. We do not have an explanation for this discrepancy. In any case, to avoid compromising \( U(z) \) and \( D(z) \), we have used only the “properly functioning” channels CH1, CH2 and CH4 in our FR method calculations.

### 2.5 Overdamped Brownian motion of water molecules in GlpF

The calculated \( U(z) \) and \( D(z) \) can be used as inputs in the Langevin equation describing an overdamped Brownian particle [29]

\[
\gamma(z)\dot{z} = -dU(z)/dz + \xi(t),
\tag{2.8a}
\]

where \( \xi(t) \) is the Langevin force (modeled as a Gaussian white noise) and \( \gamma(z) \) is the position dependent friction coefficient. The corresponding Fokker-Planck equation (FPE) for the probability distribution function \( \rho(z,t) \) of water molecules can be written as

\[
\partial_t \rho(z,t) = -\partial_z J(z,t) = \partial_z [D(z)\partial_z \rho(z,t)] + \partial_z [U'(z)\rho(z,t)],
\tag{2.8b}
\]

with \( J(z,t) \) the probability current density of a water molecule permeated through the channel. This stochastic model can be used to describe the dynamics of the transported molecule on a macroscopic (or mesoscopic) time scale. Next we apply this model to calculate: (i) the mean first passage time, and (ii) the osmotic permeability of the GlpF channel protein for water molecules.
2.5.1 Mean first passage time

The mean first passage time (MFPT) of a water molecule transported through the GlpF channel can be defined as the average time needed for the diffusing molecule to pass the pore region of the channel from the periplasmic \( z_3 \) to the cytoplasmic \( z_7 \) end. The MFPT of a water molecule diffusing through the GlpF channel can be computed by solving the FPE equation (Eq. (2.8b)). The expression of the MFPT for reflective boundary condition at \( z_3 \) and absorbing boundary condition at \( z_7 \) is [30]

\[
\tau = \int_{z_3}^{z_7} \frac{dz}{D(z)} \int_{z_3}^{z} d\tilde{z} e^{U(z) - U(\tilde{z})},
\]

(2.9)

The effective diffusion coefficient \( D_{\text{eff}} \) of the water molecule passing through the GlpF pore of length \( L = z_7 - z_3 = 19 \) Å can be calculated by using the equation for free diffusion [30]

\[
D_{\text{eff}} = \frac{L^2}{2\tau_w},
\]

(2.10)

where \( \tau_w \) is the effective permeation time of a water molecule. With \( U(z) \) and \( D(z) \) determined in Sec. 2.4.2, one obtains \( \tau \approx 9.1 \) ns. It is important to note that during this time not only a single water molecule will permeate the channel, but rather a segment of length \( L \) of water molecules arranged in a single file, which contains \( N_w \approx 9 \) water molecules. Thus the effective permeation time for one water molecule is not \( \tau \) but instead \( \tau_w = \tau / N_w \approx 1.01 \) ns [31], i.e., on average every \( \sim 1 \) ns a water molecule clears (through diffusion) the channel in either direction. A similar value is obtained by directly counting the number of full permeation events of water molecules through GlpF during the 10 ns long equilibrium MD simulation.

Thus, the effective diffusion coefficient of water in GlpF is \( D_{\text{eff}} = L^2 / 2\tau_w \approx 179 \) Å\(^2\)/ns, which is of the same order of magnitude as \( D_{\text{bulk}} \approx 250 \) Å\(^2\)/ns. This result explains why GlpF (and, in general, AQPs) are so efficient in transporting water across the cell mem-
brane. Our findings are consistent with those reported in previous publications [11, 28, 32–34].

2.5.2 Channel permeability

Using MD simulations, one can determine the PMF, $D$ or MFPT of water molecules transported through AQPs. However, these quantities can not be measured using experiments. The conducting properties of aquaporins (AQPs) are studied experimentally by means of channel permeability $p_f$, sometimes referred to as osmotic permeability. One can also estimate osmotic permeability by solving the Langevin equation describing an overdamped Brownian particle, once the PMF and the $D$ are obtained from MD simulations. $p_f$ of AQPs has been determined experimentally [35–39] from transmembrane water permeability, $P_f$, (in the units of cm s$^{-1}$). To determine the channel permeability $p_f$ reliably from $P_f$, one needs to measure the number of AQP channels per unit area of the membrane ($n/A$). But, the precise estimate of $n$ is difficult as it depends on protein to lipid composition of liposomes [37] or other reconstituted systems [35, 36].

For a porous membrane that is permeable for both water and solute, the osmotic permeability of water per pore, $p_f$, can be expressed in terms of permeability of the membrane, $P_f$, the membrane area $A$ and the number of pores $n$ as

$$p_f = \frac{P_f A}{n}. \quad (2.11)$$

The channel permeability of water, in the absence of a hydrostatic pressure difference across the membrane, can be expressed as the ratio of the molar flux $J_w$ and the solute concentration difference $\Delta c_s = \Delta n_s/N_A$, i.e.,

$$p_f = \frac{J_w}{\Delta n_s} \quad (2.12)$$
where $\Delta n_s$ is the concentration difference expressed in water molecules per unit volume, and $N_A$ is the Avogadro’s number. During the steady state transport of molecules across a channel in the absence of hydrostatic pressure difference, the flux $J_w$ across the membrane can be calculated using the PMF, $U(z)$, and the corresponding effective diffusion coefficient $D_{\text{eff}}$ [40]

$$J_w = A_0 S_0 (n_1 - n_2), \quad (2.13a)$$

with,

$$A_0 \approx D_{\text{eff}} \cdot e^{U(z_3)} \left[ \int_{z_3}^{z_7} e^{U(z)} \, dz \right]^{-1}. \quad (2.13b)$$

Here, $S_0$ is the area of the cross-section of the channel at its two ends and $n_1$, $n_2$ are the local number concentrations of water molecules at the periplasmic (1) and cytoplasmic (2) sides, respectively.

Comparing Eq. (2.12) and Eq. (2.13a), one can express the channel permeability $p_f$ of GlpF for water transport as

$$p_f = A_0 S_0 \approx D_{\text{eff}} S_0 / \int_{z_3}^{z_7} \exp[U(z) - U(z_3)] \, dz. \quad (2.14)$$

Using $S_0 \approx 100 \text{Å}^2$ along with $U(z)$ and $D_{\text{eff}}$ determined with the FR method, one obtains $p_f \approx 10^{-14} \text{cm}^3/\text{s}$. This result is comparable with both the experimentally measured $p_f^{\text{exp}} \approx 5.43 \times 10^{-14} \text{cm}^3/\text{s}$ in AQP1 [38, 39] ($p_f$ for the water transport through GlpF has not been measured yet experimentally), and the previously reported theoretical values for GlpF, AQPz and AQP1 [12, 31, 41].
2.6 Conclusions

In this chapter we have shown that the FR method can be used successfully to reconstruct the PMF, \( U(z) \), of water molecules in the GlpF channel protein, by employing a small number of fast forward and reverse non-equilibrium SMD pullings at constant velocity. The obtained PMF is comparable with the PMF \( U_0(z) \) determined from the equilibrium distribution function of water molecules inside the GlpF channel (calculated from equilibrium MD simulations). In the narrowest pore region of GlpF (in which water transport is single file) the PMF shows a series of maxima and minima. The highest barrier is at the selectivity filter, which is also the narrowest region in the GlpF channel. The PMF minima correspond to water binding sites within the pore. At any time, these binding sites accommodate on average 9 water molecules. The PMF determined by the FR method also has two broad potential wells which correspond to the periplasmic and cytoplasmic vestibules.

The underlying water diffusion coefficient, \( D(z) \), has also been determined by using the mean dissipative work obtained from the FR method. Within the pore region of GlpF \( D(z) \sim 23 \, \text{Å}^2/\text{ns} \) is constant and is about 10 times smaller than the diffusion coefficient of bulk water.

By using the computed \( U(z) \) and \( D(z) \) in an overdamped Brownian particle model, we could estimate experimentally measurable properties of water transport in the GlpF channel protein. For example, we obtain \( \tau = 9.1 \, \text{ns} \) for the mean first passage time of a single-file water molecule (channel occupancy \( N_w \approx 9 \)), \( D_{\text{eff}} \approx 179 \, \text{Å}^2/\text{ns} \) for the effective diffusion coefficient of water in GlpF, and \( p_f = 10^{-14} \, \text{cm}^3/\text{s} \) for the osmotic permeability. These results are in good agreement with previously published experimental and theoretical results [12, 31, 38, 39, 41], and with the fact that GlpF, like other aquaporins are fast water transporters.
3 Anomalous diffusion of lipid atoms and molecules in phospholipid bilayers
3.1 Introduction

The cell membrane consists of three classes of amphipathic lipids: phospholipids, glycolipids, and cholesterol [42]. It also hosts various kinds of proteins and carbohydrates. Due to their multifaceted biological functions and structural complexity, cellular membranes, have been extensively studied in the literature. Phospholipid bilayers being the fundamental structural elements of biological membranes, are often used as model systems in an attempt to unfold the complex dynamics of cellular membranes.

Phospholipid molecules have a hydrophilic headgroup attached to two hydrophobic hydrocarbon acyl chains (the so-called lipid tails). In the presence of a polar solvent (e.g., water), lipid molecules spontaneously self-assemble into a few nanometer thick phospholipid bilayer with the hydrophilic headgroups facing the polar solvent. The dynamics of lipid atoms and molecules in a phospholipid bilayer span a wide range of time and length scales [43–51]. For instance, the long wavelength undulation and bending modes of the bilayer extend over several hundred lipid molecules in the plane of the membrane with typical relaxation times in the nanosecond range. On the other hand, the short wavelength density fluctuations occur in the picosecond range on nearest neighbor distances of lipid molecules. The motion of the lipids in the lipid bilayer can be classified into two major classes: (i) local motion exhibited by single lipid molecule, and (ii) correlated dynamics due to the concerted motion of several lipid molecules. The atoms within a lipid molecule show vibrational and rotational motion, which occur at femtosecond to nanosecond time scale (fast processes) [47], whereas the lateral diffusion of individual lipids is slower (10 ns to µs).

At room and physiological temperatures most lipid bilayers behave as two dimensional (2D) fluids. The lateral diffusion of lipid molecules in the $L_\alpha$ fluid phase of a lipid bilayer has been extensively studied both experimentally [45–47, 52–57] and by computer simulations [58–66]. Experimental results suggest that the lateral diffusion of lipid molecules
is characterized by at least two distinct diffusion coefficients $D_1$ and $D_2$, corresponding to two different time scales, i.e., picosecond and nanosecond, respectively. Researchers have developed several models to explain the difference between $D_1$ and $D_2$ [58, 59, 67]. For example, Wohlert and Edholm [59] proposed a model to explain their MD simulation results for a DMPC bilayer. According to this model, $D_1$, the larger of the two diffusion coefficients, is related to the diffusive motion of lipid atoms caged by the polymeric nature of the lipid they belong to. Because on a sub ns time scale the root mean square displacement (RMSD) of the lipids is less than the mean lipid separation, lipid atoms are forced to move within the confined region (cage) occupied by the host lipid molecule. On the other hand, the smaller diffusion coefficient, $D_2$ is related to the actual lateral self-diffusion of individual lipids in a given leaflet of the lipid bilayer. Both $D_1$ and $D_2$ can be determined from the time dependence of the mean square displacement (MSD) of the lipid atoms or of the CM of individual lipids, provided that the observation time is sufficiently long. The two diffusion coefficients obtained in [59] were in reasonable agreement with existing experimental results.

However, none of these diffusion models provide a satisfactory description of the lateral diffusion of phospholipid molecules as these models ignore the microscopic polymeric structure (characterized by flexibility and connectivity) of lipids. In a simple liquid, atoms move ballistically at short times with the MSD, $\langle [\delta r(t)]^2 \rangle \sim t^2$, which is followed by a crossover to linear diffusion with $\langle [\delta r(t)]^2 \rangle \sim t^1$. In dense liquids, a caging region is observed between the ballistic and linear regimes, which is characterized by a plateau in $\langle [\delta r(t)]^2 \rangle$. However, in a lipid bilayer the dynamics of lipid atoms and molecules are far more complex because of its polymeric structure which is not present in ordinary liquids. So, we expect that the MSD of lipid atoms and molecules should exhibit a pronounced sub-diffusive regime in between the ballistic and linear diffusion regimes, where $\langle [\delta r(t)]^2 \rangle \sim t^\beta$ with $\beta < 1.0$ [68–70].

In addition to self dynamics, lipids in phospholipid bilayers (in the fluid phase) ex-
hibit in-pane collective molecular motion as they interact locally with their neighboring molecules. The concerted dynamics of lipid molecules is characterized by both spatial and temporal correlations. Estimating the sizes of these correlations is a challenging endeavor. The collective motions in phospholipid model membranes have been studied by employing experimental and computational methods [49, 71–73]. These studies were motivated by the possible impact of the collective dynamics of lipids on the physiological and biological functions of the bilayers, such as transport processes [74], and the functioning of membrane-embedded proteins.

This chapter presents a detailed computational study of the complex dynamics of lipid atoms and molecules in the fluid phase of a model DMPC lipid bilayer. The self diffusion coefficient of individual lipid atoms and molecules are determined by means of long-time (0.1µs), all-atom MD simulation and theoretical modeling. We have also examined the correlated dynamics of lipid molecules and estimate the corresponding correlation length and correlation time. The content of this chapter is based on two recent publications [3, 4].

3.2 Computer modeling and MD simulation of DMPC bilayer

To investigate the dynamics of lipid atoms and molecules of a phospholipid membrane, we performed a 0.1 µs long all atom MD simulation of a fully solvated DMPC lipid bilayer (Fig. 3.1). The pre-equilibrated structure of the bilayer was obtained from Mikko Karttunen’s web site (www.apmaths.uwo.ca/~mkarttu/downloads.shtml) [75] and contained 128 lipid molecules. The system was solvated by adding two 12 Å thick layers of water to each side of the membrane using the Solvate plugin in VMD [1]. The final system contained a total of 2577 TIP3 water molecules [24].

The MD simulation was performed with NAMD-2.6 [21] using the CHARMM27 [23] force field for DMPC lipids. The equations of motion were integrated with a multiple time
Figure 3.1: a) The simulated DMPC lipid bilayer system. b) a DMPC lipid molecule. The atoms whose dynamics is investigated in this work (P, CH and CT) are highlighted as black spheres. Figures created using VMD [1].

step algorithm with time steps of 1 fs for bonding interactions, 2 fs for non-bonding interactions, and 4 fs for long-range electrostatic interactions. The non-bonded interactions were cut-off at 12 Å with a smooth switching function starting at 10 Å. Long-range electrostatic interactions were computed by employing the smooth Particle Mesh Ewald (PME) method [76] with a grid spacing of 1 Å. To reduce finite size effects the MD simulation was carried out with periodic boundary conditions (PBC).

In order to study the fluid phase of a DMPC lipid bilayer [77], the system was brought to \( T = 303 \text{ K} \) and normal pressure \( (p = 1 \text{ atm}) \) through several stages of equilibration. First, the system was subjected to \( 6 \times 10^4 \) energy minimization steps by harmonically restraining the phosphorous (P) atoms of the lipid headgroups along the normal to the surface of the membrane. Then, by coupling it to a heat bath, the system was gradually heated to the desired temperature \( T = 303 \text{ K} \) at a rate of 1 K/ps. After removing all the restraints, the system was equilibrated through a 75 ns long NpT simulation. At the end of this process the area per lipid (APL) was 56.2 Å\(^2\). Then, the APL was increased to the desired value of \( \sim 60 \text{ Å}^2 \) by gradually increasing the size of the system in the \( xy \)-plane of the membrane. The final system size was \( 62 \times 62 \times 58.5 \text{ Å}^3 \), with an APL of 60.06 Å\(^2\). The equilibration process was concluded with an additional 10 ns MD simulation keeping both temperature
and volume constant (NVT ensemble). Finally, a production run of 0.1µs was performed in the NVT ensemble. The temperature was kept constant by coupling the system to a Langevin thermostat with a coupling constant of 0.05 ps\(^{-1}\). The coordinates of all the atoms were saved every 2 fs for the first 100 ps, every 20 fs for the next 10 ns, and every 100 fs for the next 90 ns. The recorded data was used to study the short, intermediate, and long time dynamics of the lipid atoms and molecules.

The MD simulations were carried out on 40 CPUs of a dual core 2.8GHz Intel Xeon EM64T cluster with a performance of around 0.2 days/ns.

### 3.3 Mean square displacement of lipid atoms and molecules

In this section, we examine the time dependence of the lateral mean square displacement (MSD) of selected atoms within the lipid and of the entire lipid molecules in the lipid bilayer. The lateral MSD of any atom \(a\) can be written as

\[
\langle [\delta r^a(t)]^2 \rangle = \langle [\vec{r}^a(t) - \vec{r}^a(0)]^2 \rangle, \tag{3.1}
\]

where \(\vec{r}^a(t)\) is the projection on the plane of the membrane of the actual position vector of atom \(a\) at a given time \(t\). To better characterize the time dependence of the MSD, we also calculate the logarithmic derivative of the MSD, \(\alpha(t)\), defined as

\[
\alpha(t) = \frac{\partial \ln[\langle [\delta r(t)]^2 \rangle]}{\partial \ln(t)}, \tag{3.2}
\]

Clearly, in the ballistic regime \(\alpha(t) = 2\), in the linear diffusion regime \(\alpha(t) = 1\), and in the sub-diffusive regime, characterized by \(\langle [\delta r(t)]^2 \rangle \sim t^\beta\), \(\alpha(t) = \beta \approx \text{const.}\)

First, we calculate the lateral MSD of the lipid atoms and of the center of mass (CM)
of a lipid molecule by using the MD simulation trajectory. Next, we show that the calculated MSDs can also be reproduced by employing a theoretical model based on the Mori-Zwanzig projection operator method with a properly chosen memory function (MF).

### 3.3.1 Mean square displacement from MD simulation

Here, we focus on the motion of three representative atoms, phosphorus (P), carbon in the headgroup C15 (CH), and carbon in the lipid tail C214 (CT) atoms in the lipids. The positions of these atoms (P, CH and CT) within the lipid molecule are shown in Fig. 3.1, right panel. The time evolution (on a log-log scale) of the lateral MSD of the P (squares), the CH (triangles) and the CT (circles) atoms are shown in Fig. 3.2, top panel. The time evolution of MSD for all three atoms shows an initial ballistic region followed by a small caging region that displays a gradual crossover to a linear diffusion regime via an extended sub-diffusive regime characterized by $\langle [\delta r^n(t)]^2 \rangle \sim t^\beta$ with $\beta < 1.0$. The ballistic regime for CH and CT atoms are the same, but starting from the caging region their MSD differ. The MSD of CT is larger compared to CH, indicating that the cage is bigger for CT (and, also, for all the atoms in the tail) than for the atoms in the lipid headgroup. This variation in MSD has been identified before and is a direct consequence of the structure of a lipid bilayer [59, 60].

The MSD is also calculated for: (i) the center of mass (CM) of the lipid (blue curve in Fig. 3.2), and (ii) all the hydrogen (H) atoms in a lipid molecule (Fig. 3.2, red curve). Thus, we have found that for both individual lipid atoms and the entire lipid molecule (described through its CM) the MSD shows three clearly separated dynamical regimes, i.e., ballistic, sub-diffusive and linear diffusive. The crossover to linear diffusion begins around 10 ns and $\langle [\delta r^n(t)]^2 \rangle \approx 100 \, \text{Å}^2$, which corresponds to the nearest neighbor distance of lipids ($\sim 10\, \text{Å}$).

To better visualize the time dependence of the MSD, we have also evaluated $\alpha(t)$, for the considered representative atoms and the CM of phospholipid molecules (Fig.3.2,
Figure 3.2: Top panel: Lateral mean square displacement of the P (squares), CH (triangles) and CT (circles) atoms, and the CM of the lipids (blue curve) and the hydrogen atoms in the lipid tails (red curve). Bottom panel: $\alpha(t)$ for the P (squares), CH (triangles) and CT (open circles) atoms, and the CM of the lipids (blue curve) and the hydrogen atoms in the lipid tails (red curve). The selected atoms (P, CH and CT) are highlighted in Fig. 3.1.
(bottom panel). \( \alpha(t) \) in the sub-diffusive domain gives the power law exponent \( \beta \) of the corresponding MSD. Note that the value of \( \beta \) is specific for each atom in the lipid molecule. Also, the sub-diffusive region, where \( \beta \approx \text{const.} \), extends over almost four decades, i.e., from 10 ps to 10 ns. The value of \( \beta \) in the sub-diffusive domain, for the cases studied by us, ranges from 0.677 \( \pm \) 0.005 for the CM of the lipid to 0.427 \( \pm \) 0.004 for CT, the carbon atoms in the lipid tail (Fig.3.2, bottom panel). The \( \beta \) value for P and CH is \( \sim 0.49 \) (Fig.3.2, bottom panel). For all the atoms and the center of mass of the lipids the cross over to the sub-diffusive regime terminates rather abruptly at \( \sim 10 \) fs. The linear diffusion regime starts at around 30 ns. These observations indicate that the picosecond dynamics of the constituent atoms of a lipid is location-dependent. However, the long-time linear diffusion of the constituent atoms and lipid molecules seems to be governed by the lipid headgroup atoms.

### 3.3.2 Memory function approach

The Zwanzig-Mori projection operator method [78] can be used to derive an equation of motion for the MSD, \( \langle [\delta r^a(t)]^2 \rangle \), for a lipid atom \( a \). The equation of motion for the density \( \langle \rho_a(q, t) \rangle \) of a tagged atom \( a \) at wave vector \( q \) [78]

\[
\partial_t \phi^a_s(q, t) + q^2 v_a^2 \phi^a_s(q, t) + \int_0^t M^a(q, t-s) \partial_s \phi^a_s(q, s) ds = 0. \tag{3.3}
\]

Here \( v_a = \sqrt{k_B T/m_a} \), \( k_B \) is the Boltzmann’s constant, \( T \) is the temperature, \( m_a \) is the mass of atom \( a \), and \( M^a(q, t) \) is the memory kernel. The equation of motion for the MSD in 2D can be obtained from \( \langle [\delta r^a(t)]^2 \rangle = 4 \lim_{q \to 0} [1 - \phi^a_s(q, t)]/q^2 \) which gives

\[
\partial_t \langle [\delta r^a(t)]^2 \rangle + \int_0^t M^a_0(t-s) \langle [\delta r^a(s)]^2 \rangle ds = 4v_a^2 t, \tag{3.4}
\]
Figure 3.3: Mean square displacement $\langle [\delta r(t)]^2 \rangle$ (left) and power-law exponent $\alpha(t)$ (right) corresponding to different memory kernels $M(t)$ as described in the text.

where $M^a(t) = \lim_{q \to 0} M^a(q,t)$. In principle, the MSD can be solved numerically from the above equation once the full memory kernel is known. We propose the following ansatz for the memory function (MF) based on the characteristic features of the MSD profile obtained from the MD simulation

$$M^a_0(t) = \delta(t)/\tau_3^a + \frac{B_a e^{-t/\tau_1^a}}{1 + (t/\tau_2^a)^\beta_a}.$$  \hspace{1cm} (3.5)

Here, $\delta(t)$ is the Dirac delta function and the physical meaning of the fitting parameters $\tau_1^a$, $\tau_2^a$, $B_a$ and $\beta_a$ is explained below.

At short times the motion of a free Brownian particle is ballistic, with $\langle [\delta r(t)]^2 \rangle \sim t^2$ and $\alpha(t) = 2.0$, while at long times the motion becomes diffusive, with $\langle [\delta r^2(t)] \sim t$ and $\alpha(t) = 1.0$ (Fig. 3.3, red curve). When $B_a = 0$ Eqs. (3.4)-(3.5) describe the free diffusion of a Brownian particle with a diffusion coefficient $D_3 = k_B T/(\tau_3 m)$. In this case, Eq. (3.4) can be solved analytically to obtain $\langle [\delta r(t)]^2 \rangle = 4D_3 t - 4D_3 \tau_3 (1 - e^{-t/\tau_3})$. For $t \ll \tau_3$, $\langle [\delta r(t)]^2 \rangle \approx (2k_B T/m)t^2$ corresponding to the ballistic regime, while for $t \gg \tau_3$, $\langle [\delta r(t)]^2 \rangle \approx 4D_3 t$ corresponding to the linear diffusion regime. From our MD simulation one infers that $\tau_3 \sim 10$ fs.

For simple liquids, the crossover between the ballistic and linear diffusion regions in the
MSD occurs through a caging region where $\langle [\delta r(t)]^2 \rangle$ has a plateau and the corresponding $\alpha(t) = 0$ (Fig. 3.3, blue curve). By neglecting the power-law term in the memory function Eq. (3.5), i.e., by setting $M_0^\alpha(t) = \delta(t)/\tau_3 + B \exp(-t/\tau_1)$, $\langle [\delta r(t)]^2 \rangle$ can again be calculated analytically; because the result is rather cumbersome it is not given here. In this case, first the MSD crosses over from the ballistic regime (for $t \ll \tau_3$) to a caging region (for $\tau_3 \ll t \ll \tau_1$) characterized by a plateau in $\langle [\delta r(t)]^2 \rangle$ (with $\alpha(t) = 0$) as shown in Fig. 3.3 (blue curve). Then there is a crossover from the caging to the Fickian regimes that takes place around $\tau_1 \sim 10$ ns. The extent of the caging region is determined by the difference between the two time scales $\tau_3$ and $\tau_1$.

The power-law term in the memory kernel, Eq. (3.5), is responsible for the anomalous (sub-)diffusion in the MSD with $\beta \approx \alpha(t) < 1.0$ (Fig. 3.3, orange curve). To illustrate the onset of anomalous diffusion, we have numerically calculated the MSD and the corresponding $\alpha(t)$ for $M_0^\alpha(t) = \delta(t)/\tau_3 + B/[1 + (t/\tau_2)^{-\beta}]$. In this case, as shown in Fig. 3.3 (orange curve), the dynamics gradually crosses over from ballistic to sub-diffusive (with $\beta < 1$) behavior. From our MD simulation follows that the characteristic time scale for the onset on the sub-diffusive regime is $\tau_2 \sim 1$ ps.

By employing the full memory kernel Eq. (3.5), with the three well separated time constants $\tau_i$, $i=1,2,3$, one obtains for the MSD and $\alpha$, a time dependence (Fig.3.3, black curves) that matches very well the ones obtained from our MD simulations. To summarize, the three characteristic time constants in the MF, Eq. (3.5), are: $\tau_1 \sim 10$ ns, determining the crossover between the sub- and linear-diffusion regimes; $\tau_2 \sim 1$ ps, determining the onset of the sub-diffusive region; and $\tau_3 \sim 10$ fs, corresponding to the end of the ballistic region.

The fitted MSD for the P atoms and for the center of mass of lipid molecules (CM) are shown in Fig. 3.4. The theoretical MSD matches very well the one obtained from MD simulations (Fig. 3.4) over the entire span of eight decades of time. The insets in Fig. 3.4 show the corresponding $\alpha(t)$. Although the MSD fits are almost perfect, for $t < 1$ ps, features in $\alpha(t)$ from the MD simulation are not captured by the MF method. The crossover to Fickian
Figure 3.4: Mean square displacement of phosphorus atoms (left) and of the center of mass of lipid molecules (right). The black curves represent $\langle \delta r^2(t) \rangle$ calculated from MD simulation. The red curves are the fits using the memory function approach, Eqs. (3.4) and Eq. (3.5). The insets show the exponent $\alpha(t) = \partial \ln \langle \delta r^2(t) \rangle / \partial \ln (t)$ as a function of time. A running average (1000 time origins) is used to decrease the noise in the simulation data.

diffusion also appears sharper in the MD simulations than in the memory function model.

3.4 Lateral self-diffusion coefficient

While the time dependent MSDs of various atoms (P, CH, CT, H) and the CM of a lipid molecule are well separated in the ballistic and sub-diffusive regions, the crossover to the same Fickian diffusion regime begins around 10 ns corresponding to $\langle \delta r^2(t) \rangle \approx 100 \, \text{Å}^2$, i.e., the square of the mean nearest neighbor distance of the lipids ($\sim 10 \, \text{Å}$). MSDs for all atoms and for the CM of lipid molecules converge in the Fickian diffusion regime around $t \sim 30 \, \text{ns}$. This suggests that the system is characterized by a single well defined linear lateral diffusion coefficient that can be calculated from

$$D_{MD} = \lim_{t \to \infty} \langle [\delta r(t)]^2 \rangle / 4t. \quad (3.6)$$

Indeed, one finds that the diffusion coefficient for all the atoms (P, CH, CT) are close to the diffusion coefficient of the CM, $D_{CM}^{MD} = 1.46 \times 10^{-7} \, \text{cm}^2 \, \text{s}^{-1}$ (see Table 3.1). It should
be noted that the diffusion coefficient of CM of lipids inferred from the MD simulation is almost twice the value $D_{\text{FRAP}} = 0.69 \times 10^{-7}$ cm$^2$ s$^{-1}$ obtained from Fluorescence Recovery After Photo-bleaching (FRAP) measurements for DMPC at $34^\circ$C [67]. Note that FRAP monitors the motion of lipid molecules on a millisecond (ms) time scale. The discrepancy between the values of $D_{\text{MD}}$ and $D_{\text{FRAP}}$ may be due to several factors, such as the imperfection of the empirical CHARMM27 force field used in MD simulations, differences between the APL of the experimental and the simulated systems, finite size of the system, and insufficient sampling.

The MF approach provides yet another way of calculating the diffusion coefficient ($D_{\text{MF}}$) of lipid atoms and molecules in a phospholipid bilayer. Inserting $\langle [\delta r(t)]^2 \rangle \approx 4Dt$ (valid in the linear diffusion regime where $t \to \infty$) into Eq. (3.4) one obtains

$$D_{\text{MF}} = v_a^2 \left[ \int_0^\infty M_0^a(t) dt \right]^{-1}. \quad (3.7)$$

Using the data from our MD simulation one finds that for the CM of the lipid molecules $D_{\text{CM}}^{\text{MF}} \approx 1.06 \times 10^{-7}$ cm$^2$ s$^{-1}$. For the P, CH and CT atoms one obtains similar values for the corresponding diffusion coefficients (see Table 3.1). These values are within 30% of the diffusion coefficient $D_{\text{FRAP}} = 0.69 \times 10^{-7}$ cm$^2$ s$^{-1}$ measured in FRAP experiments.

<table>
<thead>
<tr>
<th>atom</th>
<th>$D_{\text{MD}}$ (cm$^2$ s$^{-1}$)</th>
<th>$D_{\text{MF}}$ (cm$^2$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>$1.67 \times 10^{-7}$</td>
<td>$1.25 \times 10^{-7}$</td>
</tr>
<tr>
<td>CH</td>
<td>$1.27 \times 10^{-7}$</td>
<td>$1.15 \times 10^{-7}$</td>
</tr>
<tr>
<td>P</td>
<td>$1.30 \times 10^{-7}$</td>
<td>$1.07 \times 10^{-7}$</td>
</tr>
<tr>
<td>CM</td>
<td>$1.46 \times 10^{-7}$</td>
<td>$1.06 \times 10^{-7}$</td>
</tr>
</tbody>
</table>
3.5 Incoherent intermediate scattering functions

Neutron scattering experiments can be used to investigate the dynamical properties of lipid bilayers \([44, 45, 47, 71, 79, 80]\). Inelastic (INS) and quasi-elastic (QENS) neutron scattering experiments probe the system on sub ns time scales, which correspond to the sub-diffusive region (see Sec 3.6). It appears that quite erroneously INS data on lipid membranes are interpreted assuming linear diffusion dynamics in spite of the fact that most likely the probed system is in a sub-diffusive regime. To understand the implication of the sub-diffusive region in the results of neutron scattering, we examined the incoherent intermediate scattering function of different atoms, and the center of mass of lipid molecules.

The differential cross-section of the quasi-elastic scattering of neutrons in a solid angle \(d\Omega\) with an energy transfer \(\hbar \omega\) can be expressed as [81]

\[
\frac{d\sigma^2}{d\Omega d\omega} \propto \sum_n (b^n_{\text{inc}})^2 S^n_s(q, \omega) + \sum_{n,m} b^n_{\text{coh}} b^m_{\text{coh}} S^{nm}_{\text{coh}}(q, \omega),
\]

where \(n, m\) are atom-type indices, while \(b^n_{\text{inc}} \ [b^n_{\text{coh}}\) and \(S^n_s(q, \omega) \ [S^{nm}_{\text{coh}}(q, \omega)\) are, respectively, the incoherent (coherent) scattering length and dynamic structure factor (DSF). \(S^n_s(q, \omega)\) contains information about the single particle motion of nuclei of type \(n\), and in principle it can be used to determine the self diffusion coefficient \(D\) (see Sec. 3.6).

The incoherent intermediate scattering function (IISF), \(I^n_s(q, t)\), is the inverse time Fourier transform of the incoherent DSF, \(S^n_s(q, \omega)\), that is measured in QENS experiments. For any selection of atoms, the IISF can be easily calculated from all-atom MD simulations by using the formula

\[
I^n_s(q, t) = \frac{1}{N_n} \left\langle \sum_{m=1}^{N_n} e^{i\vec{q} \cdot [\vec{r}^n_m(0) - \vec{r}^n_m(t)]} \right\rangle,
\]

where the summation goes over all \(N_n\) atoms of type \(n\). In the case of equilibrium MD simulations, the statistical mechanical average \(\langle . . . \rangle\) in Eq. (3.9) is evaluated as a time
average over a sufficiently long MD trajectory.

Within the lowest order cumulant (i.e., Gaussian) approximation, the IISF can be expressed in terms of the MSD as follows [78]

$$I^\text{GS}(q,t) = \exp\left(-q^2\langle|\delta r^n(t)|^2\rangle/4\right). \quad (3.10)$$

The corresponding second order cumulant approximation reads [78]

$$I^\text{NGS}(q,t) \approx \exp\left(-q^2\langle|\delta r^n(t)|^2\rangle/4\right) \times \left[1 + (\gamma^n(t)/2) (q^2 \langle|\delta r^n(t)|^2\rangle/4)^2\right], \quad (3.11)$$

where

$$\gamma^n(t) = \left(\langle|\delta r^n(t)|^4\rangle/2\langle|\delta r^n(t)|^2\rangle - 1\right) \quad (3.12)$$
is a non-Gaussian parameter.

We have tested the validity of both Gaussian $I^\text{GS}(q,t)$, and non-Gaussian $I^\text{NGS}(q,t)$ approximations of $I^\text{n}(q,t)$ for several lipid atoms (P, CH and CT) and $q$ values ($q \in \{1.42, 0.75, 0.5\} \text{ Å}^{-1}$). The results for $I^\text{GS}(q,t)$ are shown in Fig. 3.5 for two $q$ values (1.42 and 0.75 Å$^{-1}$). For the P atoms (squares), the Gaussian approximation (solid curve) matches quite well $I^\text{n}(q,t)$ for all $q$ values. The same approximation for the CH (triangles) and the CT (circles) atoms show noticeable deviations from $I^\text{n}(q,t)$ in the sub-diffusion regime, especially for larger $q$ values.

To estimate the size of the non-Gaussian correction to $I^\text{GS}(q,t)$, we have calculated the parameter $\gamma^n(t)$ for the (P, CH and CT) atoms, for the CM and the hydrogen atoms of the lipids (shown in Fig.3.6). $\gamma^n(t)$ is noticeably different from zero for the CH (triangle), CT (circle) and hydrogen (red curve) atoms in the extended sub-diffusive region. Thus, at least for CH and CT, the IISF should be calculated using the non-Gaussian expression (3.11). As shown in the left panel of Fig. 3.7, $I^\text{NGS}(q,t)$ matches rather well $I^\text{n}(q,t)$ for the CT atoms for both $q$ values considered. The non-Gaussian approximation also holds true for CH atoms.
Figure 3.5: Self intermediate scattering function for P (squares), CH (triangles) and CT (circles) atoms for $q = 1.42\,\text{Å}^{-1}$ (left) and $q = 0.75\,\text{Å}^{-1}$ (right). The solid curves correspond to the Gaussian approximation, $I^g_s(q,t)$.

We notice that, the non-Gaussian correction to the IISF comes mainly from the sub-diffusive region characterized by a power law $t$-dependence of the MSD of the lipid atoms. Thus, an alternative to Eq. (3.11) for approximating $I^c_s(q,t)$ is to employ a stretched exponential, i.e., the KohlRaush-William-Watt (KWW) function, $A(q)\exp[-t/\tau(q)]^{\beta(q)}$. Here, the $\tau(q)$ and $\beta(q)$ have a non trivial $q$ dependence. Note that smaller $q$ corresponds to bigger spatial distance and thus implicitly implies longer time dynamics. Conversely, larger $q$ means smaller displacements implying shorter time dynamics.

The KWW approximation provides a reasonable fit to $I^n_s(q,t)$, especially for $q$ and $t$ values that lie within the sub-diffusive region. For the P atoms, the $q$ dependence of the fitting parameters $\beta(q)$ (circles) and $D(q) = 1/[\tau(q)q^2]$ (squares) is shown in Fig. 3.8, left panel. As expected, $\beta(q)$ approaches 0.6 at $q = 0.75\,\text{Å}^{-1}$ and stays constant until $q = 0.6\,\text{Å}^{-1}$.

For small $q$ values and long times, the system moves into the 2D linear diffusion regime and $\langle \delta r^2(t) \rangle \approx 4Dt$. Inserting this in Eq. (3.10) one can obtain

$$I^n_s(q,t) \approx e^{q^2Dt}.$$  

(3.13)
Figure 3.6: Time dependence of the non-Gaussian parameter $\gamma^n(t)$ for the P (squares), CH (triangles), CT (circles), and for the center of mass (black solid curve) and for the average over all the hydrogen atoms (red solid curve).

Figure 3.7: IISF for the CT atoms (left panel) and for the H atoms (right panel) for two scattering vectors $q_1 = 1.42 \, \text{Å}^{-1}$ and $q_2 = 0.75 \, \text{Å}^{-1}$. The dashed curves represent the Gaussian approximation Eq.(3.10), the thin-solid curves the non-Gaussian approximation Eq.(3.11), and the thick (red) curves the exact IISF calculated using Eq. (3.9).
Figure 3.8: $q$ dependence of the fitting parameters $\beta(q)$ (circles and left axis) and $D(q) = 1/\{\tau(q)q^2\}$ (squares and right axis) used in the KWW approximation to the self intermediate scattering function $I_s^n(q,t)$ for the P atoms (left panel) and for the H atoms (right panel).

This implies that for small enough $q$ the KWW approximation should cross over to the linear diffusion results $I(q,t) \approx \exp(-q^2Dt)$. Thus in the $q \to 0$ limit, one expects that $\beta(q) \to 1$ and $D(q) = 1/\{\tau(q)q^2\} \to D$. These trends are manifest in Fig. 3.8 and one may infer that the linear diffusion coefficient $D$ for the P atoms (and for the lipid molecules as well) should be smaller than $1.30 \times 10^{-7}$ cm$^2$s$^{-1}$.

KWW (stretched exponential) fit was also applied to analyze the IISF $I_s^H(q,t)$ of hydrogen atoms of lipid molecules. The fitting parameters $\beta(q)$ and $D(q) = 1/\{q^2\tau(q)\}$ are depicted in the right panel of Fig. 3.8. For $q = 1.42$ Å$^{-1}$ (the peak for the static structure factor in the lipid tails), $\beta(q) = 0.43$ which is similar to the sub-diffusive exponent obtained from the corresponding MSD of H atoms. At $q = 0.5$ Å$^{-1}$, the value of $\beta(q)$ increases sharply to 1.0 and the value of $D(q)$ starts leveling off asymptotically to $D_H = 1.62 \times 10^{-7}$ cm$^2$s$^{-1}$ which is close to $D_{CM}^{MD} = 1.46 \times 10^{-7}$ cm$^2$s$^{-1}$ obtained from the linear fit to the MSD of lipid CM. But our simulation is too short to be used in the $q \to 0$ limit, which is necessary for determining the precise asymptotic value of $D(q)$.

For the other lipid atoms and for the CM of lipid molecules we obtained similar results (data not shown). Therefore, it appears that, indeed, $D(q)$ is independent of the selected atom type once in the linear diffusion regime that corresponds to small $q$ values.
3.6 Lateral self-diffusion coefficient from neutron scattering experiments

Several experimental studies have been employed to investigate the dynamics of the phospholipid molecules in lipid bilayers and to calculate the lateral self-diffusion coefficient of lipid molecules [45–47]. Interestingly, the obtained values for the diffusion coefficient from these experiments are rather different. For example, in quasi-elastic neutron scattering (QENS) experiments the diffusion coefficient of lipids is determined from the incoherent dynamic structure factor (IDSF), \( S_n(q, \omega) \). The published \( D_{NS} \) values for 1,2-Dipalmitoyl-sn-Glycero-3-Phosphocholine (DPPC) from various QENS experiments are shown in Table 3.2 [45–47]. We found that \( D(q) \) increases with \( q \) and with the energy of the probing neutron beam (see Table 3.2).

Table 3.2: Diffusion coefficients for DPPC in the fluid phase determined by neutron scattering for different time and length scales.

<table>
<thead>
<tr>
<th>Expt.</th>
<th>Technique</th>
<th>T</th>
<th>length scale</th>
<th>time scale</th>
<th>( D_{NS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [47]</td>
<td>QENS (IN10)</td>
<td>41 °C</td>
<td>0.07-2 Å(^{-1})</td>
<td>5 ns (0.8 μeV)</td>
<td>(1.8 \times 10^{-7}) cm(^2)/s</td>
</tr>
<tr>
<td>2 [45]</td>
<td>QENS (IN10)</td>
<td>41 °C</td>
<td>1-2 Å(^{-1})</td>
<td>5 ns (0.8 μeV)</td>
<td>(1.6 \times 10^{-6}) cm(^2)/s</td>
</tr>
<tr>
<td>3 [46]</td>
<td>QENS (IN5)</td>
<td>45-55 °C</td>
<td>0.2-1.6 Å(^{-1})</td>
<td>66 ps (63 μeV)</td>
<td>(3.5 \times 10^{-6}) cm(^2)/s</td>
</tr>
</tbody>
</table>

The analysis of our MD simulation data in Sec. 3.5 led to a similar behavior for \( D(q) \), as shown in Fig. 3.8. Because the structural difference between the DPPC (used in experiments) and DMPC (used in our MD simulations) lipid molecules is minimal (e.g., DMPC has a slightly shorter acyl chain than DPPC, i.e., 14 vs 16 carbon atoms) one expects very similar lateral diffusion coefficient for both type of lipids for the same APL.

In general, the linear diffusion coefficient is a constant that does not depend, e.g., on \( q \) and \( \omega \) of the probing neutron beam used in the NS experiment. Nevertheless, the diffusion coefficients \( D \) extracted from the QENS experiments have a clear \( q \) and \( \omega \) dependence. The origin of this inconsistency in the experimental \( D \) values is due to the erroneous as-
assumption that the system is in the linear diffusion regime (characterized by $\langle [\delta r(t)]^2 \rangle \sim t$) instead of the sub-diffusive one (characterized by $\langle [\delta r(t)]^2 \rangle \sim t^\beta$, with $\beta < 1$). Indeed, to determine the lateral diffusion coefficient $D_{NS}$ from NS experiments, in general, the measured dynamics structure factor ($S^u_s(q, \omega)$) is fitted with a Lorentzian \[ S^u_s(q, \omega) = \frac{1}{\pi} \frac{q^2 D + 1/\tau_R}{(q^2 D + 1/\tau_R)^2 + \omega^2}. \] (3.14)

Here $\tau_R$ is inversely proportional to the energy resolution window of the instrument and the altered $I'^u_s(q, t) = e^{(-q^2 D - 1/\tau_R)t}$. The diffusion coefficient $D$ is evaluated in terms of the half width at half maximum (HWHM) $\omega_0$ of the Lorentzian (Eq. (3.14)), i.e.,

\[ D = \frac{\omega_0 \tau_R - 1}{q^2 \tau_R}. \] (3.15)

Note that only if $\tau_R \gg 1/(q^2 D)$, can the instrument probe the linear diffusion regime of the system. However, in the mentioned QENS experiments [45–47] (see also Table 3.2, column 5), the used energy resolution window were rather short, ranging from $\tau_R \sim 60$ ps to $\tau_R \sim 5$ ns. We have already established from our MD simulation of a DMPC bilayer that the lipid atoms and molecules execute sub-diffusive motion in this time range. Therefore, one should conclude that it is not correct to calculate $D$ from the HWHM of a Lorentzian fit of the experimentally measured dynamics structure factor $S^u_s(q, \omega)$. This procedure not only grossly overestimates $D$, but also leads us to an erroneous $q$ and $\omega$ dependence of $D$.

To demonstrate this point, we have determined $D$ by fitting $S^u_s(q, \omega)$ with a Lorentzian. $S^u_s(q, \omega)$ is obtained as the Fourier Transform (FT) of $I_{MD}(q, t)$, which is calculated directly from MD simulation data by using Eq. (3.9). $D_{MD}$ is then calculated from Eq. (3.15), where $\omega_0$ is the HWHM of the corresponding Lorentzian fit. The obtained $D_{MD}$ values are listed in column 4 of Table 3.3 for both the P and H atoms for $q \in \{0.2, 0.75\} \text{ Å}^{-1}$ and for four $\tau_R$ values, $\tau_R \in \{\infty, 10, 1, 0.1\} \text{ ns}$. For small $q$ and large $\tau_R$, the value of $D_{MD}$, for both
Table 3.3: Diffusion coefficients calculated from HWHM of $S(q, \omega)$ for phosphorus (P) and hydrogen (H) atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$q$ (Å$^{-1}$)</th>
<th>$\tau_R$ (ns)</th>
<th>$D_{MD}$ ($\times 10^{-7}$ cm$^2$/s)</th>
<th>$D_s^g$ ($\times 10^{-7}$ cm$^2$/s)</th>
<th>$D_s^{ng}$ ($\times 10^{-7}$ cm$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0.2</td>
<td>$\infty$</td>
<td>1.129</td>
<td>0.989</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td></td>
<td>1.125</td>
<td>1.065</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td>2.120</td>
<td>2.037</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td></td>
<td>5.067</td>
<td>5.009</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>$\infty$</td>
<td>1.903</td>
<td>2.093</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td></td>
<td>1.948</td>
<td>2.222</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td>2.619</td>
<td>3.020</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td></td>
<td>5.148</td>
<td>5.462</td>
<td>-</td>
</tr>
<tr>
<td>H</td>
<td>0.2</td>
<td>$\infty$</td>
<td>1.422</td>
<td>1.119</td>
<td>0.739</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td></td>
<td>1.489</td>
<td>1.375</td>
<td>1.286</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td>3.355</td>
<td>3.216</td>
<td>3.488</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td></td>
<td>10.784</td>
<td>10.571</td>
<td>10.753</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>$\infty$</td>
<td>1.698</td>
<td>2.814</td>
<td>5.814</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td></td>
<td>2.041</td>
<td>2.998</td>
<td>6.015</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td>3.107</td>
<td>4.253</td>
<td>7.412</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td></td>
<td>8.166</td>
<td>10.348</td>
<td>14.297</td>
</tr>
</tbody>
</table>

P and H atoms, are close to the diffusion coefficients obtained from FRAP experiments, $D_{FRAP} = 0.69 \times 10^{-7}$ cm$^2$/s, and from MD simulation, $D_{CM} = 1.46 \times 10^{-7}$ cm$^2$/s. As $\tau_R$ decreases, the value of $D_{MD}$ increases monotonically for fixed $q$ values for both P and H atoms. Also, for both types of atoms, for the same $\tau_R$, $D_{MD}$ increases with $q$. Thus, these results for $D_{MD}$ are in total agreement with the previously mentioned experimental findings for $D_{NS}$.

An alternative way of calculating $S_s^n(q, \omega)$, is to take the FT of the incoherent intermediate scattering functions that are obtained by using the first order (Gaussian) or the second order (non-Gaussian) cumulant approximation. The diffusion coefficient is then calculated using the HWHM obtained from the corresponding Lorentzian fit. We denote by $D_s^g$ and $D_s^{ng}$ the diffusion coefficient calculated by using the Gaussian approximation ($I_s^g$ in Eq. (3.10)) and the non-Gaussian approximation ($I_s^{ng}$ in Eq. (3.11)), respectively.

For the P atoms, at small $q$ (0.2 Å$^{-1}$), the FT of IISF obtained from the Gaussian
approximation reproduces $S_s^n(q, \omega)$ very well (Fig. 3.9, left panel). However, for large $q$ (0.75 Å$^{-1}$), the Gaussian approximation slightly overestimates $S_s^n(q, \omega)$ (Fig. 3.9, right panel) especially for large $\tau_R$ values. Similarly to $D_{MD}$, the values of $D_s^g$ are dependent upon the $q$ and $\tau_R$ values (Table 3.3, column 5).

In the case of the H atoms, we consider both the Gaussian and the non-Gaussian approximations for calculating the IISF. This is motivated by the fact that the non-Gaussian parameter is large for H atoms in the sub-diffusive regime. For small $q$ (= 0.2 Å$^{-1}$), the FT of the IISF obtained by using both the Gaussian and the non-Gaussian approximations are indistinguishable from the corresponding $S_s^n(q, \omega)$ (Fig. 3.10, left panel). For $q$ = 0.75 Å$^{-1}$, the Gaussian approximation exhibits noticeable deviation from $S_s^n(q, \omega)$ but the non-Gaussian approximation matches closely $S_s^n(q, \omega)$ (Fig. 3.10, right panel). For H atoms, both $D_s^g$ and $D_s^{ng}$ increase with increasing $q$ and decreasing $\tau_R$, similarly to the corresponding $D_{MD}$. This analysis confirms again that one obtains incorrect $D_{NS}$ from the experiment-
Figure 3.10: Dynamic structure factor of H atoms in DMPC lipid molecules for $q = 0.2 \text{ Å}^{-1}$ (left panel) and $q = 0.75 \text{ Å}^{-1}$ (right panel). The Gaussian approximation, $I^g_{MD}(q,t)$ is shown as a red curve. $I^g_{MD}(q,t)$ is shown as a thick black curve. The non-Gaussian approximation, $I^{ng}_{MD}(q,t)$ is shown as a blue curve.

tally measured DSF if one assumes that the system is in the linear diffusion regime. The correct determination of $D_{NS}$ requires to take into account that NS experiments probe the sub-diffusive regime of the hydrated lipid bilayer and not the linear diffusive one.

The phenomenological memory function model proposed by us can provide both the $t$-dependence of the MSD (Sec. 3.3.2) and the value of $D$ (Sec. 3.4) provided that one knows the three time constants characterizing the onset of the ballistic, sub-diffusive and linear diffusive regimes. Thus, our MF based method provides an alternative approach to find $D$ from $S^n(q,\omega)$ measured in QENS experiments. The key to success in our approach is to find the correct set of fitting parameters in the MF, defined by Eq. (3.5). In the absence of experimental $S^n(q,\omega)$, to demonstrate our MF method, we identify $S^n(q,\omega)$ with the one calculated from our MD simulation. As before, the DSF is determined through numerical Fourier transform on $I_{MD}(q,t) \times e^{-t/\tau_R}$. We denote the result as $S_{MD}(q,\omega)$. The factor $e^{-t/\tau_R}$ accounts for the energy resolution window of the instrument. The essence of our
MF method is to determine the fitting parameters in the MF, Eq. (3.5), that leads to a DSF that “best” fits the experimental $S_{\text{MD}}(q, \omega)$. The procedure is illustrated in Fig. 3.11 and is explained next.

We begin by using a properly chosen initial set of values for the parameters, $P_i = \{\tau_1, \tau_2, \tau_3, B, \beta\}_i$ to calculate $M(t)$. For example, one can set the initial values of $\tau_i, i=1,2,3,$ to the already identified characteristic time scales $\tau_1 (\sim 10 \text{ ns}), \tau_2 (\sim 1 \text{ ps})$ and $\tau_3 (\sim 10 \text{ fs})$. Once the $M(t)$ is constructed, the MSD is calculated numerically by solving Eq. (3.4). Then, the $I_{\text{MF}}(q, t)$ is calculated in terms of the MSD by using the Gaussian approximation, Eq. (3.10). Next, by applying numerical FT on $I_{\text{MF}}(q, t) \times e^{-t/\tau_R}$, we obtain the corresponding $S_{\text{MF}}(q, \omega)$.

The new values of the fitting parameters $P_n$ are determined by minimizing $\chi^2 = \sum_{m=1}^{N} [S_{\text{MD}}(q, \omega) - S_{\text{MF}}(q, \omega)]^2$ through a least-squares fit approach involving the Nelder-Mead algorithm [82, 83]. If $\chi^2$ is smaller than a predefined small value $\epsilon$ (or if the maximum number of iteration steps has been reached) the final, hopefully converged, MF is calculated with the final values of the fitting parameters. Otherwise, the above procedure is repeated by replacing the values of the fitting parameters from the previous iteration with the current ones.

Finally $M(t)$ is used to calculate the diffusion coefficient $D$ according to Eq. (3.16)

$$D = v^2 \left[ \int_0^{\tau^*} M(t) \, dt \right]^{-1},$$

(3.16)

where $v = \sqrt{k_B T/m}$ is the thermal velocity and $\tau^*$ is a characteristic time defined below. It should also be emphasized that, when $\tau_R \leq 10 \text{ ns}$, the phospholipid bilayer is in the sub-diffusive regime and the experimental $S_{\text{M}}(q, \omega)$ contains no information about the linear diffusive regime. In such cases, the appropriate form for the memory function is, $M_{\text{sub}}(t) = \delta(t)/\tau_3 + B/(1 + (t/\tau_2)^\beta)$, which excludes the linear diffusion region and, therefore, is valid only for $t < \tau_1$. Thus, in order to calculate $D$ using $M(t) \approx M_{\text{sub}}(t)$ in Eq. (3.16) one needs to set the upper limit of the integral to $\tau^* \sim \tau_1$. On one hand, $D$ is underestimated by
Figure 3.11: Flowchart based on MF model for obtaining the fitting parameters $P_f = \{\tau_1, \tau_2, \tau_3, B, \beta\}_f$ for final, converged $M(t)$ that “best” fits experimental DSF.
setting \( e^{-t/\tau_1} = 1 \) in \( M(t) \) to obtain \( M_{\text{sub}}(t) \). On the other hand, however, \( D \) is overestimated by cutting the time integral off at \( \tau^* \) in Eq. (3.16). How well these two effects cancel each other depends on the proper choice of \( \tau^* \). It is quite remarkable that through this approach one can calculate the diffusion coefficient \( D \) without any information about the linear diffusion regime.

\( S_{\text{MF}}(q, \omega) \) calculated by using the MF approach (red curves) are in good agreement with \( S_{\text{MD}}(q, \omega) \) (black curves) for both the P and H atoms. For P atoms and \( q = 0.2 \ \text{Å}^{-1} \), the fits are shown in Fig. 3.12. The fits corresponding to the H atoms are shown in Fig. 3.13 (\( q = 0.2 \ \text{Å}^{-1} \)) and Fig. 3.14 (\( q = 0.75 \ \text{Å}^{-1} \)). The fitting parameters for P and H atoms are
Figure 3.14: $S(q, \omega)$ vs $\omega$ for H atoms for $q = 0.75 \text{ Å}^{-1}$ and (a) $\tau_R = \infty$ ns, and (b) $\tau_R = 10$ ns. $S_{MD}(q, \omega)$ is represented by solid thick black curves. Red curves represent $S_{MF}(q, \omega)$. $S_{MF}(q, \omega)$ calculated from the final, converged $M(t)$ matches well $S_{MD}(q, \omega)$.

The discrepancy for H atoms may come from the fact that we use the Gaussian approximation for IISF, which in this case is a rather poor approximation. For H atoms one may improve the results for $D$ by employing the non-Gaussian approximation for calculating IISF. However, incorporating the non-Gaussian approximation in our MF approach is more complicated, as it involves $\langle [\delta r(t)]^4 \rangle$ besides the MSD. Such an extension of the proposed MF method is beyond the scope of this thesis.
3.7 Correlated dynamics in fluid phospholipid membranes

In this section, we investigate the in-plane correlated dynamics of phospholipid molecules by using our 0.1 µs all-atom MD simulation of a hydrated DMPC bilayer described in Sec. 3.2. Our goal is to estimate the correlation length and correlation time of the concerted motion of lipid atoms and molecules in the model DMPC lipid bilayer.

First, we have calculated the static structure factor $S(q)$ for the carbon atoms in the tail of the phospholipid molecules. $S(q)$ can be written as

$$S(q) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \langle e^{-i\vec{q} \cdot \vec{r}_i} e^{i\vec{q} \cdot \vec{r}_j} \rangle,$$

(3.17)

where $\vec{q}$ is the in-plane scattering wave vector, parallel to the $xy$ plane of the lipid bilayer (Fig. 3.1, left panel) and $\vec{r}_i$ is the position vector for $i^{th}$ atom at $t = 0$. The $S(q)$ for carbon atoms in the DMPC tails depicted in Fig. 3.15 shows that there is a peak at $q = 1.42 \text{ Å}^{-1}$. This $q$ in momentum space corresponds to the nearest neighbor distance between two DMPC lipid tails in real space.

Figure 3.15: The static structure factor $S(q)$ as a function in-plane scattering wave vector $q$ from MD simulation.
To analyze the structural relaxation of the lipid tails, the in-plane incoherent $I_s(q,t)$ (Eq. (3.18a)) and the coherent $I_c(q,t)$ (Eq. (3.18b)) intermediate scattering functions are computed.

$$I_s(q,t) = \frac{1}{N} \sum_n \langle e^{-i\vec{q} \cdot \vec{r}_n(0) - \vec{r}_n(t)} \rangle; \quad (3.18a)$$

$$I_c(q,t) = \frac{1}{N} \sum_n \sum_m \langle e^{-i\vec{q} \cdot \vec{r}_n(0) - \vec{r}_m(t)} \rangle. \quad (3.18b)$$

Here the sums are taken over the $N$ carbon atoms in the lipid tails and $\vec{r}_n(t)$ is the position of the $n^{th}$ atom at time $t$. To study the purely coherent and incoherent contributions to the scattering due to the carbons within the lipid tails we have examined $I_c(q,t)$ and $I_s(q,t)$ for nine different $q \in \{1.01, 1.22, 1.32, 1.42, 1.52, 1.62, 1.82, 2.02, 2.13\}$ Å$^{-1}$ values. Figure 3.16 shows $I_s(q,t)$ (black curve) and $I_c(q,t)$ (red curve) for three representative $q$ values, $q \in \{1.01, 1.42, 2.13\}$ Å$^{-1}$. From Fig. 3.16, it can be observed that $I_c(q,t)$ decays slower than $I_s(q,t)$ for $q = 1.42$ Å$^{-1}$, whereas, for the other two $q$ values, it is $I_s(q,t)$ that decays slower than the corresponding $I_c(q,t)$.

To determine quantitatively the decay rates of the coherent and incoherent intermediate scattering functions, a decay time $\tau(q)$ is defined through the equation $I_{s/c}(q, \tau)/I_{s/c}(q, 0) = e^{-1}$. Figure 3.17 shows $\tau_s(q)$ (squares) and $\tau_c(q)$ (circles) as a function of the momentum vector $q$. According to these plots, $\tau_s(q)$ decreases monotonically with increasing $q$, while $\tau_c(q)$ has a distinct non-monotonic behavior with a maximum around $q = 1.42$ Å$^{-1}$. Indeed, the difference $\Delta \tau = \tau_c(q) - \tau_s(q)$ has a maximum at $q = 1.42$ Å$^{-1}$ (Fig. 3.17, red curve) and clearly indicates that the relaxation rate of the structure of the DMPC tails is the slowest at their nearest neighbor distance, $q = 1.42$ Å$^{-1}$. The significance of this slowing down of the coherent relaxation rate i.e. longer relaxation time around the maximum of $S(q)$ is known as de Gennes narrowing [84]. This phenomenon indicates that a strong correlation exists between the DMPC tails around $q = 1.42$ Å$^{-1}$ along the plane of the membrane. In principle, neutron scattering experiments can detect such correlations. Applying neutron backscattering technique on DMPC bilayer system at 303 K, it has been observed that
Figure 3.16: Time evolution of $I_s(q,t)$ (black curve) and $I_c(q,t)$ (red curve) for three $q$ values. Top panel: $q = 1.01 \, \text{Å}^{-1}$, mid panel: $q = 1.42 \, \text{Å}^{-1}$, and bottom panel $q = 2.13 \, \text{Å}^{-1}$.

Figure 3.17: The relaxation or decay times $\tau_c$ (closed circles) and $\tau_s$ (open squares) as a function of wave-vector $q$. $\Delta \tau = \tau_c(q) - \tau_s(q)$ is depicted with red colored solid curve.
Figure 3.18: $\Gamma(t) = \int G(r,t)dr$ as a function of time $t$. $\Gamma(t)$ measures the size of the correlated displacement at a time $t$.

there is indeed coherent dynamics between phospholipid tails along the lipid bilayer plane around the nearest neighbor distance corresponding to the DMPC lipid tails [4].

If the dynamics of the tails of DMPC molecules are indeed correlated then a perturbation affecting one of the lipid molecules should be transmitted coherently to its neighbors within a certain distance (i.e., the coherence length), and felt for a certain amount of time (i.e., the coherence time). To estimate the temporal and spatial range of the correlated dynamics exhibited by the lipid acyl chains, we define a spatial correlation function $g_\Delta(r,t)$ analogous to the pair correlation function $g_1(r)$ (commonly used to characterize the structure of any classical fluid). The expression of $g_\Delta(r,t)$ is

$$g_\Delta(r,t) = \frac{V}{\langle \Delta r \rangle^2 N} \times \sum_{n,m}' \langle \Delta r_n(t) \Delta r_m(t) \delta(r - |\vec{r}_n(0) - \vec{r}_m(0)|) \rangle,$$

where $N$ indicates the total number of monomers present in a particular configuration (in our case $N$ is the number of carbon atoms within lipid the tail), $\Delta r_n(t) = |\vec{r}_n(t) - \vec{r}_n(0)|$ represents the displacement of carbon atoms in the $xy$ plane of the membrane, and the prime in $\sum_{n,m}$ denotes a restricted double sum in which carbon pairs (labeled with $n$ and $m$ indices) belonging to the same lipid tail are excluded. As customary for equilibrium MD simulations, the ensemble average $\langle .. \rangle$ is evaluated as time average along the MD trajec-
tory. \(g_{\Delta}(r,t)\) measures the correlations of fluctuations of local displacements away from their average value \(\langle \Delta r \rangle\). In the absence of displacement correlations, \(g_{\Delta}(r,t) = g_1(r) = (V/N^2)\langle \sum_{n,m} \delta(\mathbf{r} + |\mathbf{r}_n - \mathbf{r}_m|) \rangle\), becomes the usual static pair correlation function.

In order to measure the total excess correlation of the in-plane displacements of the lipid tail carbon atoms between different lipids, we have computed a parameter, \(\Gamma(t)\) [85]

\[
\Gamma(t) = \int G(r,t) \, dr = \int \left[ \frac{g_{\Delta}(r,t)}{g_1(r)} - 1 \right] \, dr. \tag{3.19}
\]

The time dependence of \(\Gamma(t)\) is shown in Fig. 3.18. We find that \(\Gamma(t)\) starts increasing from \(t = 0.1\) ps and attains a maximum \((\sim 2.5\) Å\) at around 1 ps. From 1 ps to 1 ns, \(\Gamma(t)\) decays rather slowly, having an average value of \(\sim 2\) Å. This observation implies that the spatial correlation of displacements of the lipid acyl tails is much stronger during the time intervals between 1 ps and 1 ns. After 1 ns, \(\Gamma(t)\) starts decaying, but its value is greater than 1.0 until \(\sim 10\) ns. This result indicates that, the motion of the lipid tails are correlated for times in the range of 1 ps to 10 ns. It should be noted that, these times are much longer than the microscopic collision time but shorter than the time needed for a lipid to diffuse one lipid diameter \((t \geq 30\) ns\).

Finally, the spatial decay of \(G(r,t)\) determines the length scale associated with the correlated displacements of lipid tails. The expression of \(G(r,t)\) reads

\[
G(r,t) = \frac{g_{\Delta}(r,t)}{g_1(r)} - 1. \tag{3.20}
\]

Note that if the displacements of the phospholipid tails are spatially uncorrelated then \(g_{\Delta}(r,t)\) and \(g_1(r)\) would be identical for all \(r\) and hence \(G(r,t) \approx 0\). It is the deviations of \(g_{\Delta}(r,t)\) from \(g_1(r)\) that describes the extra spatial displacement correlation beyond those expected from \(g_1(r)\) only.

Shown in Fig. 3.19 is \(G(r,t)\) versus \(r\) for \(t_1 = 100\) fs (red solid curve), \(t_2 = 10\) ns (red
Figure 3.19: $G(r,t)$ vs $r$ at different times, $t_1 = 100$ fs, $t_2 = 2.5$ ps, $t_3 = 1.09$ ns and $t_4 = 10$ ns. $G(r,t)$ measures the spatial range of the correlations.

dashed curve), $t_3 = 2.5$ ps (black solid curve) and $t_4 = 1.1$ ns (black dashed curve). $t_1$ and $t_2$ are taken from the times when $\Gamma(t)$ decreases sharply towards zero (Fig. 3.18, $\Gamma(t)|_{t_1} = 1.0$ and $\Gamma(t)|_{t_2} = 1.5$, respectively). One does not expect distinguishable spatial correlations at these times. The values of $G(r,t)$ are rather small ($G(r,t) \approx 0.05$) for $r > 4.4$ Å at both $t_1$ and $t_2$ times. Small $G(r,t)$ refers to the fact that, the displacements of the tails are less correlated at these times beyond the lipid tail nearest neighbor distance ($r = 2\pi/q \approx 4.4$ Å).

$t_3$ and $t_4$ are chosen from the time range where $\Gamma(t)$ has a high value ($\gtrsim 2$ Å) and at these times the phospholipid tails should be spatially correlated. Indeed, $G(r,t) \geq 0.1$ for $t_3$ as well as for $t_4$ (see Fig. 3.19) and it does not decay to zero until around 30 Å. The finite value of $G(r,t)$ indicates that, the values of $g_\Delta(r,t)$ is appreciably higher than $g_1(r)$ for $r \lesssim 30$ Å for these times. Consequently, the displacements of lipid tails are correlated for at least four to six lipid diameters between 1 ps and 1 ns.

### 3.8 Conclusions

Despite a vast literature on the experimental and computational studies of the dynamics of lipid bilayers, the determination of lateral self-diffusion coefficient $D$ of lipid molecules is
still a controversial problem. The results for $D$ seem to depend significantly on the time and length scales probed by the employed experiment or computer simulation method. Currently used models for estimating $D$, e.g., from NS experiments, do not take into account properly the fact that lipid molecules are polymers, characterized by flexibility and connectivity. Hence, their lateral diffusion in the leaflets of lipid bilayers are different from the diffusion of molecules in dense fluids. This difference is observed in the time evolution of the lateral MSD. Unlike dense simple fluids, the MSD of lipid atoms and molecules exhibits a broad sub-diffusive region (from 1 ps to 10 ns), which connects the short time ballistic regime and the long time linear diffusion regimes.

Here we have developed a phenomenological memory function model which can be applied to describe the behavior of the MSD for all the lipid atoms and molecules over the entire time range extending from the ballistic regime to the linear diffusion regime. By fitting the MSD from MD simulation with the MSD from our MF-based theoretical model, we are able to identify three distinct time scales that correspond to three dynamic domains in the lipid bilayer system. Overall, our theoretical model can reproduce the time dependence of the MSD of various lipid atoms and molecules with great accuracy over nine orders of magnitude of time. Using our memory function approach (Eq. 3.7), one can also determine the lateral self diffusion coefficient of lipid atoms and molecules. The calculated $D$ is found to be within 30% of the diffusion coefficient measured in FRAP experiments. Note that, similar $D$ obtained for all the atoms and molecules implies that, while dynamics of all the lipid atoms are significantly different at ps timescale, their motion at $t > 30$ ns is best described by simple diffusion.

We have also studied the consequence of the sub-diffusive behavior of the MSD by calculating the first two terms in the cumulant expansion of IISF. The first term is known as the Gaussian approximation and is exact when the probability distribution $P(r,t)$ of the displacements is Gaussian in space. By calculating the first non-Gaussian correction, we have found that $P(r,t)$ is Gaussian in the ballistic and linear diffusion regions. For the P
atoms and the center of mass of individual lipid molecules, the Gaussian approximation also holds in the sub-diffusive domain. However, the Gaussian approximation fails for carbon and hydrogen atoms in the sub-diffusive regime.

We have pointed out that in typical neutron scattering experiments one probes the dynamics of a lipid bilayer in the sub-diffusive regime instead of the linear diffusion one. Thus the proper analysis of the experimental NS data requires theoretical models that can describe the sub-diffusive dynamics of lipid atoms and molecules, such as the MF approach proposed by us.

We have shown that the analysis of NS data assuming erroneously that the probed lipid bilayer is in the linear diffusive regime results in an overestimated diffusion coefficient that is strongly $q$ and $\omega$ dependent. By employing our MF approach we have developed a computational method for determining the correct $D$ from the incoherent dynamic structure factor measured in NS experiments. It is quite remarkable that through this method one can determine $D$ without input from the linear diffusive regime. The key is to treat properly the sub-diffusive regime, which is probed in the NS experiment.

While studying the correlated dynamics of the lipid tails in the fluid phase of phospholipid bilayer, we have established that a correlated structural relaxation exists between the DMPC lipid tails around their nearest neighbor distance ($q = 1.42 \, \text{Å}^{-1}$). Also, the displacements of the lipid tails are correlated up to four to six lipid diameters for times ranging from $\sim 1$ ps to $\sim 10$ ns.
4 Anomalous diffusion of water molecules in hydrated lipid bilayers
4.1 Introduction

Waters at the surface of lipid membranes are fundamental for their structural stability and functioning [86, 87]. The water molecules residing in the vicinity of biological membrane surfaces, micelles and other biological macromolecules are known as hydration waters. They are translationally restrained due to their attachment to neighboring biomolecules and exhibit slower dynamics than that of bulk waters [87–90]. Being farther away from the surface of biomolecules, bulk waters experience weak or moderate interaction and exhibit unrestricted translational and rotational motion [86, 90].

The research concerning the hydration water at the surface of cellular membranes has two broad branches: (i) structure and dynamics of hydration waters, and (ii) the influence of solvent environment on the structure, dynamics and function of phospholipid membranes. The structural properties of model membranes and hydration waters were studied using neutron scattering and X-Ray scattering techniques [91]. NMR spectroscopy [92–95], time resolved fluorescence spectroscopy [96–98], neutron scattering technique [94, 99, 100], ultra-fast vibrational spectroscopy and infra-red (IR) absorption spectroscopy [101] were employed to investigate the structure and dynamics of hydration waters at the surface of a variety of biomolecules (e.g. peptides, reverse micelles, proteins, phospholipid bilayer etc.). Computer simulation techniques e.g., molecular dynamics simulation, Monte Carlo simulations were also employed to explore the structural and dynamical properties of the hydration waters at the surface of model membranes and reverse micelles [100, 102–108]. The hydrogen bonding pattern between water and lipid headgroups, orientational distribution and electrostatic potential of interfacial waters at the surface of lipid membranes were studied by several groups and are summarized in several review articles [109–111].

In addition to in-plane self diffusion and coherent dynamics (see Chp.3), lipid molecules (in the fluid phase of bilayers) also exhibit considerable vertical, out-of-plane fluctuations. As the water molecules at the surface of solvated membranes locally interact with
their neighboring lipids, the dynamics of water molecules and membrane molecules are to some degree correlated. Despite previous experimental and computational studies of water-membrane dynamics, little is known about the time and length scales of these correlations. In this project, by employing a 0.1 $\mu$s MD simulation of a DMPC lipid bilayer, we show that, the waters in a hydrated lipid bilayer can be classified into four dynamically connected water layers. We present a detailed analysis of the water dynamics within these four regions. We also show that, there exists a cooperative molecular motion between the hydration waters and the DMPC lipid molecules. The time and length scales of this correlated dynamics are also determined.

4.2 MD simulation

To investigate the dynamics of water molecules in a hydrated lipid membrane, we have used the 0.1 $\mu$s long all atom MD simulation of a fully solvated DMPC lipid bilayer (Fig. 4.5) described in Chapter 3 (Sec. 3.2).

4.3 Classification of water molecules in a hydrated DMPC bilayer

It is well known that the waters at the surface of phospholipid bilayers have very different dynamics depending on their proximity with the phospholipid headgroup atoms. The distribution of water along the perpendicular to the plane of the membrane ($z$-axis) is highly inhomogeneous. The water mass density $\rho(z)$ increases from zero at the middle of the membrane to its bulk value far away from the surface of the membrane. Intuitively one can classify the waters into four distinct but connected regions. Buried waters (region R-1) are situated inside the membrane, underneath the lipid headgroups. Hydration waters (region R-2) surround the hydrophilic lipid headgroups. Bulk waters (region R-4) are sit-
uated sufficiently far away from the surface of the membrane so that their properties are essentially indistinguishable from true bulk water. Finally, intermediate waters (region R-3) are situated between R-2 and R-4 waters. A precise definition of these four water regions is essential for proper description of the dynamics of water molecules as a result of their interaction with the lipid membrane.

4.3.1 Water regions for static plane membrane surface

If one assumes that the surface of the membrane is smooth, i.e., the lipid headgroups are all located in the same, horizontal plane (xy-plane) then one can define the four water regions based on the profile of $\rho(z)$, where $z$ is the $z$-coordinate of the water O atom measured from the CM of the entire lipid bilayer (located at the middle of the membrane). $\rho(z)$ calculated from our MD simulation data is shown in Fig. 4.1, lower panel. In this situation it is practical to divide the 12 Å thick water layers on both sides of the membrane into 6 even sub-layers (L1,...,L6 in the lower panel of Fig. 4.1), with a width of 2 Å each. Then, R-1 would correspond to waters below the plane of the headgroups. R-2 would consist of L1-L2 (i.e., first-second hydration layers). Finally, R-3 and R-4 would be defined by L3-L4 and L5-L6, respectively. Unfortunately, this simple classification of water molecules is not appropriate. The main reason is that on the relevant ns and sub ns time scale the lipid headgroups undergo substantial vertical ($z$-axis) fluctuations. Thus the key assumption that they rest in a static, well defined horizontal plane is false (see Fig. 4.1, top panel). Thus, our inability to properly locate the polar lipid headgroups in the above scheme makes the proposed classification of waters meaningless. Indeed, as illustrated in the inset to Fig. 4.1, due to the uneven vertical displacement of the lipids (due to membrane surface fluctuations) most often the water layers L1,...,L6 can contain more than one type of water (i.e., buried, hydration, bulk and intermediate). It should be mentioned, however, that in spite of the $z$-axis fluctuations of the lipid molecules, the the long time average (>10 ns) of their headgroup’s CM position yield a very well defined horizontal plane, i.e., the
4.3.2 Out-of-plane fluctuations of lipid molecules

To gain more insight into the out-of-plane fluctuations of the lipids we have followed the time evolution $z_{CM}(t)$ of the CM of the lipid headgroups by using our MD simulation results. The obtained results are shown in Fig. 4.2. The circles represent the mean values ($\langle z \rangle \sim 19.5 \text{ Å}$) and the error bars are standard deviations ($\sigma \sim 2.6 \text{ Å}$).

we have also calculated $\Delta z_i = z_i(t) - \langle z_i \rangle$ for each DMPC lipid. The histograms of $\Delta z_i$ for three representative lipids (L-54, L-39, L-124) are depicted in the top panel of Fig. 4.3. We have chosen these three examples because they show remarkably different dynamics as it can be seen in Fig. 4.3. L-124 has $\langle z \rangle = 19.6 \text{ Å}$ and a small $\sigma = 0.89 \text{ Å}$. For L-54, $\langle z \rangle = 17.3 \text{ Å}$ and $\sigma = 2.65 \text{ Å}$ is large. For L-39 $\langle z \rangle = 19.6 \text{ Å}$ and $\sigma = 1.53 \text{ Å}$, respectively. Thus, during the 10 ns time interval, the CM of the headgroups of these three lipids occupy slightly different mean vertical positions and have noticeably different vertical fluctuations amplitudes characterized by different $\sigma$ values. The time evolution of
Figure 4.2: Mean $z$-coordinates (circles) of the 128 lipid headgroups determined from the 0.1$\mu$s MD simulation. Error bars represent standard deviation.

Figure 4.3: Distribution of $\Delta z$ (top) and $\Delta z_i(t)$ (bottom) for three lipids L-39, L-54 and L-124. The red horizontal curve represents $\langle \Delta z(t) \rangle$ averaged over all the lipid molecules.

these vertical positions fluctuations are shown in Fig. 4.3, bottom panel. The red horizontal curve represents the mean $z_{CM}$ position averaged over all the lipid molecules. This result clearly shows that in spite of the significant $z$-axis fluctuations of individual lipids, the common $z_{CM}$ comprising all lipid headgroups has (almost) the same value at any instant of time. In other words, the notion of plane lipid membrane surface is well defined except for the proper classification of water molecules.
4.3.3 Water regions for fluctuating membrane surfaces

A more realistic identification of the four water regions R-1,...,R-4, valid for lipid membranes with local fluctuations, can be achieved by employing a Voronoi tessellation approach [87, 90]. In the Voronoi tessellation method [87, 90], the plane of the lipid bilayer is redefined by treating the surface as an assembly of patches (Fig. 4.4). An approximate surface is formed by projecting the CMs of DMPC headgroups on a plane at \( \tilde{z} = 0 \), where the CMs are the centers of the Voronoi polygons. A schematic diagram of the 2D model based on Voronoi tessellation analytic method is shown in Fig. 4.4. Note that, the Voronoi tessellation of a set of points on a 2D surface can be divided into convex, space filling polygons (called Voronoi simplices) [112].

The local density distribution of waters \( \rho(\tilde{z}) \) at the phospholipid-water interface is calculated using the following steps. First, the lateral distance, \( r^{wc} = \sqrt{(x^w - x^c)^2 + (y^w - y^c)^2} \), between the water oxygens (superscript \( w \)) and the CMs of each lipid headgroups (superscript \( c \)) is calculated. Then, each water molecule is assigned to the unique Voronoi simplex corresponding to the smallest \( r^{wc} \). Then, the corresponding new effective \( z \)-coordinate, \( \tilde{z} \), is determined as \( \tilde{z} = z^w - z^c \). Next, the obtained \( \tilde{z} \) values are binned with a binsize of \( \delta \tilde{z} \).
Figure 4.5: Left panel: the simulated hydrated DMPC lipid bilayer system. The four dynamically connected waters are color coded: magenta for buried-waters (R-1), blue for hydration-waters (R-2), red for intermediate waters (R-3) and cyan for bulk-waters (R-4). The waters are shown in VDW representation. Lipid molecules are shown in line representation. P atoms are shown as green VDW spheres. Right panel: DMPC molecule with the carboxylic oxygens (O13, O14, O22 and O32) and ether oxygens (O11, O12, O21 and O31). The phosphorus(P) and nitrogen (N) atoms are highlighted as VDW spheres. The lipid carbons are shown in licorice representation. These figures were created using VMD[1].

= 0.25 Å. The total number of water oxygens \( N^w_n(\tilde{z}) \) is counted in each bin \( n \). Finally, the new effective local mass density distribution \( \rho(\tilde{z}) \) is evaluated using the formula

\[
\rho(\tilde{z}) = m_w \frac{N^w_n(\tilde{z})}{APL \times N_L \times \delta \tilde{z}}.
\] (4.1)

Here \( m_w \) is the mass of one water molecule, the \( APL \) of the lipid bilayer system is 60.06 Å² and \( N_L \) is the number of unique Voronoi simplexes associated with the water molecules \( (N^w_n) \) in any given bin, \( n \). The obtained mass density distribution \( \rho(\tilde{z}) \) is shown in Fig. 4.6. The waters in the bilayer system has been classified into four regions based on the \( \rho(\tilde{z}) \) profile. Waters with \( \tilde{z} \leq -4.0 \) Å are R-1 buried waters. Hydration (R-2) waters are defined by the water molecules with \( -4.0 \leq \tilde{z} < 1.0 \) Å. The water molecules with \( 1.0 \leq \tilde{z} < 5.0 \) Å are intermediate (R-3) waters. Finally, water molecules with \( \tilde{z} \geq 5.0 \) Å are identified as
4.4 Mean square displacement

To gain insight into the dynamics of in the four regions R-1,.....,R-4, we have investigated the time dependence of their lateral mean squared displacement (MSD)

$$\langle [\delta r(t)]^2 \rangle = \langle |(r(t) - r(0))^2| \rangle. \quad (4.2)$$

Here $r(t)$ is the projection of the actual position vector of the considered atom in the $xy$-plane of the membrane at time $t$. Just like in the case of lipid molecules, we have also
calculated the corresponding logarithmic derivative of the MSD, $\alpha(t)$

$$
\alpha(t) = \frac{\partial \ln \langle \langle [\delta r(t)]^2 \rangle \rangle}{\partial \ln(t)}.
$$

(4.3)

One should recall that in the ballistic regime $\alpha(t) = 2$, in the linear regime $\alpha(t) = 1$ and in the sub-diffusive (super-diffusive) regime $\alpha(t) = \beta \approx \text{const.}$, with $\beta < 1$ ($\beta > 1$).

The obtained results are shown in Fig. 4.7. The time evolution of the lateral MSD is shown in the top panel, while the lower panel shows the time dependence of $\alpha(t)$ for all four water regions. The MSD for the R-1, R-2, R-3 and R-4 waters show the same ballistic regimes with $\langle [\delta r(t)]^2 \rangle \sim t^2$ and $\alpha(t)=2$ for $t < 10 \text{ fs}$. In addition to the ballistic region, the MSD of R-1 and R-2 waters exhibit three distinct dynamical regimes: (1) sub-diffusive, for $0.2 \text{ ps} < t < 20 \text{ ps}$, with $\alpha(t) < 1$; (2) super-diffusive, for $0.1 \text{ ns} < t < 1 \text{ ns}$, with $1 < \alpha(t) < 2$; and (3) Fickian diffusion, for $t > 10 \text{ ns}$, with $\alpha(t) = 1$. In the case of R-3 and R-4 waters, the Fickian diffusion regime is also present for $t > 20 \text{ ps}$. A weak super-diffusive regime can also be seen for R-3 waters. The anomalous (sub- and super-) diffusive domains are almost non-existent for bulk (R-4) waters. Not surprisingly the MSD for all the waters (Fig. 4.7, red curve) almost coincides with that for the bulk R-4 waters. This is due to the fact that the majority of the waters in the system are bulk waters.

The origin of the sub-diffusive regime in the MSD of the buried and hydration waters can be explained in terms of the interactions between water and lipid molecules. Water molecules are polar and they get attached to the phospholipid headgroups in their vicinity via hydrogen bonds. Consequently, the R-1 and R-2 waters closely follow the dynamics of headgroup atoms up to tens of picoseconds (average H-bond life time $\sim 0.05 \text{ ns}$, see Sec. 4.5), thus their motion is slowed down compared to bulk waters. The MSD of P atoms also exhibits the sub-diffusive dynamics in the time range $1 \text{ ps} < t < 10 \text{ ns}$ with $\alpha(t) = \beta \approx 0.6$. Unlike lipid atoms (e.g., P), however, buried and hydration waters also show super-diffusive motion after $t > 0.1 \text{ ns}$. The source of super-diffusive dynamics in
the sub-nanosecond time scale in case of buried and hydration waters will be discussed in Sec. 4.5.

The crossover to the linear diffusion regime for R-1 and R-2 waters begins around $\sim 10$ ns just like for the R-3 and R-4 waters. This implies that after a sufficiently long time all the waters execute linear diffusion characterized by a lateral ($xy$-plane) diffusion coefficient

$$D = \lim_{t \to \infty} \langle [\delta r(t)]^2 \rangle / 4t. \quad (4.4)$$

From the MD simulation data one obtains $D = 2.65 \times 10^{-5}$ cm$^2$/s $\cong D_{\text{bulk}}$. This finding agrees well with previously published results [88, 114, 115]. The diffusion coefficient $D$ of bound waters obtained in previous simulations are 8 [88] to 10 [89] times smaller than the bulk water diffusion coefficient $D_{\text{bulk}}$. This discrepancy originates from the fact that, in previous studies, the diffusion coefficient for hydration waters are obtained from the MSD in the sub-diffusive regions ($t < 20$ ps) instead of the linear diffusion regime.

### 4.5 Hydrogen bond analysis

The static and dynamic properties of hydrogen bonding between water and phospholipids in hydrated bilayers has served as a key quantity in many experiments and simulations thereby describing the special features of hydration waters as compared to the free waters. In Sec. 4.4, it was shown that the sub-diffusive and the super-diffusive dynamics characteristic to buried (R-1) and hydration (R-2) waters are absent in the case of intermediate (R-3) and bulk (R-4) waters. The qualitatively different dynamical behavior of the buried and hydration waters is due to their direct contact and, therefore, ability to form hydrogen bonds with the polar lipid headgroups. In order to gain further insight into the distinct dynamical properties of the four different types of water regions in the hydrated DMPC system, we have studied the statistics and the dynamics of the hydrogen bonding between water-lipid
Figure 4.7: Lateral MSD (top) and corresponding logarithmic slope (bottom) of water molecules from regions R-1, R-2, R-3 and R-4 (identified as buried, hydration, intermediate and bulk waters, respectively). Same quantities for all the water molecules and the phosphorus (P) atoms in the DMPC headgroups are also shown.
and water-water molecules.

In a hydrogen (H-) bond an electropositive hydrogen atom is shared between two electronegative atoms, e.g., the oxygens in two water molecules. It is widely accepted that a H-bond is present when the oxygen-oxygen (O...O) distance is less than 3.25 Å, and an angle between O...O and the corresponding O-H bond is less than 35° [116–118]. Using this geometrical definition of a H-bond, we have calculated the number of H-bonds between eight lipid oxygen atoms (shown in the right panel of Fig. 4.5) and water molecules along the entire MD trajectory. The likeliness (relative probability) that a particular H-bond is formed has been estimated by dividing the number of MD trajectory frames with the H-bond present to the total number of frames. The results, expressed in percentage are shown in Fig. 4.8. There are four carboxylic oxygens (O13 and O14 in the headgroup and O22 and O32 in the lipid tail) and four ether oxygen atoms (O11, O12 and O21 and O31). As shown in Fig. 4.8, carboxylic oxygen atoms are more likely to form a hydrogen bond than the ether oxygen atoms, while the O21 and O31 in the lipid tail are the least likely to form H bonds. O11, O12, O13 and O14 in the headgroup will, on average, be in contact with more water molecules. O11 and O12 form H-bonds ~30% of the time. O11 and O12 atoms are involved simultaneously in two H-bonds only 1% of the time compared to 61% in the case of O13 and O14 atoms. The difference in the probabilities is due to the different environment experienced by the individual oxygen atom. In case of the tail oxygen atoms (O22 and O32), we find that the probability of formation of one H bond is 50%. The probability of formation of two H bonds with O22 and O32 is almost negligible due to their inaccessibility by water molecules. Clearly, most lipid-water H-bonds involve the headgroup oxygens O13 and O14 which are the most accessible to the hydration water molecules. Some H bonds also exist between the waters and the O11, O12, O22 and O32 atoms. The buried and hydration waters interact with the lipid molecules via these H bonds. Consequently, their dynamics is strongly affected by the dynamics of the lipids.

To determine the time scale at which the dynamics of R-1 and R-2 waters is correlated
with the phospholipid molecules, we have studied the hydrogen bond correlation function [118, 119]

\[ \sigma(t) = \frac{\langle h(t)h(0) \rangle}{\langle h^2 \rangle}, \tag{4.5} \]

where \( h = h(0) \) is the number of H-bonds at \( t = 0 \), and \( h(t) \) is the number of H-bonds that still persist at time \( t \). Figure 4.9 shows \( \sigma(t) \) for the H-bonds formed by lipids with water molecules in R-1, R-2, R-3 and R-4 regions. The \( \sigma(t) \) function decays much slower for R-1 and R-2 waters indicating that these are more likely to form H-bonds with the phospholipid molecules.

Next, from the decay of the correlation function \( \sigma(t) \), we have estimated the characteristic lifetime of the corresponding H-bonds. Note that, the \( \sigma(t) \) curves in Fig. 4.9 cannot be fitted with a single or double exponential. Thus, characteristic lifetime \( \tau \) can be defined through the equation: \( \sigma(\tau)/\sigma(0) = 1/e \). The corresponding H-bond lifetimes are \( \tau_1 = 0.1 \) ns, \( \tau_2 = 0.06 \) ns, \( \tau_3 = 0.03 \) ns and \( \tau_4 = 0.02 \) ns, respectively. As expected, the H-bonds formed by buried and hydrations waters with the lipid molecules have a longer lifetime than those involving intermediate and bulk waters.
Figure 4.9: $\sigma(t)$ for H-bonds between PO$_4$ oxygens and waters from regions R-1, R-2, R-3 and R-4. The red curve corresponds to all waters, regardless of their localization.

The stronger H-bonding between lipids and R-1,R-2 waters implies that, on a time scale shorter than the mean lifetime of the H-bonds, the dynamics of the latter should be correlated with the motion of the lipid headgroups. Indeed, in Fig. 4.7, the MSD of the R-1, R-2 waters and that of the P atoms are rather similar for $t \lesssim 20$ ps. At the same time, the characteristic H-bond lifetimes $\tau_{1,2} \sim 0.1$ ns coincide with the crossover time to the superdiffusion regime in the MSD of R-1 and R-2 waters. For $t > \tau_1$, waters initially in the R-1 and/or R-2 regions diffuse out, along the $z$-axis, into the intermediate/bulk regions where their lateral diffusion (in the $xy$-plane) is enhanced. The latter is reflected in the super-diffusion behavior of the lateral MSD.

### 4.6 Time evolution of water mass density profile

As already mentioned, the four water regions R-1, ..., R-4 are dynamically connected, i.e., waters continuously diffuses from one region to another. To estimate the characteristic time scale of this dynamic process we have followed the relaxation of the mass density profile in each water region. This can be accomplished by following the time evolution of the density of the water molecules that at an initial time $t = 0$ belongs to one particular region. Thus, at
At $t = 0$, $\rho_i(\tilde{z}; t = 0)$ coincides with the equilibrium $\rho(\tilde{z})$ in the considered region $i = 1,...,4$, and it is zero in the other three regions. With time, this non-equilibrium density profile relaxes towards the equilibrium one (up to a multiplicative constant). Clearly, the spreading of $\rho_i(\tilde{z}; t)$ outside of region $i$ signifies the water exchange between the different regions. Using our MD trajectory data, we have calculated $\rho_i(\tilde{z}; t)$ for all four water regions at $t = 1$ ps, 10 ps, 0.1 ns, 0.5 ns and 1 ns. The results are shown in Fig. 4.10. Mass conservation dictates that an any time $t$, $\sum_{i=1}^{4} \rho_i(\tilde{z}; t) = \rho(\tilde{z})$, the equilibrium mass density (red curve in Fig. 4.10). From the plots in Fig. 4.10 one can infer that the sought characteristic density relaxation time $\tau_w^R \sim 0.5$ ns. It takes about this amount of time to restore equilibrium following a density perturbation. Not surprisingly, $\tau_w^R$ has the same order of magnitude as $\tau_{1,2}$, the characteristic H-bond relaxation time for the bound and hydration waters. Indeed, any water exchange between regions including R-1 and R-2 may not occur on a time scale shorter than the mean lifetime of the corresponding H-bonds with lipid headgroups.

### 4.7 z-axis relaxation of phospholipids

It has been shown in Sec. 4.3.2 that DMPC lipid molecules exhibit noticeable vertical (i.e., z-axis) fluctuations. In order to quantitatively characterize these fluctuations we have calculated the time autocorrelation function $C(t) = \langle \Delta z(t) \Delta z(0) \rangle$ of the z-axis displacements $\Delta z(t)$ of the CM of the lipid headgroups. Using our MD trajectory data, $C(t)$ at a discrete time $t_l$ is computed as

$$C(t_l) = \langle \Delta z(t_l) \Delta z(0) \rangle = \frac{1}{N_{cm}} \sum_{i=1}^{N_{cm}} \left[ \frac{1}{N_t - l} \sum_{k=1}^{N_t - l} \Delta z_i(t_l + t_k) \Delta z_i(t_k) \right],$$  \hspace{1cm} (4.6)

where $N_t - l$ is the number of time origins, $N_{cm}$ is the number of lipid molecules, and $\Delta z_i(t)$ is the z-axis displacement of the CM of the headgroup of lipid “$i$” at time $t$. The normalized
Figure 4.10: Water mass density profile $\rho_i(\tilde{z}; t)$ at different times for the four dynamically connected water layers R-1 (dashed curve), R-2 (solid curve), R-3 (dotted curve) and R-4 (dot-dashed curve). Red solid curve represents the equilibrium $\rho(\tilde{z})$.

Figure 4.11: Time autocorrelation function $C(t) = \langle \Delta z(t) \Delta z(0) \rangle$ of the vertical ($z$-axis) displacements of the CM of lipid headgroups.
autocorrelation function $C(t)/C(0)$ is plotted in Figure 4.11. This function can be well fitted with a double exponential as shown in Fig. 4.11 (red curve). The two characteristic time constants are $\tau_{L1} \approx 0.4$ ns and $\tau_{L2} \approx 4.3$ ns. Clearly, $\tau_{L1}$ has the same magnitude as the mean lifetime $\tau_{1,2}$ of the lipid-water H-bonds (see Sec. 4.5) and the water mass density relaxation time $\tau^w_{R}$ of the R-1 and R-2 waters (see Sec. 4.6). These finding provide clear evidence that the $z$-axis dynamics of lipids and of the bound (R-1) and hydration (R-2) waters are correlated on a sub ns time scale.

4.8 Incoherent scattering functions

Similarly to lipids (Chp.3), the anomalous diffusion of water molecules at the lipid-water interface should lead to characteristic features in the incoherent intermediate scattering function (IISF) and in the corresponding dynamics structure factor (DSF) measured in NS experiments. However, because the fraction of the bound (R-1) and hydration (R-2) waters is rather small (see Fig. 4.6) their contribution to the DSF may be very difficult to observe experimentally. Here we use our 0.1$\mu$s long MD simulation to investigate the IISF of waters in our hydrated DMPC system. The following analysis is rather similar to the one for the lipid molecules presented in Chp.3. IISF, $I_s(q,t)$, is given by

$$I_s(q,t) = \frac{1}{N_{WL}} \left\langle \sum_{m=1}^{N_{WL}} e^{i\vec{q} \cdot [\vec{r}_m(0) - \vec{r}_m(t)]} \right\rangle, \quad (4.7)$$

where the summation goes over all the water molecules $N_{WL}$ within a given region (e.g., R-1, R-2, R-3 or R-4) of the phospholipid bilayer system. $\vec{r}_m(t)$ is the position vector of the $m^{th}$ atom at a given time $t$, and $q$ is the scattering wave vector in the $xy$-plane.

IISF corresponding to the four different water layers for $q = 0.01, 0.05, 0.1, 0.5, 1.01$ and 1.63 Å$^{-1}$ are shown in Fig. 4.12. For small $q$ values, e.g., $q = 0.01$ Å$^{-1}$, $I_s(q,t)$ for each of the four water layers are similar. Starting from 0.05 Å$^{-1}$, however, the difference between the $I_s(q,t)$ corresponding to the R-1, R-2, R-3 and R-4 waters increases gradually.
Figure 4.12: Incoherent scattering function $I_s(q, t)$ for water oxygen atoms located in the water regions R-1, R-2, R-3 and R-4 for $q = 0.01, 0.05, 0.1, 0.5, 1.01$ and $1.63 \text{ Å}^{-1}$.

As we move towards larger $q$ values (smaller length scales), it is clear that, at bigger $q$ values, the rate of decay of the incoherent scattering functions for R-1 and R-2 waters is slower than for the R-3 and R-4 waters. In general, $I_s(q, t)$ can be fitted either with a stretched or compressed exponential or with the corresponding Gaussian (i.e., second cumulant) approximation (with or without a non-Gaussian correction), expressed in terms of the MSD (see Chp.3), i.e.,

$$I_s(q, t) \approx \exp \left( -q^2 \frac{\langle [\delta r(t)]^2 \rangle}{4} \right) \times \left[ 1 + \frac{1}{2} \left( q^2 \frac{\langle [\delta r(t)]^2 \rangle}{4} \right)^2 \gamma(t) \right], \quad (4.8)$$

with

$$\gamma(t) = \frac{\langle [\delta r(t)]^4 \rangle}{2 \langle [\delta r(t)]^2 \rangle} - 1. \quad (4.9)$$

The non-Gaussian parameter $\gamma(t)$ for the different water regions is plotted in Fig. 4.13. For buried (R-1) and hydration (R-2) waters, $\gamma(t)$ has large positive values from 0.1 ps to 1 ns. At short (ballistic regime) and long (linear diffusion regime) times, $\gamma(t)$ is small for all the water layers due to the fact that in these two regimes the distributions of the atomic
Figure 4.13: Time evolution of the non-gaussian (NG) parameter γ(t) for oxygen atoms of the R-1, R-2, R-3 and R-4 waters.

Displacements are Gaussian. γ(t) is small for intermediate (R-3) waters for the entire time range and almost negligible for bulk waters.

\[ I_s(q,t) \] calculated from the MD trajectory of the R-1, R-2, R-3 and R-4 water oxygens can also be fitted with the KWW function, \( A(q) \exp[-t/\tau(q)]^{\beta(q)} \). The \( q \) dependence of the exponent, \( \beta(q) \) is shown in Fig. 4.14. Note that, the sub-(or super-) diffusive motion of waters affect the scattering if the probing \( q \) and \( t \) correspond to lengths and times characteristic to the sub-(or super-)diffusive regime of the water molecules. For R-1 and R-2 waters (Fig. 4.14, black dashed and continuous curves, respectively), \( \beta(q) < 1 \) for \( q > 0.2 \, \text{Å}^{-1} \) and \( \beta(q) > 1 \) for \( q \leq 0.2 \, \text{Å}^{-1} \). This implies that, the water molecules in R-1 and R-2 regions show sub-diffusive motion for scattering vectors, \( q > 0.2 \, \text{Å}^{-1} \) and \( I_s(q,t) \) can be approximated with a stretched exponential. Below \( q = 0.2 \, \text{Å}^{-1} \), \( \beta(q) > 1 \) for R-1 and R-2 waters, and the corresponding IISFs can be fitted with a compressed exponential. For \( q \to 0 \), \( \beta(q) \to 1 \) for R-1 and R-2 waters, implying that at large lengths and times the R-1 and R-2 waters also undergo linear diffusive motion. \( \beta(q) \cong 0.6 \) for R-3 waters (Fig. 4.14, black dotted curve) until \( q \geq 0.7 \, \text{Å}^{-1} \) and then \( \beta(q) \) increases to 1. Thus, R-3 waters exhibit sub-diffusion for large \( q \) values. For R-4 waters (black dot-dashed curve), \( \beta(q) \geq 0.85 \) for
Figure 4.14: $q$ dependence of the fitting parameter $\beta(q)$ used in the KWW approximation $A(q)\exp[-(t/\tau(q))^\beta(q)]$ to the incoherent intermediate scattering function $I_s(q,t)$ for four different water layers, R-1, R-2, R-3 and R-4 and for whole water layer (labeled as water).

all $q$ values, which means that the R-4 waters exhibit linear diffusive motion irrespective of the time and length scales at which the system is probed. $\beta(q)$ for all water oxygens (Fig. 4.14, red curve) is similar to that for the R-3 and R-4. This is due to the fact that the majority of waters are located in the R-3 and R-4 regions.

The peaks of $\alpha(t)$ (Fig. 4.7, bottom panel) for R-1 and R-2 waters appear around 0.1 ns, which correspond to $\langle [\delta r(t)]^2 \rangle$ equal to 25 and 40 Å$^2$ for R-1 and R-2 regions. Using the Gaussian approximation, $I_s(q,t) = \exp \left( -q^2 \frac{\langle [\delta r(t)]^2 \rangle}{4} \right)$, one can estimate $q$ at which super-diffusion occurs for R-1 and R-2 waters from the condition $I_s(q,t) = 1/e$. By replacing $\langle [\delta r(t)]^2 \rangle$ with appropriate values in the Gaussian approximation, one obtains $q = 0.4$ and 0.3 Å$^{-1}$ for R-1 and R-2 regions, respectively. These values are somewhat larger than the ones obtained above from $\beta(q)$. Also the $\beta(q)$ exponents for R-1 and R-2 are smaller (1.25 and 1.15, respectively) than the ones obtained for the corresponding $\alpha(t)$ values (1.5 and 1.3, respectively). Note that the first correction to the Gaussian approximation is related to the so called non-Gaussian (NG) parameter. Positive values of the NG parameter always makes the scattering function look less compressed. It turns out that for R-1 waters, the
non-Gaussian parameter is very large (Fig. 4.13) and it peaks around 0.02 ns. The NG parameter for R-2 is smaller and peaks around 0.1 ns.

### 4.9 Conclusions

The structural and dynamical properties of waters close to the membrane-water interface are different from that of bulk water. We have shown that a proper classification of waters as a function of their distance from the surface of the membrane needs to take into account the out-of-plane ($z$-axis) fluctuations of the lipid molecules. By using the Voronoi tessellation method we have defined four dynamically connected water regions, i.e., buried (R-1), hydration (R-2), intermediate (R-3) and bulk (R-4) water regions. Due to their proximity to the polar lipid headgroups, R-1 and R-2 waters have qualitatively different dynamic properties from the R-3 and R-4 waters. These differences have been pointed out and quantified by investigating, through long-time all atom MD simulation, the time evolution of the lateral MSD of waters and the lifetime of the H-bonds between water and lipid molecules. We have also determined the contributions of the different waters to the incoherent intermediate scattering function and the corresponding dynamic structure factor measured in neutron scattering experiments. We have found that due to the small fraction of R-1 and R-2 waters the effects of their anomalous dynamics on the NS measurements are washed out by the contribution of the abundant ordinary R-4 bulk water.
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