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Spintronics has the potential to play a significant role in future electronic devices. The success of the field hinges on our ability to maintain and propagate spin signals over various length scales and periods of time. Common to all devices designed to carry spin signals is a need to hold the spin orientation of constituent particles, individually or in bulk. Spin relaxation is a measure of how long particle spins remain polarized while subjected to both spin-dependent and spin-independent interactions.

An effect typically driven by the spin-orbit interaction in semiconductors, spin relaxation describes the rate at which spin polarized particles return to an equilibrium spin distribution. This is generally in competition with the goals of spintronic devices which generate out-of-equilibrium spin populations to represent signals. By studying the various mechanisms of spin relaxation in different systems, we learn which materials are appropriate for specific applications and get hints about how to minimize signal loss.

This report focuses largely on Dyakonov-Perel spin relaxation of carriers in III-V semiconductors. Of the spin relaxation mechanisms in III-V semiconductors, Dyakonov-Perel often dominates or is at least a primary contributor. We study the mechanism in detail for both non-magnetic and dilute magnetic semiconductors, deriving analytic expressions that include contributions from many-body interactions. The results shed light on the validity of commonly made approximations in calculating spin relaxation for various systems. More importantly, we show how spin relaxation can affect other physical observables, such as spin diffusion. By investigating this spin relaxation mechanism in a dilute magnetic semiconductor, we include the effects of spin-dependent interactions. These interactions result in some peculiarities of spin relaxation for carriers undergoing a ferromagnetic transition.
Chapter 1

Introduction

The field of spintronics – the study of spin dynamics, primarily in solid state systems – has the potential to play a significant role in future electronic devices. With charge based circuits reaching size, speed, and power consumption limits, spintronic devices may be able to selectively replace electronic components, allowing continuation of the technology industry’s rapid rate of innovation. Though promising, these devices are still immature; the physics involved in spin interactions is relatively unexplored in comparison to charge interactions in solid state systems. Spintronics is thus a rich field for both technological advance and our basic understandings of physics in the solid state.[1–6]

An important consideration when developing electronic or spintronic devices is that of stability and coherence of signals. In electronic devices, signals usually take the form of small quantities of charge, e.g. field effect transistors switch between on and off based on whether a channel is charged or not. The charges are manipulated – propagated or caused to change energy levels – via external and internal (intrinsic) electric fields. Both a useful feature and a limiting factor of charge based electronic systems is that an electron’s charge is independent of applied field: apply a positive or negative electric field to an electron, and that electron will still have a negative charge at the end of the day. Seen as a luxury, one
might consider this a form of particle-stability. Alternatively, as a hindrance, one might prefer more degrees of freedom than just with or against an applied field.

Depending on how you look at it, spintronic devices do not share this luxury or hindrance. Spins can point in any direction and are generally not locked to their “original” orientation. A number of mechanisms can affect spin: spin-orbit interactions, symmetry and selection rules, exchange interactions with magnetic impurities, hyperfine interactions, spin-phonon interactions, electron-hole, and electron-electron interactions. While the sheer number of mechanisms available to manipulate spin is encouraging, some are rather difficult to control or eliminate. Thus, maintaining spin orientation is tricky business – a spin-up electron is not guaranteed to be spin-up at the end of the day.

Spin signals can take the form of small packets of like-spins or even be individual spins in the case of quantum dots. Important in all forms of spin signals is the need to maintain spin-polarization over time and space. For a large collection of spins, coherence between individual spins may also be of importance. Interactions generally cause difficulty in maintaining a particular spin orientation, leading to spin dephasing and relaxation. Spin dephasing refers to the diminishing coherence between like-spin states, whereas spin relaxation refers to the population decline of a particular spin orientation. Spin relaxation is the primary focus of this report.

The projects in this report present derivations and calculations of spin relaxation in various systems. In *Ambipolar spin diffusion in GaAs quantum wells*, we see how spin relaxation affects the diffusion of spin polarized carriers; *Dyakonov-Perel spin relaxation in intrinsic GaAs* presents a detailed derivation of the Dyakonov-Perel mechanism in III-V semiconductors with many-body interactions explicitly taken into account; *Spin relaxation near a ferromagnetic transition* extends these derivations to a dilute magnetic semiconductor and applies the results to a model of itinerant carriers and localized magnetic impurities.

---

1Though not really interactions, these rules do put restrictions on wavefunctions and ordering in energy levels.
As a primer to introduce some of the theory, the following sections give brief descriptions of the relevant spin relaxation mechanisms in semiconductors.

1.1 Spin relaxation in semiconductors

Several types of interactions are responsible for spin relaxation in semiconductors. These are typically of the spin-orbit variety, or are at least modeled by an effective magnetic field interacting with spin(s). Depending on the origin of the effective magnetic field, certain mechanisms for spin relaxation are more effective in some systems than others. Reviews of these mechanisms can be found in references [5–7]. The mechanisms of primary relevance to III-V and II-VI semiconductors include: the Dyakonov-Perel mechanism[11], the Elliott-Yafet mechanism[12, 13], and the Bir-Aronov-Pikus mechanism[14]. For magnetically doped semiconductors, the exchange interaction between spins and magnetic impurities (e.g. s-d, s-f, p-d) is also relevant.

For all of the mechanisms mentioned, spins are subjected to an effective magnetic field which can be said to have correlation time \( \tau_c \) (the time during which a fluctuating magnetic field is roughly constant) and to cause a spin precession frequency \( \omega \). M.I. Dyakonov presents a simple picture of spin relaxation in this effective magnetic field:[6] A spin precesses around a (random) direction of an effective magnetic field with frequency \( \omega \). After time \( \tau_c \), the direction and magnitude of the field changes randomly and the spin precesses around a new field direction. With a number of these steps, the initial spin direction is forgotten. If the correlation time \( \tau_c \) is significantly smaller than the inverse of the precession frequency \( \omega^{-1} \), a spin will experience only a small precession before being subjected to a new (random) precession axis. In this sort of random walk between different spin precession axes, the spin accumulates an angular deviation from its original orientation. The spin relaxation time may be defined as the time it takes for that angle of deviation from original orientation to reach say, \( \pi/3 \) or \( \pi/2 \). In this rather qualitative argument, the rate of spin relaxation
is of order: \( \tau_s^{-1} \sim \omega^2 \tau_c. \) A more rigorous derivation which includes both static and time-dependent magnetic fields results in

\[
\frac{1}{\tau_s} = \left( \overline{\omega_x^2} + \overline{\omega_y^2} \right) \frac{\tau_c}{1 + \omega_0^2 \tau_c^2},
\]

(1.1)

where \( \omega_x \) and \( \omega_y \) are the precession frequencies of the fluctuating field and \( \omega_o \) is that of the static field. The over-lines represent averages.

Returning to the list of spin relaxation mechanisms, our studies focus primarily on the Dyakonov-Perel mechanism and we only discuss Elliott-Yafet and Bir-Aronov-Pikus at a phenomenological level. The next section is dedicated to the derivation and finer details of Dyakonov-Perel spin relaxation as it is used in this paper. As this report is not meant to be a comprehensive review of spin relaxation mechanisms, we limit discussion of the Elliott-Yafet and Bir-Aronov-Pikus mechanism to the points below

1. **Elliott-Yafet spin relaxation:** The conduction band states of carriers in semiconductors are in general not perfect spin eigenstates. This is due to spin-orbit contributions to the crystal Hamiltonian (materials with weak spin-orbit interactions, such as graphene, are not expected to exhibit this mechanism). The conduction band states are linear combinations of spin eigenstates, for example:

\[
\psi_{k_n \uparrow}(r) = [a_{k_n}(r)|\uparrow\rangle + b_{k_n}(r)|\downarrow\rangle] e^{i k \cdot r},
\]

(1.2)

\[
\psi_{k_n \downarrow}(r) = [a_{-k_n}^*(r)|\downarrow\rangle - b_{-k_n}^*(r)|\uparrow\rangle] e^{i k \cdot r}.
\]

(1.3)

Then, the inner product \( \langle k' \uparrow | k \downarrow \rangle \) can be non-zero, where it should be clear that \( |k \uparrow \rangle \) corresponds to \( \psi_{k_n \uparrow}(r) \) in some level \( n \). Spin polarization is determined by the eigenstate with a dominant prefactor, thus we still refer to the overall state as spin-up or spin-down. An interesting consequence of this non-zero matrix element is that a spin-independent scattering potential, like the Coulomb potential, can actually appear
to flip a particle’s spin in interaction: \( \langle k' \downarrow | V(k, k') | k \uparrow \rangle \neq 0 \). Multiple of these “spin-flip” interactions can then lead to the unpolarization of carriers as a whole. The rate of spin relaxation is roughly proportional to the rate of scattering.

2. **Bir-Aronov-Pikus spin relaxation:** Like Elliott-Yafet, this mechanism relies on spin flips to occur in scattering. In this case though, spin flips occur as a result of exchange or annihilation of electrons with holes. The relative spin orientations of the distinct carriers is the key ingredient. Again, the rate of spin relaxation follows the rate of scattering. As this mechanism relies on a large background of holes to provide enough opportunity for exchange and annihilation, it is usually only dominant in \( p \)-type semiconductors.

### 1.2 Dyakonov-Perel spin relaxation

The derivation of Dyakonov-Perel spin relaxation is well known and can be found in excellent reviews\[^{5, 17}\]. In a 2011 paper, we reviewed the derivation and cast it into notation typical of modern studies in semiconductor spintronics.\[^{18}\] This derivation is presented here largely intact. An important message to take-home from this section is that the Dyakonov-Perel spin relaxation time is inversely related to the scattering time.

The systems in which we study spin relaxation are III-V semiconductors (e.g. GaAs, InAs, InSb) of the zincblende structure. These semiconductors exhibit spin-split bands caused by a Dresselhaus effective magnetic field.\[^{19}\] The effective field arises from spin-orbit interaction and couples to electrons via the hamiltonian term

\[
H_{1k} = \frac{\hbar}{2} \Omega_k \cdot \sigma ,
\]

where \( \Omega_k \) defines the precession axis and precession frequency of electron spins. \( \Omega_k \) is a cubic harmonic function of the Bloch wave vector \( k \); its component along the \( \hat{z} \)-axis is given
by

\[ \Omega_{k,z} = \frac{\alpha_c \hbar^2}{\sqrt{2m_c^*E_g}} k_z (k_x^2 - k_y^2), \quad (1.5) \]

where \( \alpha_c \) is the Dresselhaus spin-orbit coupling constant, \( E_g \) is the band gap energy, and \( m_c \) is the conduction band effective mass of an electron. The other components of \( \Omega_k \) are obtained by cyclic permutations of \( x, y, \) and \( z. \)

The spin Boltzmann kinetic equation describes the evolution of the spin density matrix in time:

\[ \frac{\partial \rho_k}{\partial t} - \frac{1}{i\hbar} [H_{1k}, \rho_k] + \frac{\partial \rho_k}{\partial \mathbf{r}_k} \cdot \mathbf{F}_k + \frac{\partial \rho_k}{\partial \mathbf{r}} \cdot \mathbf{v}_k = I_k(t), \quad (1.6) \]

where \( \rho_k \) is the \( 2 \times 2 \) spin density matrix and \( I_k(t) \) is the collision integral (also a \( 2 \times 2 \) matrix). Assuming a homogeneous distribution of electrons (\( \frac{\partial \rho_k}{\partial \mathbf{r}} = 0 \)) and absence of external fields (\( \mathbf{F}_k = 0 \)), Eq. (1.6) reduces to

\[ \frac{\partial \rho_k}{\partial t} - \frac{1}{2i} [\Omega_k \cdot \sigma, \rho_k] = I_k(t). \quad (1.7) \]

We prepare a spin polarized distribution which evolves according to Eq. (1.7) and eventually relaxes to an equilibrium state. In the paramagnetic phase, equilibrium corresponds to an unpolarized state; in the ferromagnetic phase, equilibrium includes some degree of polarization. To describe the process, we search for a solution which contains an equilibrium component, \( \rho_{0k} \), describing a state of uniform spin polarization along a direction denoted by \( \hat{s} \), and a non-equilibrium component, \( \rho_{1k} \):

\[ \rho_k = \rho_{0k} + \rho_{1k}. \quad (1.8) \]

Using this definition in Eq. (1.7), we can relate terms of varying order of spin orbit interaction (\( \alpha_c \)):

\[ \frac{\partial \rho_{0k}}{\partial t} + \frac{\partial \rho_{1k}}{\partial t} - \frac{1}{2i} [\Omega_k \cdot \sigma, \rho_{0k}] - \frac{1}{2i} [\Omega_k \cdot \sigma, \rho_{1k}] = I_k(t). \quad (1.9) \]
The following assumptions are made about the various terms appearing in Eq. (1.9):

1. Order of spin-orbit interaction:
   \[
   \begin{cases}
   \rho_{0k} & \text{zero order} \\
   \rho_{1k} & \text{first order} \\
   \partial_t \rho_{0k} & \text{second order} \\
   \partial_t \rho_{1k} & \text{third order}
   \end{cases}
   \]  
   (1.10)

2. \( I_k(t) \) can be cast in the form of relaxation time approximation. \( (1.11) \)

The first of these assumptions will be shown to be consistent with the form of the kinetic equation momentarily. The legitimacy of the second assumption will be discussed in Chapter 3: Dyakonov-Perel spin relaxation in intrinsic GaAs. For now, we simply write

\[
I_k(t) = -\frac{\rho_{1k}}{\tau_k^*},
\]  
(1.12)

where \( \tau_k^* \) is an effective scattering time on the order of the plane wave lifetime. The precise form of \( \tau_k^* \) depends on the scattering mechanism and will be explicitly constructed in subsequent chapters for various cases of interest. Notice that \( \rho_{0k} \), being an equilibrium distribution, does not contribute to the collision integral.

Equating terms of the same order in \( \alpha_c \) in Eq. (1.9), the following relations emerge:

\[
I_k(t) = -\frac{\rho_{1k}}{\tau_k^*} = -\frac{1}{2i}[\Omega_k \cdot \sigma, \rho_{0k}],
\]  
(1.13)

\[
\frac{\partial \rho_{0k}}{\partial t} = \frac{1}{2i} \langle [\Omega_k \cdot \sigma, \rho_{1k}] \rangle,
\]  
(1.14)

\[
\frac{\partial \rho_{1k}}{\partial t} = 0,
\]  
(1.15)

where \( \langle \ldots \rangle \) stands for an angular average. Finally, \( \partial_t \rho_{1k} \) has no counterpart in the kinetic equation at order \( \alpha_c^2 \), hence it must vanish at this order.

Let us now introduce the form of the equilibrium distribution, \( \rho_{0k} \), from which we can
use the relations above to derive \( \rho_{1k} \). In terms of carrier density \( n_k \) and spin density \( s_k \), the equilibrium density matrix is

\[
\rho_{0k} = n_k \hat{1} + s_k \cdot \sigma,
\]

(1.16)

where \( \hat{1} \) is the \( 2 \times 2 \) identity matrix. The carrier density is the sum of spin-up/down Fermi-Dirac distributions

\[
n_k = (f_{k\uparrow} + f_{k\downarrow})/2
\]

(1.17)

and the spin density is the difference

\[
s_k = (f_{k\uparrow} - f_{k\downarrow})/2.
\]

(1.18)

These Fermi-Dirac distributions can contain an equilibrium Zeeman energy contribution \( \Delta/2 \) and/or a non-equilibrium perturbation Zeeman energy \( \varepsilon_s \):

\[
f_{k\uparrow/\downarrow} = \frac{1}{\exp[\beta(\varepsilon_k \mp (\Delta/2 + \varepsilon_s) - \mu)] + 1},
\]

(1.19)

where \( \beta = (k_B T)^{-1} \) and \( \mu \) is the chemical potential.

The non-equilibrium part of the distribution function arises from the competition between spin precession, which tilts the spins away from the \( \hat{s} \)-axis, and collisions, which attempt to restore local equilibrium. Inserting \( \rho_{0k} \) from Eq. (1.16) into the relation for \( \rho_{1k} \) from Eq. (1.13), we find

\[
\rho_{1k} = \tau_k^\nu (\Omega_k \times s_k) \cdot \sigma,
\]

(1.20)

At this point, the assumption made earlier in this section concerning the orders of \( \alpha_c \) in \( \rho_{0k} \), \( \rho_{1k} \), \( \partial_t \rho_{0k} \), and \( \partial_t \rho_{1k} \) can be verified easily.

The linearization of \( \rho_k \) has so far only been done in terms of spin-orbit coupling. We can
go a step further by associating $\rho_{0k}$ and $\rho_{1k}$ with their $\varepsilon_{s}$-linearizations as well:

$$\rho_{0k} = n_{0k} \hat{1} + s_{0k} \cdot \sigma,$$

$$\rho_{1k} = \tau_{k}^{*} (\Omega_{k} \times s_{1k}) \cdot \sigma,$$

where

$$n_{0k} = (1/2) \sum_{\alpha} f_{0\alpha}^{0},$$

$$s_{0k} = (1/2) \sum_{\alpha} \alpha f_{0\alpha}^{0},$$

$$s_{1k} = (\varepsilon_{s}/2) \sum_{\alpha} (-\partial f_{k\alpha}^{0}/\partial \varepsilon_{s})_{\varepsilon_{s} \to 0}$$

$$= (\beta \varepsilon_{s}/2) \sum_{\alpha} f_{k\alpha}^{0} (1 - f_{k\alpha}^{0}).$$

and $f_{k\alpha}^{0} = f_{k\alpha}|_{\varepsilon_{s} \to 0}$. These are the density matrices we will use throughout this report.

Notice the equilibrium spin density can be obtained from $s_{0k} = \text{Tr}[\rho_{0k} \sigma]/2$. Then, the time rate of change of $s_{0k}$ is found by tracing Eq. (1.14) with $\sigma$:

$$\frac{\partial s_{0k}}{\partial t} = \langle \tau_{k}^{*} \Omega_{k} \times (\Omega_{k} \times s_{0k}) \rangle,$$

This equation can be cast into a standard relaxation time approximation

$$\frac{\partial s_{0k}}{\partial t} = -\frac{s_{0k}}{\tau_{k}^{(s)}}$$

by defining the rate of spin relaxation as

$$\frac{1}{\tau_{k}^{(s)}} = \langle \tau_{k}^{*} (\Omega_{k}^{2} - (\Omega_{k} \cdot \hat{s})^{2}) \rangle.$$

The cubic symmetry of III-V semiconductors implies that (i) the relaxation rate of
Eq. (1.28) is independent of the direction of \( \hat{s} \), and (ii) the effective collision time \( \tau^*_k \) depends on \( k \) only through its modulus \( k \). Therefore, for cubic systems, the expression for the spin relaxation rate in Eq. (1.28) simplifies to

\[
\frac{1}{\tau^{(s)}_k} = \frac{2}{3} \tau^*_k \langle \Omega^2_k \rangle .
\]  

(1.29)

The experimentally measurable quantity of interest is the expectation value of the spin density:

\[
S = \sum_k s_{0k}.
\]  

(1.30)

The equation of motion for \( S(t) \) is obtained by summing Eq. (1.26) over all \( k \) and using this result in a relaxation time approximation that defines \( \tau_s \):

\[
\frac{\partial S}{\partial t} = -\frac{S}{\tau_s}.
\]  

(1.31)

Then, the physical rate of spin relaxation is calculated from

\[
\frac{1}{\tau_s} = \frac{2}{3} \sum_k \tau^*_k s_{1k} \langle \Omega^2_k \rangle \sum_k s_{1k} .
\]  

(1.32)

The spin relaxation time, as an internal material parameter independent of a particular non-equilibrium state, is only meaningful in the regime of a small perturbation in spin polarization. Inserting \( s_{1k} \) from Eq. (1.25) into Eq. (1.32) we indeed find that the polarization energy \( \varepsilon_s \) cancels and the resulting expression depends only on internal characteristics of the system. For the case of finite equilibrium spin polarization, the rate of spin relaxation is

\[
\frac{1}{\tau_s} = \frac{2}{3} \sum_{k,\alpha} \tau^*_k f^0_{k\alpha} (1 - f^0_{k\alpha}) \langle \Omega^2_k \rangle \sum_{k,\alpha} f^0_{k\alpha} (1 - f^0_{k\alpha}) .
\]  

(1.33)
In a system that is unpolarized at equilibrium, this reduces to

\[ \frac{1}{\tau_s} = \frac{2}{3} \sum_k \tau_k^* f_k^0 (1 - f_k^0) \langle \Omega_k^2 \rangle, \]  

(1.34)

where \( f_k^0 = f_{k\alpha}^0 \mid \Delta \rightarrow 0 \). The spin relaxation time \( \tau_s \) defined by this equation is the experimentally accessible quantity which determines a universal long time tail in the spin relaxation dynamics, i.e. \( S(t) \sim e^{-t/\tau_s} \). Subsequent chapters will put different restrictions on (1.34) depending on whether the system is in the degenerate or non-degenerate regime.

In the degenerate limit, and assuming both \( \Omega_k \) and \( \tau_k^* \) vary slowly across the Fermi surface, the average rate of spin relaxation reduces to Eq. (1.29) with \( k \rightarrow k_F \):

\[ \frac{1}{\tau_s} = \frac{2}{3} \tau_{k_F}^* \langle \Omega_k^2 \rangle \mid_{k \rightarrow k_F}. \]  

(1.35)

Referring back to the Dresselhaus spin-orbit field in Eq. (1.5), the angular average is evaluated to be

\[ \langle \Omega_k^2 \rangle = \frac{16 \alpha_{e k}^2 \varepsilon_k^3}{35 \hbar^2 E_g}. \]  

(1.36)

There are two important points to be made about the above derivation. First, the whole treatment is reliant on the spin-orbit interaction being weak, leading to a clear separation of time scales between the microscopic momentum-changing collisions (fast) and the macroscopic spin relaxation (slow). In other words, we must have \( \Omega_k \tau_k^* \ll 1 \); spins relax due to a combination of \( k \)-randomizing collisions and relatively small precessions. From here, we can see that when the scattering lifetime is of the same order of magnitude as the spin-relaxation time, our treatment is no longer justified. If spins relax just as quickly as collisions occur, it makes no sense to introduce a quasi-equilibrium distribution function. In the extreme limit of infrequent collisions, the momentum of the electron becomes a constant of motion and the spin simply precesses in the Dresselhaus field at a given \( k \).

The second point is that Eq. (1.28) is often estimated by replacing the effective scattering
time $\tau_k^*$ with the momentum relaxation time $\tau_k$. This, however, is not accurate. Beyond weighting collision events by their resulting change in momentum, $\tau_k^*$ also weights collisions based on the change in $\Omega_k$, which causes spins to precess around new magnetic field axes.
Chapter 2

Ambipolar spin diffusion in GaAs quantum wells

The contents of this chapter were published as an article in Physical Review B on March 27, 2009.[20] The presentation here is derived from that article. For the sake of brevity, some experimental details are left out. The reader is asked to reference the article if interested in more information.

2.1 Introduction

Spin transport in semiconductors is conveniently studied using optical techniques. Optical spin injection and detection are very efficient due to well-established spin selection rules.[17] The injection of spin-polarized electrons is inevitably accompanied by the injection of an equal number of positively charged and spin-polarized holes.[21] In studies of n-type doped semiconductors, the optically injected holes quickly lose their polarization and recombine with majority carriers, leaving behind a purely electronic spin packet.[22–28] Similarly, in intrinsic samples with an externally applied electric field, holes are spatially separated from
electrons and the transport is dominated by the drift of spin-polarized electrons in the field.\cite{29,30} Since the influence of the holes is suppressed in each of these cases, spin transport is dominated by drift and diffusion of spin-polarized electrons, analogue to unipolar carrier transport.

In this chapter, we report theoretical and experimental studies of the diffusion of optically injected spin-polarized carriers in an intrinsic semiconductor without an externally applied electric field. In this case, spin diffusion is strongly influenced by the presence of holes. In the experiments, spin-polarized electron-hole pairs are excited in GaAs quantum wells by a tightly focused and circularly polarized laser pulse. Since hole spin relaxation is shorter than a few picoseconds,\cite{31} after a short transient process, the carrier system has three components: spin-up electrons, spin-down electrons, and holes. This is illustrated in Fig. 2.1. All three species diffuse in the quantum well plane and interact with each other. Fig. 2.1b illustrates the carrier system at a later time. Although holes are unpolarized, they influence the diffusion of spin-polarized electrons via Coulomb attraction. Basically, the rate of diffusion is controlled by the slow holes, while the highly mobile electrons quickly adjust to neutralize the holes. This forces both spin-up and spin-down electrons to diffuse in the same direction, in marked opposition to unipolar spin packets in which electrons of opposite spin orientations diffuse in opposite directions.

Dr. Hui Zhao studied this triple-polar diffusion process using a pump-probe technique. Dynamics of electron density and spin density are spatially and temporally resolved by measuring carrier-induced changes of transmission of a linearly polarized probe pulse (Fig. 2.1b). A sub-linear expansion process of the area of the spin density packet is observed, while the simultaneously measured electron density packet expands linearly. This indicates that the spin transport cannot be described as a classical diffusion process with a constant diffusion coefficient. The spin diffusion is significantly slower than the ambipolar carrier diffusion, i.e. diffusion of holes screened by electrons. Our theoretical analysis, based on a three-component drift-diffusion equation, shows that the long-time behavior of the spin density
Figure 2.1: Experimental geometry (a) Spin-polarized electrons (e) and holes (h) are injected in GaAs quantum wells (QWs) by a circularly polarized pump pulse. Right after hole spin relaxation, the carrier system is composed of spin-up electrons, spin-down electrons, and holes, within the excitation spot. The orange arrows indicate the direction of electron spin. This is the initial state of the ambipolar carrier and spin diffusion process to be studied. (b) The carrier system at a later time. Diffusion of electron-hole pairs is driven by the density gradient, and is temporally and spatially resolved by measuring differential transmission of a linearly polarized probe pulse (c) Experimental set-up. The pump and probe pulses are counter-propagating and are focused on the sample by microscope objectives with numerical aperture of 0.4. A portion of the transmitted probe pulse is reflected by a beam splitter to a silicon photodiode to detect electron density. The spin density is detected by analyzing the polarization state of the other portion of the transmitted probe pulse by an optical bridge composed of a quarter-wave plate (λ/4), a Wollaston prism, and a balanced detector.
can be understood in terms of a spin relaxation rate that grows with decreasing density. This behavior is consistent with a model of Dyakonov-Perel spin relaxation limited by Coulomb scattering between carriers. However, the short-time behavior of spin diffusion remains for the time being beyond the reach of our drift-diffusion theory, and will have to be the subject of later investigation.

2.2 Experimental techniques

The GaAs multiple quantum well sample contains 40 periods of 10 nm GaAs layers sandwiched by 10 nm Al$_{0.7}$Ga$_{0.3}$As barriers. During the measurements, the sample is cooled to 80 K. Spin-polarized carriers are excited by a circularly polarized 250 fs pump pulse with a central wavelength of 1550 nm. The pump pulse is tightly focused to excite carriers with a Gaussian spatial profile of $w_0=1.5$ µm (full width at half maximum) with an excitation excess energy of about 40 meV. The density of spin-up electrons excited $n_\uparrow$ is approximately three times higher than the density of spin-down electrons $n_\downarrow$ owing to the selection rules for two-photon absorption of circularly polarized light.[32]

The carrier and spin dynamics are monitored by simultaneously measuring electron and spin density profiles as functions of time by using a spatially and temporally resolved pump-probe technique. The total electron density $n = n_\uparrow + n_\downarrow$ is measured by focusing a linearly polarized 100 fs probe pulse on the sample with a spot size of 1.5 µm (Fig. 2.1c). The spin density $s = n_\uparrow - n_\downarrow$ is measured by analyzing carrier-induced circular dichroism of the same probe pulse, i.e. the absorption difference of right- and left-hand circularly polarized probe pulses in the presence of spin-polarized carriers.
2.3 Experimental results

Dr. Hui Zhao simultaneously measured electron density and spin density as functions of space by scanning the probe spot across the pump spot, and as functions of time by scanning the time-delay between the probe and the pump pulses. Fig. 2.2 summarizes the dynamics of electron density and spin density measured with a peak electron density of $2.3 \times 10^{17}$ cm$^{-3}$.

The contour map in Fig. 2.2a shows how electron density varies with time and space after injection. Here $r$ is defined as the distance between the centers of the pump and probe spots, and $t$ is the time delay of the probe pulse with respect to the pump pulse. Two normalized spatial profiles of electron density measured at $t=5$ ps (squares) and $t=300$ ps (circles) are plotted in Fig. 2.2b. The solid lines are Gaussian fits to the data. Clearly, the spatial profile of electron density remains Gaussian in shape, expanding due to electron transport. To quantitatively describe the transport, the time variation of the full width at half maximum of the electron density profile $w_n$ was deduced by fitting the electron density profiles measured at all probe delays. In Fig. 2.2c, the squared width as a function of $t$ is plotted.

According to the classical diffusion model with a constant diffusion coefficient, the squared width increases linearly in time as

$$w_n^2(t) = w_0^2 + 16 \ln(2) D_a t,$$

(2.1)

where $D_a$ is the ambipolar carrier diffusion coefficient.[33, 34] With a linear fit to the data, we deduce $D_a = 21$ cm$^2$s$^{-1}$. It is worth mentioning that in the experiment, due to a finite size of the probe spot, the measured profiles shown in Fig. 2.2b are actually convolutions of the probe spot and the actual electron density profiles. However, since both the probe spot and the electron density profiles are Gaussian, the convolution doesn’t influence the measurement of $D_a$.[35]
Figure 2.2: Spatio-temporal dynamics of electron \((n)\) and spin \((s)\) densities measured at a sample temperature of 80 K and a peak electron density of \(2.3 \times 10^{17} \text{ cm}^{-3}\). (a) Electron density as functions of time and space. The electron density is deduced from the measured \(\Delta T/T_0\). (b) Spatial profiles of electron density measured at 5 ps (squares) and 300 ps (circles). The profiles are normalized in order to show the expansion caused by carrier diffusion. The solid lines are Gaussian fits. (c) Squared width of electron density profiles as a function of time obtained by Gaussian fit to profiles measured at various times. The linear fit (solid line) corresponds to an ambipolar carrier diffusion coefficient of \(D_a = 21 \text{ cm}^2\text{s}^{-1}\). (d)-(f) Spatio-temporal dynamics of spin density obtained in the same scans.
The right half of Fig. 2.2 shows the spin component of the diffusion process measured simultaneously with density. The contour map in Fig. 2.2d shows the spatio-temporal dynamics of spin density after optical excitation. Spin diffusion is evident by comparing the two profiles in Fig. 2.2e measured at $t=5$ ps (squares) and $t=300$ ps (circles). The profile remains Gaussian, as confirmed by the fits (solid lines). However, the spin density profile at $t=300$ ps is narrower than the electron density profile shown in Fig. 2.2b. This indicates different transport behavior of spin and electron densities. Quantitatively, the squared width of the spin density profile doesn’t increase linearly, as shown in Fig. 2.2f, in striking contrast to the expansion of electron density profile obtained in the same measurement. Initially, the expansion rate of the spin density profile is similar to that of electron density profile. At later times, the spin diffusion slows down considerably relative to the density diffusion. The observed sub-linear expansion of spin density profile shows that spin diffusion cannot be described as a classical diffusion process with a constant diffusion coefficient.

The procedure summarized in Fig. 2.2 is used to systematically study the influence of electron density on the diffusion process. The sub-linear expansion of the spin density profile is observed at all densities and changes systematically with the peak electron density. In Fig. 2.3 we show several examples. The decrease of the slope with time is more pronounced at higher densities. Meanwhile, the simultaneously obtained expansions of the electron density profile (not shown) are all linear and similar to Fig. 2.2c. To approximately compare the rates of spin diffusion and carrier diffusion, we perform linear fits to the data with $t > 150$ ps (solid lines in Fig. 2.3). In this range the expansion is approximately linear. The spin diffusion coefficients deduced by the fits are plotted in Fig. 2.4 (circles) as a function of peak electron density. The ambipolar carrier diffusion coefficients are also plotted (squares) for comparison. In the density range studied, the ambipolar carrier diffusion coefficient is almost constant. In contrast, the spin diffusion coefficient decreases significantly with peak electron density.
Figure 2.3: Expansions of spin density profiles at several peak electron densities as indicated in each panel, obtained by repeating the procedure summarized in Fig. 2.2. A sublinear expansion is generally observed. Linear fits to data with $t > 150$ ps (solid lines) are used in order to approximately illustrate the density dependence of spin diffusion.
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Figure 2.4: Ambipolar carrier diffusion coefficient (squares) and spin diffusion coefficient (circles) as functions of peak electron density obtained by repeating the procedure summarized in Fig. 2.2 at various electron densities. These coefficients are deduced by linear fits as shown in Figs. 2 and 3. A significant decrease of spin diffusion coefficient with peak electron density is observed. The carrier diffusion coefficient is almost constant.

2.4 Drift-diffusion theory

We denote the density of holes by $p$. The drift-diffusion equations for the three coupled densities $n_{\uparrow}$, $n_{\downarrow}$, and $p$ are[36]

$$\frac{\partial n_{\uparrow}}{\partial t} = \nabla \cdot \left[ \frac{\sigma_{\uparrow}}{e} E + D_{\uparrow\uparrow} \nabla n_{\uparrow} + D_{\uparrow\downarrow} \nabla n_{\downarrow} \right] + \frac{n_{\downarrow}}{\tau_{\downarrow\uparrow}} - \frac{n_{\uparrow}}{\tau_{\uparrow\downarrow}},$$

(2.2)

$$\frac{\partial n_{\downarrow}}{\partial t} = \nabla \cdot \left[ \frac{\sigma_{\downarrow}}{e} E + D_{\downarrow\downarrow} \nabla n_{\downarrow} + D_{\downarrow\uparrow} \nabla n_{\uparrow} \right] + \frac{n_{\uparrow}}{\tau_{\uparrow\downarrow}} - \frac{n_{\downarrow}}{\tau_{\downarrow\uparrow}},$$

(2.3)

$$\frac{\partial p}{\partial t} = \nabla \cdot \left[ -\frac{\sigma_{p}}{e} E + D_{p} \nabla p \right],$$

(2.4)

where $\sigma_{\uparrow}$, $\sigma_{\downarrow}$ and $\sigma_{p}$ are the ordinary conductivities of spin-up electrons, spin-down electrons and holes, respectively; $D_{\sigma\sigma'}$ is the spin-diffusion matrix for electrons; $E$ is the electric field; $1/\tau_{\downarrow\uparrow}$ and $1/\tau_{\uparrow\downarrow}$ are the spin flip rates from up to down and down to up, respectively.

Several physical assumptions underlie the above equations. First, we have completely
neglected the hole spin polarization under the assumption that their spin relaxation time is very short. Second, we have neglected electron-hole recombination - an assumption well confirmed by experimental observation for the time scales of interest. Third, by keeping the off-diagonal elements of the spin-diffusion matrix (e.g. $D_{\uparrow\downarrow}$) we have allowed in principle for the effect of spin Coulomb drag[37], whereby a gradient of spin-up density can drive a current of spin down and vice-versa. The explicit form of this matrix is

$$
\hat{D} = \frac{D_n}{1 + \gamma \tau} \begin{bmatrix}
1 + \frac{n^+}{\pi} n^\uparrow \gamma \tau & \frac{n^-}{\pi} n^\uparrow \gamma \tau \\
\frac{n^+}{\pi} n^\uparrow \gamma \tau & 1 + \frac{n^-}{\pi} n^\uparrow \gamma \tau
\end{bmatrix},
$$

(2.5)

where $D_n = \mu_n k_B T/e$ is the electron diffusion constant, $\tau$ is the momentum relaxation time for electrons, and $\gamma$ is the spin Coulomb drag coefficient. The steps for deriving the spin diffusion matrix from the spin resistivity matrix are outlined in Appendix A.1.

The time rates of change of $n_{\uparrow}$ and $n_{\downarrow}$ can alternatively be written in terms of total density $n = n_{\uparrow} + n_{\downarrow}$ and spin density $s = n_{\uparrow} - n_{\downarrow}$ as follows:

$$
\frac{\partial n}{\partial t} = \nabla \cdot [\mu_n n \mathbf{E} + D_n \nabla n],
$$

(2.6)

$$
\frac{\partial s}{\partial t} = \nabla \cdot [\mu_s s \mathbf{E} + D_s (\nabla s + s \gamma \tau \nabla \ln n)] - \frac{s}{\tau_s},
$$

(2.7)

where $\mu_n$ and $\mu_p$ are the mobilities of electrons and holes, respectively, and we have used the standard relations: $\sigma_{\uparrow (\downarrow)} = n_{\uparrow (\downarrow)} e \mu_n$ and $\sigma_p = e p \mu_p$. In the second equation we have set

$$
D_s = \frac{D_n}{1 + \gamma \tau}
$$

(2.8)

and have assumed $1/\tau_{\uparrow \downarrow} = 1/\tau_{\downarrow \uparrow}$. Finally, $1/\tau_{\uparrow \downarrow} + 1/\tau_{\downarrow \uparrow} = 1/\tau_s$, where $1/\tau_s$ is the spin relaxation rate.

The electric field $\mathbf{E}$ arises from the small charge imbalance that inevitably occurs as low-mobility holes try to keep up with high-mobility electrons. Even though the charge
imbalance is very small, it would not be legitimate to neglect this field, since the conductivity of the electrons is very high. Comparing the equations for $n$ (2.6) and $p$ (2.4), and making use of the approximate charge neutrality condition $p \approx n$, we identify the electric field as

$$E = \frac{D_p - D_n}{\mu_p + \mu_n} \nabla n.$$  
(2.9)

Given the relative magnitudes of $D_p < D_n$, we can see that the electric field points away from high density regions. The impact of this small electric field is a slight resistance to the diffusion of electrons.

Substituting this into Eqs. (2.6) and (2.7) we arrive at our final diffusion equations:

$$\frac{\partial n}{\partial t} = D_a \nabla^2 n,$$  
(2.10)

$$\frac{\partial s}{\partial t} = \nabla \cdot \left[(D_a - D_s)s \nabla \ln n + D_s \nabla s\right] - \frac{s}{\tau_s},$$  
(2.11)

where

$$D_a = \frac{D_n \mu_p + D_p \mu_n}{\mu_p + \mu_n}$$  
(2.12)

is the ambipolar diffusion constant, which is intermediate between $D_n$ and $D_p$ but numerically closer to the diffusion constant of the less mobile species (holes in this case). Eq. (2.10) is the standard electron diffusion equation with ambipolar diffusion constant. Assuming that the electron density packet at the initial time $t = 0$ has a Gaussian shape $n(r, 0) = N e^{-4 \ln(2) r^2 / w_0^2}$ we see that the solution at time $t$ is given by

$$n(r, t) = N \left(\frac{w_0^2}{w_n^2(t)}\right)^{3/2} e^{-4 \ln(2) r^2 / w_n^2(t)},$$  
(2.13)

where $w_n^2(t) = w_0^2 + 16 \ln(2) D_a t$. The linear growth in time of the area covered by the packet is in excellent agreement with the experimental observation, as shown in Fig. 2.2c.

Let us now consider Eq. (2.11) for the spin density. We assume that the initial spin
distribution is proportional to the density distribution, i.e., we have

\[ s(r, 0) = Cn(r, 0), \]  

(2.14)

where \( C \) is a constant independent of position. For the present experiment the expected value of \( C \) is \( 1/2 \). The number of spin-up electrons is three times larger than the number of spin-down electrons, owing to selection rules for two-photon absorption of circularly polarized light.[32] Then, if the spin relaxation time is neglected we see immediately, by direct substitution, that the solution of Eq. (2.11) is

\[ s(r, t) = Cn(r, t). \]  

(2.15)

In other words, the spin density and the ordinary density diffuse at exactly the same rate, controlled by \( D_a \).

It should be noted that this result holds irrespective of the value of the spin Coulomb drag coefficient. This is in sharp contrast with the case of unipolar spin packets[38] in which the same theory predicts the spin diffusion constant to be \( D_s \), given by Eq. (2.8), which is evidently affected by spin Coulomb drag. The difference is easily understood if one considers that in the unipolar case the requirement of charge neutrality forces the electrons of opposite spin orientations to move in opposite directions: spin Coulomb drag arises from this relative motion. In the present case, charge neutrality is ensured by the holes. Thus, the electrons move in the same direction regardless of spin – there is no relative motion and therefore no spin Coulomb drag. The above solution (2.15) was found for the initial condition (2.14) but we have checked that, even if the spin density is not initially proportional to the density, it eventually becomes proportional to the density at sufficiently long times.

We conclude that the experimental observation of an apparently decreasing spin diffusion coefficient cannot be explained within the framework of the drift-diffusion theory, unless one
is willing to include the spin relaxation time. Further, it is easy to see that a homogeneous spin relaxation time \(1/\tau_s\) independent of density and hence of position) will not change the situation, for the solution of Eq. (2.11) in the presence of such a relaxation time is simply

\[
s(r,t) = Cn(r,t) e^{-t/\tau_s}.
\]

There is now a global decay of the spin in time, but still no change in the apparent rate of diffusion.

2.5 Inhomogeneous spin relaxation

In view of the above discussion we now examine the possibility of explaining the experimental data in terms of non-homogeneous spin relaxation. Suppose for instance, that the spin relaxation rate were larger at lower density, i.e. larger in the tails of the spin packet than at its center. This would produce the impression of slower spin diffusion, since the outward diffusion of the spin would be hidden by the more rapid decay of the spin at the edges (Fig. 2.5). To verify this idea, Dr. Hui Zhao measured the spin relaxation time as a function of peak electron density by using the same pump-probe technique. The results shown in Fig. 2.7 confirm this conjecture (see discussion below). The spin relaxation time is larger for packets of higher density, suggesting that \(1/\tau_s\) increases with decreasing density. However, these are measurements of the lifetime of the spin packet as a whole, whereas in the drift-diffusion theory we need a position-dependent spin relaxation rate, determined by the local density.

We have developed a model for the position dependence of the spin relaxation rate along the following lines. First, we notice that electron-impurity effects or spin-orbit interactions with the lattice could not account for the spatial variation of \(1/\tau_s\) within the packet, since the impurity environment and the crystalline environment are uniform over the region occupied
by the packet. What is not uniform is the frequency of electron-electron and electron-hole collisions. Because the Coulomb interaction is screened and thus effectively becomes of short range, we can say that the carriers near the center of the packet experience an electronic environment of higher density, and their scattering rate is accordingly higher than in the tails of the packet, where they experience an electronic environment of lower density.

How does the variation of the carrier-carrier scattering time translate into the observed spatial variation of the spin relaxation rate? A plausible answer comes from the Dyakonov-Perel spin relaxation mechanism\[17, 39\]. In this mechanism, spin relaxation is primarily due to spin-orbit interaction with the lattice. In GaAs the primary mechanism is the independent precession of each electron in the Dresselhaus $k$-dependent effective magnetic field\[19\]

$$\Omega_k = \alpha_c \hbar^2 (2m_e^3 E_g)^{-1/2} \kappa,$$

(2.17)

$$\kappa = \left\{ k_x (k_y^2 - k_z^2), k_y (k_z^2 - k_x^2), k_z (k_x^2 - k_y^2) \right\},$$

(2.18)

where we apply the following parameters for GaAs: the spin orbit coupling is $\alpha_c \simeq 0.07$;
Figure 2.6: The momentum relaxation times due to e-e (solid line) and e-h (dashed line) scattering are on the same order of magnitude as the background scattering (dotted line) in high density regions (> $10^{17}$ cm$^{-3}$) but become quite long at lower densities. Under the present interaction model, the rate of carrier-carrier collisions is proportional to $n$. Here the relaxation time is calculated for wave vector $k = 1.43 \times 10^8$ m$^{-1}$ and screening wave vector $k_0 = 1.89 \times 10^8$ m$^{-1}$.

the effective mass of conduction electrons is $m_c = 0.067 m_e$; the band gap energy is $E_g = 1.5 eV$. Notice that the effective magnetic field depends on the momentum $k$ of the electron.

Electron-electron ($e-e$) and electron-hole ($e-h$) collisions change the momentum of the electron, and thus change the direction and magnitude of $\Omega_k$. This hinders the process of spin relaxation, especially in regions where momentum-changing collisions are frequent, i.e. high-density regions. Referencing the derivation of Dyakonov-Perel spin relaxation in Chapter 1, the rate of spin relaxation can be approximated by the degenerate formula in Eq. (1.35) as

$$\frac{1}{\tau_s} = \tau^* \frac{32 \alpha e^2}{105 \hbar^2 E_g},$$

(2.19)

where $\tau^*$ is related to the momentum relaxation time by the effectiveness of the scattering event on the randomization of the precession axis of $\Omega_k$.

We have evaluated the contribution of e-e and e-h interactions to the lifetime of a
momentum state in a homogeneous environment of density $n$ according to standard formulas reported for example in reference [40], but evaluated at the parameters of the experiment. In order to simplify evaluation of the momentum relaxation time we use a screened Coulomb interaction model of the form

$$V(r) = \frac{e^2}{\varepsilon_r r} e^{-k_0 r}$$  \hspace{1cm} (2.20)

where $k_0$ is a fitting parameter on the order of the Debye screening wave vector at $n = 10^{17}$ cm$^{-3}$ and Boltzmann statistics are used throughout. This is admittedly a significant approximation as the electrons are degenerate above $\sim 10^{17}$ cm$^{-3}$. While numerical accuracy may be improved, qualitative aspects are generalizable. Our results are shown in Fig. 2.6, where the momentum relaxation times due to $e$-$e$ and $e$-$h$ scattering are compared to the background scattering due to impurities, which is density independent. These values have been obtained for a typical thermal value of $k = 1.43 \times 10^8$ m$^{-1}$ with a screening wave vector $k_0 = 1.89 \times 10^8$ m$^{-1}$. High density regions exhibit a higher rate of collisions which could potentially slow spin relaxation, whereas low density regions are governed primarily by lattice scattering.

Using Eq. (2.19), we arrive at $\tau_s$ shown in Fig. 2.7, where the calculated spin relaxation time (solid line) is shown to be in good agreement with experiment (circles). We remind the reader that the experimental $\tau_s$ is plotted as a function of peak electron density, while Eq. (2.19) is being applied on a microscopic scale. The results of the calculation give us confidence that the Dyakonov-Perel mechanism, limited by carrier-carrier scattering, can indeed produce a spin relaxation of the right order of magnitude and, more importantly for us, one that is faster in the tails of the packet. We note that our results are consistent with a recent study where electron spin relaxation time in bulk GaAs at room temperature was found to increase linearly with carrier density when the Dyakonov-Perel mechanism dominates.[41]

With the inhomogeneous spin relaxation time, the spatio-temporal evolution of a spin
Figure 2.7: The spin relaxation time of electrons is inversely proportional to the momentum relaxation time and thus increases with density. Experimentally measured $\tau_s$ (circles) are plotted versus peak electron density.

Figure 2.8: Squared width of the spin density packet calculated with (dotted line) and without (dashed line) taking into consideration spin Coulomb drag. These are considerably smaller than the squared width of a density packet (solid line). It is evident that spin Coulomb drag plays only a minor role in further reducing the apparent diffusion rate. Parameters used matched those of the experiment in Fig. 2.2.
polarized packet was evaluated using Eq. (2.11) with parameters similar to those used in Fig. 2.2. One dimensional dynamics were used for the simple goal of comparing diffusion rates. Fig. 2.8 illustrates the squared widths of the profiles of electron density and spin density over an interval of 300 ps, calculated by fitting a Gaussian curve at several times during the evolution. An interesting consequence of the inhomogeneous spin relaxation rate is that by breaking the trivial solution it “turns on” spin Coulomb drag, which would otherwise be completely inoperative. The spin diffusion rates with and without spin Coulomb drag are also compared. The differences are rather small, reflecting the fact that the slowing down of the spin is mostly apparent due to loss of spin in the edges of the packet rather than due to the relative motion of up- and down-spin components. Nonetheless, a small effect is visible and goes in the direction of further reducing the apparent spin diffusion.

2.6 Conclusion

We have studied, both theoretically and experimentally, diffusion of optically injected spin-polarized carriers in undoped GaAs quantum wells at 80 K. The experiment is performed with a high-resolution optical pump-probe technique. Spatio-temporal dynamics of locally injected spin-polarized carriers are directly resolved. By comparing expansions of electron and spin density profiles, we found that the spin diffusion cannot be described as a classical diffusion process with a constant diffusion coefficient. The spin diffusion appears to be slower than the ambipolar carrier diffusion. Our theoretical analysis, based on a three-component drift-diffusion equation, shows that the long time behavior of the spin density can be understood in terms of a spin relaxation rate that grows with decreasing density. This behavior is consistent with a model of Dyakonov-Perel spin relaxation limited by Coulomb scattering between carriers. However, the short time behavior of the spin-density remains for the time being beyond the reach of our drift-diffusion theory.
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Chapter 3

Dyakonov-Perel spin relaxation in intrinsic GaAs

The contents of this chapter were published as an article in Physical Review B on April 14, 2011. The presentation here is derived from that article.

3.1 Introduction

The most complete study of spin relaxation in semiconductors to date is by Wu et al., who made calculations of the spin relaxation time (SRT) due to each of the relevant spin relaxation mechanisms in III-V semiconductors: Bir-Aronov-Pikus (BAP), Dyakonov-Perel (DP), and Elliott-Yafet (EY). Comparing the relative efficiencies of the mechanisms, their results suggest that Dyakonov-Perel spin relaxation is dominant for essentially all the electron densities and temperatures of experimental interest. Although Teng et al. initially found cases where BAP spin relaxation dominates DP spin relaxation in intrinsic GaAs, it was later pointed out by Jiang and Wu that non-degenerate statistics were being applied to degenerate electrons. Also noted by Jiang et al., Song and
Kim have investigated spin relaxation due to all of the relevant spin relaxation mechanisms in $n$- and $p$-type III-V semiconductors,[43] but their analytic expressions are again only applicable to the non-degenerate regime. Tamborenea et al.[15] have calculated EY SRTs due to electron-impurity and electron-electron collisions in $n$-doped GaAs for a wide range of temperatures and electron densities, finding that the EY mechanism alone is insufficient to explain experimental SRT measurements,[45] suggesting that DP spin relaxation may account for the discrepancies. These findings encourage us to continue looking at DP spin relaxation as the primary spin relaxation mechanism in GaAs and similar semiconductors of the zincblende structure.

The focus of the present study is on the role played by many-body interactions on the DP spin relaxation mechanism – a role that we would like to clearly disentangle from that of other scattering mechanisms. The theory of many-body effects in DP spin relaxation for electrons in semiconductors was formulated in several papers by Wu, Ning, and Weng,[46, 47] and separately by Glazov and Ivchenko.[48, 49] The basic idea is that electron-electron scattering causes the electron quasiparticle to perform a random walk in momentum space; this in turn causes random variations of the direction and magnitude of the spin precession axis. DP spin relaxation arises from the cumulative effect of many small precessions about randomly varying axes, and its main signature is that the spin relaxation rate is inversely proportional to the momentum scattering rate. In doped bulk semiconductors at low temperatures, however, it is difficult to disentangle the contribution of the electron-electron scattering rate from the similar but much larger contribution of electron-impurity scattering. An important exception arises in intrinsic semiconductors, when a non-equilibrium population of electrons and holes can be created by optical excitation. By using circularly polarized light it is possible to achieve a high degree of spin polarization of the electrons in the conduction band (the spins of the holes relax rapidly due to strong spin-orbit interactions in the valence band), and the time evolution of this spin polarization can be monitored in real time. Such a system is virtually impurity free, and thus offers a unique opportunity
to directly test the impact of many-body interactions on DP spin relaxation of electrons.[50, 51]

The initial motivation for the present study came from an experiment in which a density-dependent diffusion rate for spin polarized electrons was observed in a photo-excited electron-hole packet in bulk GaAs.[20] Zhao et al. found that the spin density in such a packet has a smaller diffusion constant than the carrier density. It was argued that this could be explained by a density dependent spin relaxation rate, where the electron spins in low density regions of the packet relax faster than in the high density regions, leading to the appearance of slow diffusion. This behavior is consistent with that of DP spin relaxation controlled by electron-electron scattering in the non-degenerate regime,[49] which is indeed expected to occur in the low density regions of the electron-hole packet. Remarkably, the increase of the spin relaxation rate with decreasing density in the non-degenerate regime is opposite to the behavior in the degenerate regime,[42] where the spin relaxation rate decreases with decreasing density. This means that the SRT has a maximum as a function of density at a density intermediate between the degenerate and the non-degenerate regime.[52]

The present study continues our efforts to develop a better microscopic understanding of the many-body effects in DP spin relaxation. We consider electron-electron, electron-impurity, and electron-hole interactions in the degenerate regime. In this regime, the presence of a large Fermi surface paves the way to an elegant analytical treatment of electron-electron and electron-hole scattering rates – a treatment pioneered by Abrikosov and Kha- latnikov in their classic paper on the theory of the Fermi liquid.[53] The relevant scattering rates are similar to but not identical with the well-known momentum scattering rates which control, for example, the lifetime of quasiparticles. The difference arises because different collision events are not equally effective at changing the magnitude and direction of the spin precession: the contribution of different collision events must be weighted according to their effectiveness at changing the spin precession. (A similar “weighting” – this time
concerning the effectiveness of collisions at changing the current – is responsible for the replacement of the scattering cross section by the “transport cross section” in microscopic calculations of the electrical conductivity). Glazov, et al. had previously looked at the contribution of electron-electron collisions to DP spin relaxation in the degenerate regime, but limited themselves to qualitative estimates.[49] Jiang, et al. applied the powerful kinetic spin Bloch equation approach, including all relevant spin relaxation mechanisms, but their work was primarily numerical.[42] In the present study, analytic expressions are derived which are applicable to a variety of semiconductors of the zincblende structure. In particular, the calculation of the relevant electron-electron and electron-hole scattering rates is reduced to the evaluation of simple two-dimensional and one-dimensional integrals over the Fermi surface. We find that electron-hole scattering is the dominant mechanism of momentum randomization in these intrinsic semiconductors. Nevertheless, we emphasize that our mechanism of spin relaxation remains conceptually distinct from the BAP mechanism in which electrons transfer their spin polarization to the holes via interband matrix elements of the Coulomb interaction. In the BAP mechanism a conduction band electron drops into the valence band and is replaced by another electron coming from the valence band. In the present mechanism – that is in the DP mechanism – conduction band electrons remain in the conduction band, while transferring momentum to the holes. The relative effectiveness of DP and BAP mechanisms has been well studied,[7, 42] and it has been found that the BAP mechanism is unimportant in intrinsic samples, or in doped samples when the electron density is high.[7] Therefore, we are confident that DP spin relaxation is the dominant mechanism in the temperature and density regimes investigated in this study.

Another novel feature of the present work is that we include exchange and correlation effects in the calculation of the effective electron-electron and electron-hole interactions. In practice, this means that we are going beyond the basic RPA-screened interaction. Exchange and correlation effects are included via local field factors, and we will show that these effects cause an enhancement of the scattering rate – and a corresponding reduction of spin
relaxation rate – at low density and low temperature (still in the degenerate regime). In
the opposite limit of high density, the scattering lifetime becomes very large. A cautionary
note is included for the treatment of DP spin relaxation in this regime. Specifically, the
common assumption that momentum-changing collisions are frequent on the scale of spin
relaxation fails, since the two processes occur on comparable time scales. In this regime the
quasiparticles are essentially non-interacting and the DP mechanism is superseded by the
spin precession of individual quasiparticles of essentially constant momentum.

This chapter is organized as follows: in Section 3.2, we review the steps and the as-
sumptions in the derivation of the standard formula for Dyakonov-Perel spin relaxation; in
Section 3.3 we derive analytic expressions for the effective (i.e. weighted) scattering rates
due to electron collisions with electrons, holes and impurities; Section 3.4 describes the
effective scattering amplitudes used in our calculations; Section 3.5 discusses the effective
scattering rates and SRTs for doped and intrinsic GaAs; Section 3.6 contains our concluding
remarks.

3.2 Dyakonov-Perel spin relaxation for degenerate electrons

Derivation of Dyakonov-Perel spin relaxation was covered Section 1.2. The result from
Eq. (1.34) is

$$\frac{1}{\tau_s} = \frac{2}{3} \sum_k \tau_k^* f_k^0 (1 - f_k^0) \langle \Omega_k^2 \rangle \sum_k f_k^0 (1 - f_k^0), \quad (3.1)$$

where we work with Fermi-Dirac distributions for unpolarized electrons at equilibrium.

In the degenerate limit, $k_B T \ll \varepsilon_F$, the factor $f_k^0 (1 - f_k^0)$ entering the integrals in
Eq. (1.34) is strongly peaked at the Fermi level. Since the spin orbit field $\Omega_k$ in Eq. (1.5) is
a slowly varying function of $k$, it is legitimate to set $k = k_F$ and take it out of the integral.
As a result, the spin relaxation rate takes the following simple form:

\[
\frac{1}{\tau_s} = \frac{2}{3} \tau_{\text{avg}}^* \langle \Omega_k^2 \rangle_{k \rightarrow k_F}, \tag{3.2}
\]

where

\[
\tau_{\text{avg}}^* = \frac{\sum_k \tau_k^* f^0_k (1 - f^0_k)}{\sum_k f^0_k (1 - f^0_k)}. \tag{3.3}
\]

Hence, in the degenerate limit, the spin relaxation time \(\tau_s\) is completely determined by two parameters: the mean square of the spin-orbit field \(\langle \Omega_k^2 \rangle\) at the Fermi energy and a properly averaged effective scattering time \(\tau_{\text{avg}}^*\). While calculation of \(\langle \Omega_k^2 \rangle\) is straightforward, to find \(\tau_{\text{avg}}^*\) we normally need to solve a complicated integral equation. One of the goals of this study is to show that \(\tau_{\text{avg}}^*\), and thus \(\tau_s\), can be calculated rigorously using methods developed in the theory of Fermi liquids.[54]

3.3 The effective scattering time

In order to calculate the effective scattering time \(\tau_k^*\) we need to construct the collision integral. Naturally, the construction depends on the nature of the collision process. Let us begin with electron-electron scattering processes. Electron-hole scattering processes will then be easily handled. These two scattering mechanisms are all that is needed to treat DP spin relaxation in intrinsic, photo-excited semiconductors. For doped semiconductors, electron-impurity scattering needs to be included.

3.3.1 Electron-electron collisions

The collision integral for an interacting Fermi liquid has been derived by several authors.[49, 55, 56] The most direct derivation starts from the Kadanoff-Baym quantum kinetic equa-
The collision integral derived in this manner has the form

$$I_k(t) = I_k^{in}(t) - I_k^{out}(t),$$

where

$$I_k^{in}(t) = \int_{-\infty}^{t} dt_1 \left\{ \Sigma_k^<(t,t_1) G_k^>(t_1,t) + G_k^>(t,t_1) \Sigma_k^<(t_1,t) \right\},$$

and

$$I_k^{out}(t) = \int_{-\infty}^{t} dt_1 \left\{ \Sigma_k^>(t,t_1) G_k^<(t_1,t) + G_k^<(t,t_1) \Sigma_k^>(t_1,t) \right\}.$$

Here, the lesser and greater Green's functions and the corresponding self-energies are all $2 \times 2$ matrices in spin space. For the self-energy function one adopts the Born approximation, in other words, second order in an effective electron-electron interaction. The scattering amplitude is denoted by $W_{kpkp'}$, where $k, p$ are the momenta of the incoming particles and $k', p'$ those of the outgoing ones (Notice that one must have $k + p = k' + p'$ by momentum conservation). In the simplest approximation $W$ is simply the Fourier transform of the Coulomb interaction:

$$W_{kpkp'} = \frac{4 \pi e^2}{\epsilon |k - k'|^2} \delta_{k+p,k'+p'},$$

Figure 3.1: Contributions to the collision integral under the Born approximation.
where \( \epsilon \) is the background dielectric constant of the semiconductor and \( e \) is the electron charge. Here, we will include RPA screening and post-RPA screening via local field factors. In a more complete treatment, the effective interaction would also depend on the relative orientation of the spins; we will not consider such effects here, but simply assume that \( W \) is averaged over the relative spin orientations.

In Fig. 3.1, we show the diagrams that contribute to the collision integral in this approximation. As a further approximation, we adopt the generalized Kadanoff-Baym (GKB) ansatz\(^{[57, 58]}\) relating the Green’s functions to the distribution function:

\[
G^{<}_{k}(t, t') = \rho_{k}(t)G^{a}_{k}(t, t') - G^{r}_{k}(t, t')\rho_{k}(t') ,
\]

where

\[
G^{r}_{k}(t, t') = -i\theta(t - t')e^{-i\varepsilon_{k}(t-t')} ,
\]

\[
G^{a}_{k}(t, t') = i\theta(t' - t)e^{-i\varepsilon_{k}(t-t')} ,
\]

and \( \varepsilon_{k} = \hbar^{2}k^{2}/2m^{*} \) is the single-electron energy in a parabolic band of effective mass \( m^{*} \).\(^{1}\)

Notice that we are neglecting interaction contributions to the single particle energy, coming, for example, from exchange. It is assumed that these contributions are properly included in the effective mass. As a final approximation we ignore the difference between \( \rho_{k}(t_{1}) \) and \( \rho_{k}(t) \), i.e. we assume that the distribution function is slowly varying on the time scale probed by the integrals in Eq. (3.5). This is commonly referred to as the Markovian approximation, and is completely justified in the solution of a steady-state problem. Then, the remaining integral over time contains only a principle value term and a \( \delta \) of conservation of energy. Retaining only the dissipative contribution (from the conservation of energy term), the final

\(^{1}\)There is a sign correction in the exponential of Eq. (3.8b) compared to the published article \([18]\).
The expression is

\[ I_k(t)^{\text{ee}} = -\frac{\pi}{\hbar} \sum_{k'pp'} \delta \left( \varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'} \right) \delta_{k+p,k'+p'} \]

\[
\left| \left[ W_{kpk'p'} \right] \right|^2 \left\{ \{ \rho_k, \hat{1} - \rho_{k'} \} \right\} \right] \left[ \rho_p \right] \left[ \hat{1} - \rho_{p'} \right] - \left\{ \{ \hat{1} - \rho_k, \rho_{k'} \} \right\} \left[ \rho_p \right] \left[ \hat{1} - \rho_{p'} \right] \right].
\]

We note that the collision integral in Eq. (3.9) can be shown to be exactly equivalent to the one presented in [49] by substituting \( \rho_k = f_k \hat{1} + s_k \cdot \sigma \) and carrying out some straightforward algebraic manipulations. However, at variance with Ref. [49], we only consider in the following the linearized form of the collision integral, take into account effects beyond RPA in the effective interaction, and neglect self-energy corrections which, when evaluated with properly screened interactions, can be shown to have negligible dependence on momentum.[40]

We now show that the relaxation-time approximation in Eq. (1.12) is consistent with this collision integral linearized in \( \rho_{1k} \). With \( \delta \left( \varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'} \right) \), the quasi-equilibrium distributions make no contribution:

\[
\left\{ \rho_{0k}, \left( \hat{1} - \rho_{0k} \right) \right\} \left[ \rho_{0p} \right] \left[ \hat{1} - \rho_{0p'} \right] = \left\{ \left( \hat{1} - \rho_{0k} \right), \rho_{0k} \right\} \left[ \left( \hat{1} - \rho_{0p} \right), \rho_{0p} \right]
\]

and

\[
\left\{ \rho_{0k}, \left( \hat{1} - \rho_{0k} \right) \rho_{0p} \left( \hat{1} - \rho_{0p'} \right) \right\} = \left\{ \left( \hat{1} - \rho_{0k} \right), \rho_{0k} \right\} \left( \hat{1} - \rho_{0p} \right) \rho_{0p'}.
\]
Then, each term in the collision integral contains one $\rho_1$:

$$
\{\rho_k, \hat{1} - \rho_{k'}\} \text{Tr}[\rho_p (\hat{1} - \rho_{p'})] - \{\hat{1} - \rho_k, \rho_{k'}\} \text{Tr}[(\hat{1} - \rho_p) \rho_{p'}] =
$$

$$
\{\rho_{1k}, \hat{1} - \rho_{0k'}\} \text{Tr}[\rho_{0p} (\hat{1} - \rho_{0p'})] + \{\rho_{1k}, \rho_{0k'}\} \text{Tr}[(\hat{1} - \rho_{0p}) \rho_{0p'}] - \{\rho_{0k}, \rho_{1k'}\} \text{Tr}[\rho_{0p} (\hat{1} - \rho_{0p'})] - \{\hat{1} - \rho_{0k}, \rho_{1k'}\} \text{Tr}[(\hat{1} - \rho_{0p}) \rho_{1p'}]$$

(3.12)

and

$$
\{\rho_k, (\hat{1} - \rho_{k'}) \rho_p (\hat{1} - \rho_{p'})\} - \{\hat{1} - \rho_k, \rho_{k'} (\hat{1} - \rho_p) \rho_{p'}\} =
$$

$$
\{\rho_{1k}, (\hat{1} - \rho_{0k'}) \rho_{0p} (\hat{1} - \rho_{0p'})\} + \{\rho_{1k}, \rho_{0k'} (\hat{1} - \rho_{0p}) \rho_{0p'}\} - \{\rho_{0k}, \rho_{1k'} \rho_{0p} (\hat{1} - \rho_{0p'})\} - \{\hat{1} - \rho_{0k}, \rho_{1k'} (\hat{1} - \rho_{0p}) \rho_{0p'}\}$$

(3.13)

$$
+ \{\rho_{0k}, (\hat{1} - \rho_{0k'}) \rho_{1p} (\hat{1} - \rho_{0p'})\} + \{\hat{1} - \rho_{0k}, \rho_{0k'} \rho_{1p} \rho_{0p'}\} - \{\rho_{0k}, (\hat{1} - \rho_{0k'}) \rho_{0p} \rho_{1p'}\} - \{\hat{1} - \rho_{0k}, \rho_{0k'} (\hat{1} - \rho_{0p}) \rho_{1p'}\}.
$$

These can be simplified a bit further, but at a loss of readability.

We assumed in Eq. (1.13) that the collision integral is proportional to $\rho_{1k}$, which is in turn proportional to $[\Omega_k \cdot \sigma, \rho_{0k}]$. Furthermore, each component of $\Omega_k$ gets all its angular dependencies from $l = 3$ spherical harmonics [e.g. $\Omega_{k,z}$ is expressed this way in Eq. (3.18)]. Obviously $\rho_{0k}$ contains no such terms. Therefore $\rho_{1k}$ must contain only $l = 3$ spherical harmonics. Viewing the collision integral as an integral operator,

$$
\mathcal{L} \rho_{1k} = \sum_{k'} \mathcal{L}(k,k') \rho_{1k'},
$$

(3.14)

it is apparent that $\mathcal{L}$, being rotationally invariant, has no means of changing the harmonic content of $\rho_{1k'}$. Then, we reach the conclusion that the collision integral also contains only $l = 3$ harmonics. In other words, we see that the relaxation time approximation introduced
in Eq. (1.12) is consistent with the form of the linearized collision integral.

Clearly, \( \rho_{1k} \) is traceless; so then is the collision integral. We trace the linearized collision integral with \( \sigma \) to find a relationship between elements in \( \rho_{1k} \) and \( I_k \). In the limit of small spin polarization, \( \rho_k \) is expanded to first order in the polarization energy with the assumption that \( \varepsilon_s \ll \varepsilon_k \). \( \rho_0k \) and \( \rho_1k \) then take the forms:

\[
\rho_0k = f_0^0 \hat{1} + \beta \varepsilon_s f_0^0 (1 - f_0^0) \hat{s} \cdot \sigma, \\
\rho_1k = \tau^*_k \beta \varepsilon_s f_0^0 (1 - f_0^0) (\Omega_k \times \hat{s}) \cdot \sigma,
\]

where \( f_0^0 \) is the unpolarized Fermi-Dirac distribution. Equating terms of first order in \( \varepsilon_s \) we find

\[
f_0^0 (1 - f_0^0) \Omega_k \times \hat{s} = \\
\frac{4\pi}{\hbar} \left[ \frac{1}{(2\pi)^6} \sum_{p'} \int d\Omega' \right] f_0^0 (1 - f_0^0) f_0^0 (1 - f_0^0) \delta (\varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'}) \delta_{k+p,k'+p'} \\
\left\{ |W_{kpp'}|^2 [\tau^*_k \Omega_k - \tau^*_{k'} \Omega_{k'}] \\
- \frac{1}{2} |W_{kpp'} W_{kp'p'}| \left[ \tau^*_k \Omega_k - \tau^*_{k'} \Omega_{k'} + \tau^*_p \Omega_p - \tau^*_{p'} \Omega_{p'} \right] \right\} \times \hat{s}.
\]

Cubic symmetry in III-V semiconductors permits us to consider only one component of this vector relation, \( \Omega_k \times \hat{s} \to \Omega_{k,z} \). The later quantity can be conveniently written in terms of spherical harmonics, \( Y^m_l(\theta, \phi) \):

\[
\Omega_{k,z} = \frac{\alpha_e \hbar^2 k^3}{\sqrt{2m^2 Eg}} \sqrt{\frac{8\pi}{105}} \left[ Y^2_3(\vartheta_k, \varphi_k) + Y^2_{-2}(\vartheta_k, \varphi_k) \right].
\]

This fact, together with isotropy of the scattering, imply that the solution \( \tau^*_k \) of Eq. (3.17) does not depend on the direction of \( k \). Indeed, assuming \( \tau^*_k = \tau^*_{k} \), we find that the presence of \( \Omega_{k,z} \) [given by Eq. (3.18)] in the integrals in Eq. (3.17) already guarantees that the whole
right hand side has the proper angular dependences, consistent with that of the left hand side. As further evidence of this fact, it is easily demonstrated that integration of $\Omega_{q,z}$ (where $q$ can be any of $k'$, $p$, or $p'$) over $d\hat{q}$ results in a term proportional to $\Omega_{k,z}$. This is shown in Appendix B.1.

As usual, further simplifications come in the degenerate limit because the factor $f_0^k(1 - f_0^{k'})f_0^p(1 - f_0^{p'})$ confines the momentum integrals to a narrow shell around the Fermi energy, where the density of states can be well approximated by a constant. In this case, $\tau^*_k = \tau^*(\xi)$ becomes a function of the dimensionless energy variable, $\xi = (\varepsilon_k - \mu)/(k_B T)$, which satisfies a one-dimensional integral equation of the following form:

$$B = \int_{-\infty}^{\infty} dx K(x, \xi) \left[ \tau^*(\xi) - \lambda \tau^*(x) \right]. \quad (3.19)$$

The first term of the integral corresponds to the combination of each of the first terms in square brackets of Eq. (3.17); the second term in the integral picks up the remaining terms in the square brackets of Eq. (3.17). A detailed derivation of this equation, starting with Eq. (3.17), is given in Appendix B.2. The kernel $K(x, \xi)$ and the parameters $B$ and $\lambda$
entering Eq. (3.19) are defined as follows:

\[
K(x, \xi) = f^0(-x) \left[ \frac{\xi - x}{1 - e^{\xi - x}} \right], \quad (3.20a)
\]

\[
B = \frac{\hbar^7 (2\pi)^4}{m_e^3 (k_B T)^2} \left( A_1 - \frac{A_2}{2} \right)^{-1}, \quad (3.20b)
\]

\[
\lambda = \frac{A_1 \lambda_1 - A_2 \lambda_2}{A_1 - A_2/2}, \quad (3.20c)
\]

\[
A_1 = \int d\Omega \frac{|W_{kk}^k|^2}{\cos(\theta/2)}, \quad (3.20d)
\]

\[
A_2 = \int d\Omega \frac{|W_{kk}^k W_{kp}^p|^2}{\cos(\theta/2)}, \quad (3.20e)
\]

\[
\lambda_1 = \frac{1}{A_1} \int d\Omega \frac{|W_{kk}^k|^2}{\cos(\theta/2)} P_3(\cos \theta_1), \quad (3.20f)
\]

\[
\lambda_2 = \frac{1}{A_2} \int d\Omega \frac{|W_{kk}^k W_{kp}^p|^2}{\cos(\theta/2)} \left[ P_3(\cos \theta_1) - P_3(\cos \theta) + P_3(\cos \theta_2) \right], \quad (3.20g)
\]

\(P_3(x)\) is the 3rd order Legendre polynomial. The solid angle \(d\Omega = \sin \theta \, d\theta \, d\phi\) should not be confused with the Dresselhaus Larmor frequency. All of these angles \((\theta, \phi, \theta_1, \theta_2)\) are described in Appendix B.2, but briefly: \(\theta\) is the angle between \(k\) and \(p\); \(\phi\) is the polar angle about the \(k + p\) axis, between \(k'(p')\) and \(k(p)\); \(\cos \theta_1 = \hat{k} \cdot \hat{k}' = (1/2)(1 + \cos \theta + \cos \phi - \cos \theta \cos \phi); \quad \cos \theta_2 = \hat{k} \cdot \hat{p}' = (1/2)(1 + \cos \theta - \cos \phi + \cos \theta \cos \phi)\).

Integral equations of the type in Eq. (3.19) with a kernel of Eq. (3.20a) are common in the theory of transport coefficients of Fermi liquids.\[53, 59\] The general method of solution has been proposed by Sykes and Brooker.\[54\] This amounts to a clever Fourier transform utilizing the convolution theorem and ultimately changing the integral equation to a recognizable inhomogeneous differential equation. The solution to our Eq. (3.19) may then literally be read out from their paper:

\[
\tau^*(\xi) = \frac{\cosh(\xi/2)}{2\pi} \int_{-\infty}^{\infty} d\omega \, e^{-i\omega\xi} \frac{B}{\pi} \sum_{l=0}^{\infty} \frac{(4l + 3) \Phi_{2l}(\omega)}{\Lambda_{2l}(\Lambda_{2l} - \lambda)}, \quad (3.21)
\]
where

\[ \Phi_l(\omega) = p_{l+1}^1 (\tanh \pi \omega) , \quad (3.22) \]

\[ \Lambda_l = \frac{1}{2} (l + 1)(l + 2) , \quad (3.23) \]

and \( p_{l}^m(x) \) are the associated Legendre polynomials.

In Section 3.2 we showed that the physical spin relaxation time is proportional to an average effective scattering time \( \tau_{\text{avg}}^* \) given by Eq. (3.3). Expressing the summation over \( k \) in Eq. (3.3) in terms of a \( \xi \)-integral and using the solution of Eq. (3.21), we arrive at our final result:

\[ \tau_{\text{avg}}^* = \int_{-\infty}^{\infty} d\xi \left( -\frac{df}{d\xi} \right) \tau^*(\xi) \]

\[ = \frac{B}{2\pi^2} \sum_{l=0}^{\infty} \frac{4l + 3}{\Lambda_{2l} [\Lambda_{2l} - \lambda]} . \quad (3.24) \]

As it turns out, for all calculations performed in this study, the first two terms of the sum account for greater than 99% of total scattering time. The first term alone is about 95% of the sum at the lowest density examined \( (n \sim 10^{16}\text{cm}^{-3}) \) and the accuracy increases with increasing density.

For reference, we also mention the plane wave scattering time. This can be calculated readily from Eq. (B.24) by setting \( P_3(x) \to 0 \) and \( \tau_k^* \to \tau_k \). The \( k \)-dependent scattering time is

\[ \tau_k = 2B \left[ \left( \frac{\varepsilon_k - \mu}{k_B T} \right)^2 + \pi^2 \right]^{-1} \quad (3.25) \]

and the averaged scattering time is

\[ \tau_{\text{avg}} = \frac{3B}{2\pi^2} . \quad (3.26) \]

Notice the close relationship between the plane wave scattering time and the \( l = 0 \) term of
the effective scattering time:

$$
\tau^*_{\text{avg}, t=0} = \frac{3B}{2\pi^2} \left( \frac{1}{1-\lambda} \right).
$$

For $0 < \lambda < 1$, the effective scattering time is enhanced (or the rate is decreased) compared to the plane wave scattering time. This range of $\lambda$ is consistent with the calculations we make including the Dresselhaus field in Section 3.5.

### 3.3.2 Electron-hole collisions

The collision integral for electron-hole collisions is simply the direct-process-only portion of Eq. (3.9):

$$
I_k(t)^{e-h} = -\frac{\pi}{\hbar} \sum_{k'\mathbf{p}\mathbf{p}'} \delta \left( \varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'} \right) \delta_{k+p,k'+p'} |W_{kk'}|^2
\left( \{ \rho_{k}, \hat{1} - \rho_{k'} \} \text{Tr} \left[ \rho^{(h)}_{p} \left( \hat{1} - \rho^{(h)}_{p'} \right) \right] - \{ \hat{1} - \rho_{k}, \rho_{k'} \} \text{Tr} \left[ \left( \hat{1} - \rho^{(h)}_{p} \right) \rho^{(h)}_{p'} \right] \right),
$$

where $\rho^{(h)}$ is the hole density matrix. We consider equal densities of electrons and holes so that the Fermi momentum wavevectors are equal for the two species. This condition is likened to an intrinsic semiconductor under optical excitation. Additionally, the valence band energy for holes is considered parabolic.

The same logic used in solving the collision integral for electron-electron collisions (in Appendix B.2) can be applied here with the modification

$$
dk' dp = \frac{m_e m_v^2}{2\hbar^6 \cos(\theta/2)} d\varepsilon_{k'} d\varepsilon_{p} d\varepsilon_{p'} \sin \theta d\theta d\varphi dp',
$$

where $m_v$ is the effective valence band hole mass. Following the same procedure used in $e$-$e$
scattering, the average effective scattering time for electron-hole collisions is

\[ \tau_{\text{avg}}^{*(h)} = \frac{B^{(h)}}{2\pi^2} \sum_{l=0}^{\infty} \frac{4l + 3}{\Lambda_{2l} [\Lambda_{2l} - \lambda_1]} , \]  
(3.30)

where \( \lambda_1 \) is the same as in Eq. (3.20f), \( \Lambda_l \) is given by Eq. (3.23), and

\[ B^{(h)} = \frac{\hbar^7 (2\pi)^4}{m_e m_c^2 (k_B T)^2} A_1^{-1} . \]  
(3.31)

The plane wave scattering time is simply

\[ \tau_k^{(h)} = 2B^{(h)} \left[ \left( \frac{\varepsilon_k - \mu}{k_B T} \right)^2 + \pi^2 \right]^{-1} \]  
(3.32)

with an average of

\[ \tau_{\text{avg}}^{(h)} = \frac{3B^{(h)}}{2\pi^2} . \]  
(3.33)

### 3.3.3 Electron-impurity collisions

The collision integral for elastic collisions from impurities is considerably simpler:

\[ I_k(t)^{\omega_i} = -\frac{\pi}{\hbar} \sum_{k'} |W_{kk'}|^2 \delta (\varepsilon_k - \varepsilon_{k'}) (\rho_{1k} - \rho_{1k'}) . \]  
(3.34)

The resulting effective scattering rate is[5, 17]

\[ \frac{1}{\tau_{k_F}^{*(i)}} = \frac{m_e k_F n_i}{4\pi \hbar^3} \int_{-1}^{1} d(\cos \theta) \left| W(\cos \theta) \right|^2 [1 - P_3(\cos \theta)] , \]  
(3.35)

where \( n_i \) is the density of impurities.
3.4 Effective scattering amplitudes

We can apply the formulas derived in the previous section to the calculation of effective scattering times in both intrinsic and extrinsic semiconductors, provided they are in the degenerate regime \((k_B T \ll \varepsilon_F)\). The intrinsic case will be considered first, since it is in this case that many-body effects play the dominant role. Electron-hole pairs are created in an intrinsic semiconductor by optical excitation and may, if the recombination time is sufficiently long, condense in a degenerate electron-hole liquid. The impurity concentration is negligible and electron-electron and, especially, electron-hole scattering plays the dominant role in controlling the DP mechanism of spin relaxation. We will also consider, for completeness, the electron liquid in extrinsic \(n\)-type doped semiconductors. In this case the doped electrons come from donor impurities and there is typically one impurity per electron. Furthermore, because we are considering a bulk semiconductor, the impurities are homogeneously distributed throughout the electron liquid, and thus provide the dominant scattering mechanism – far more important than electron-electron scattering, as we will see.

The crucial ingredient of the calculation is, of course, the effective interaction \(W\) to be used in Eqs. (3.24), (3.30), and (3.35). Here we have two options. The first option is to adopt a simple RPA-screened Coulomb interaction (also known as Lindhard screening); this leads to a parameter-free expression for the interaction, which should be exact in the high density limit. However, Lindhard screening is known to be inaccurate as the density decreases, and furthermore, the form of the RPA effective interaction misses important correlations between the electrons under consideration and the surrounding medium – correlations that become more and more important at low density. To counter these drawbacks, one may resort to a second option in which both the dielectric function and the effective interaction are modified by many-body local field factors which encapsulate exchange and correlation effects. (Discussion of these modified effective interactions can be found in Section 5.5 of reference [40].) Unfortunately, even this approach is not problem-free, since the local field
factors are imperfectly known in the electron liquid, and even more so in the electron-hole liquid. Nevertheless, the behavior of the many-body local field factors is constrained by exact sum rules and limiting cases which, taken together, allow us to form a qualitatively correct picture of the effective interaction at low density (still in the degenerate regime).

We would like to point out that J. Zhou has also performed calculations of the spin relaxation time including Singwi-Tosi-Land-Sjölander local field corrections, but in 2D GaAs systems.[60]

We define the two-particle bare Coulomb interaction ($v_{ij}$) and static Lindhard function ($\chi_{0i}$) ahead of time:

\[ v_{ij}(q) = \frac{4\pi e_i e_j}{\epsilon_r q^2}, \quad (3.36) \]

\[ \chi_{0i}(q) = -N_i(0) \left[ \frac{1}{2} + \frac{1 - x^2}{4x} \ln \left| \frac{1 + x}{1 - x} \right| \right], \quad (3.37) \]

where $x = q/2k_F$, $N_i(0)$ is the density of states at the Fermi level for electrons or holes, and $\epsilon_r$ is the relative dielectric constant of the medium.

For the electron liquid, electron-electron interactions are handled by a spin averaged Kukkonen-Overhauser scattering amplitude:[61]

\[ W_{e-e}^{{\text{EL}}} (q) = v_{11}(q) + [v_{11}(q) (1 - G_{11}^s(q))]^2 \chi_{11}(q), \quad (3.38) \]

with the static density-density response function:

\[ \chi_{11}(q) = \frac{\chi_{01}(q)}{1 - v_{11}(q) [1 - G_{11}^s(q)] \chi_{01}(q)}. \quad (3.39) \]

$G_{11}^s(q)$ is the spin symmetric local field factor for electron liquids. The scattering amplitude has the following physical interpretation: The first term $v_{11}(q)$ is the bare Coulomb interaction between electrons while the second term has an electron interacting with the density...
induced in the electron liquid which in turn acts on another electron (each with a reduced Coulomb interaction). Our calculations in the following section use a fit for $G^{s}_{11}(q)$ from Moroni, et al.[62] (also reviewed in [63]) which is based on diffusive Monte Carlo studies of the static density-density response function. It should be noted that $G^{s}_{11}(q)$ used in these calculations is intended for use with $2 < r_s < 10$ and $0 < q < 3k_F$, but limiting behavior and graphical analysis suggests the fit is still qualitatively reasonable for the range of $r_s$ examined in this study, $0.4 < r_s < 2$ ($r_s$ is the average inter-particle distance in units of the effective Bohr radius.). Since we are restricted to the Fermi surface, the range of $q$ is not a concern, $0 < q < 2k_F$. Setting $G^{s}_{11}(q) = 0$ amounts to using the random phase approximation (RPA).

Impurity scattering rates in the electron liquid are calculated with the electron-test charge effective scattering amplitude:

$$W^{\text{EL}}_{e-i}(q) = v_{21}(q) + v_{21}(q)\chi_{11}(q)v_{11}(q) \left[1 - G^{s}_{11}(q)\right], \quad (3.40)$$

where $\chi_{11}(q)$ is as in Eq. (3.39) and we are assuming a uniform distribution of impurities. The physical interpretation is similar to that described for Eq. (3.38), except now the impurity interacts with the density induced in the electron liquid with the bare Coulomb interaction.

For the electron-hole liquid, a multicomponent scattering amplitude analogous to the Kukkonen-Overhauser formula is necessary:

$$W^{\text{EHL}}_{ij}(q) = v_{ij}(q) + \sum_{kl=1}^{2} v_{ik}(q) \left[1 - G^{s}_{ik}(q)\right] \chi_{kl}(q)v_{lj}(q) \left[1 - G^{s}_{lj}(q)\right]. \quad (3.41)$$

Electron-electron scattering is represented by $W^{\text{EHL}}_{11}$, and electron-hole scattering by $W^{\text{EHL}}_{12}$. 
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The density response function is found from [64]
\[
[(\chi^{-1})_{ij}(q)] = [\chi_{0i}(q)]^{-1} \delta_{i,j} - v_{ij}(q) \left( 1 - G^s_{ij}(q) \right),
\]
where \(\chi\) is the spin symmetric density response function in matrix form. The local field factors for electron-hole liquids (which should not be confused to be the same as those for the electron liquid) have not been well studied to the best of our knowledge. We opt to use an approximate form of \(G^s_{ij}(q)\) from [64] with parameters based on a hole-to-electron mass ratio of \(m_h/m_e = 6\), which is actually not too far from the value of the ratio in GaAs. Again, setting \(G^s_{ij}(q) = 0\) amounts to using RPA.

3.5 Calculations of the effective scattering rates and spin relaxation times

According to Eq. (3.2), to calculate the spin relaxation time \(\tau_s\) we need two ingredients: the average scattering time \(\tau^*_\text{avg}\) and the mean square of the spin-orbit field \(\langle \Omega_k^2 \rangle_{k_F}\). The former has been calculated in Section 3.3 and is given by Eq. (3.24) for electron-electron scattering and Eq. (3.30) for electron-hole scattering. The later can be found straightforwardly using the explicit form of \(\Omega_k\) in Eq. (1.5):
\[
\frac{2}{3} \langle \Omega_k^2 \rangle_{k_F} = \frac{32 \alpha^2 \varepsilon_F^3}{105 \hbar^2 E_g}.
\]
Inserting this result into Eq. (3.2), we get for the spin relaxation time
\[
\frac{1}{\tau_s} = \tau^*_\text{avg} \frac{32 \alpha^2 \varepsilon_F^3}{105 \hbar^2 E_g}.
\]

While the above results are valid for generic zincblende III-V semiconductors, we opt to include results for GaAs with the following properties: \(m_c = 0.067m_e, m_v = 0.47m_e\),
$E_g = 1.43\text{eV}$, $\epsilon_r = 13.2$, and $\alpha_c = 0.07$. In Fig. 3.2, panel (a), the electron scattering rates from electrons and impurities in the electron liquid (EL) are plotted as functions of density. Panel (b) shows scattering from electrons and holes in the electron-hole liquid (EHL). Recalling that the SRT is proportional to the scattering rate, we can see immediately via application of Matthiesen’s rule that between electron-electron ($e-e$) collisions and electron-impurity ($e-i$) collisions, the SRT will be controlled by $e-i$ collisions in $n$-GaAs. Only at low densities do $e-e$ collisions begin to make a significant contribution, and at that point degeneracy diminishes so that one should be more careful about including non-degenerate effects. In the electron-hole liquid (intrinsic GaAs), $e-e$ collisions are downplayed even more and electron-hole collisions ($e-h$) dominate the effective scattering rate. The physical reason for this is that holes, with their large mass and concurrently high density of states provide effective screening of the electron-electron interaction, which thus turns out to be much smaller than in the electron liquid. On the other hand, the presence of $e-h$ scattering more than makes up for what is lost in the $e-e$ scattering strength.

When compared to the scattering rates of plane waves, the effective scattering rates are found to be generally smaller: see again Fig. 3.2. Approximating the effective scattering time by the plane wave lifetime can lead to a difference in the SRT of between 0 and 1 order of magnitude. As discussed in the introduction, this happens because some collision processes cause a large change in momentum but a small change in the Dresselhaus field (consider for example a collision that takes us from a point in $k$-space where the Dresselhaus field vanishes to another symmetry-related point where it also vanishes); such a process contributes to the plane wave lifetime, but has no effect on spin relaxation. The use of the effective scattering rate rather than the plane wave approximation appears to be of utmost importance for high densities, but one must be cautious that the rate of spin relaxation does not approach the order of magnitude of the momentum scattering rate, as we will see momentarily.

In Fig. 3.3 the effect of local field factors on the effective scattering rates is apparent
especially at low densities. While the local field factors for the electron-hole liquid are rough approximations based on $m_v/m_c = 6$, and so their results might not be quantitatively accurate, they likely reflect the qualitative trends as functions of density. Additionally, while the local field factors for the electron liquid have been calculated using modern quantum Monte Carlo analyses of the density response function, they were designed for the pure electron liquid (no impurities) and considerably smaller densities. Disclaimers aside, we see that the inclusion of the local field factor generally enhances the effective scattering rates, and therefore suppresses the spin relaxation rate ($e-e$ scattering in the EHL is a bit of an anomaly here). The enhancement of the interaction is expected on physical grounds since, as the density is lowered, the electron-hole liquid becomes increasingly “soft” – meaning a large density of low-lying excitations – and has a strong tendency to develop inhomogeneous density waves. The strong effective interaction arising from this softening was recognized long ago as a possible mechanism of superconductivity in the electron-hole liquid.[64] However, the precise value of $r_s$ (the average inter-particle distance in units of the effective Bohr radius) at which the transition would occur, as well as the actual degree of enhancement at a given $r_s$, are still quite uncertain.

With regard to Zhao’s work mentioned in the introduction, the claims argued there are still relevant. The spin polarized packets in Zhao’s experiment consist of a degenerate center

Figure 3.2: The plane wave and effective scattering rates in the a) electron liquid (EL) and b) electron-hole liquid (EHL) have been calculated with RPA at $T = 20K$. 
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Figure 3.3: a) Local field factors for the electron liquid (EL) are derived from fits by Moroni, *et al.*[62] and their inclusion in the scattering amplitude has the overall effect of enhancing the scattering rate. b) Local field factors for the electron-hole liquid (EHL) are based on a hole-to-electron mass ratio of 6 and are found in Vignale, *et al.*[64] The $G$ signifies inclusion of local field factors while RPA sets local field factors equal to 0. All rates have been calculated at $T = 20$K.

and non-degenerate tails. In the tails, $e-i$ collisions are reduced in lieu of $e-e$ collisions so that the effective scattering rate is generally smaller than in the center of the packet. The net effect is that spins relax faster in the tails than in the center.

The spin relaxation times for $n$-GaAs and intrinsic GaAs are plotted in Fig. 3.4. As $n$-GaAs is largely dominated by $e-i$ collisions, it can be understood why past theoretical curves fit the experimental data in references [65] and [66] so well. Caution should be taken when calculating the SRT for electrons in the electron-hole liquid. A region of validity becomes apparent for the relaxation time approximation in Eq. (1.13). As pointed out earlier, SRTs shorter than the plane wave scattering time break the derivation of the effective scattering time. The plane wave lifetime in $n$-GaAs is sufficiently short to avoid this problem for all densities examined here, but $e-h$ scattering has a comparatively long scattering lifetime which results in unfeasibly short SRTs. Admittedly, the overall effective scattering rate ought to take into account all scatterers (phonons, impurities, etc.) which may ultimately lengthen the SRT. The intrinsic GaAs example here is an idealized electron-hole liquid.
Figure 3.4: The spin relaxation time in a) $n$-GaAs and b) intrinsic GaAs. Calculations were performed with RPA at $T = 20$K. $n$-GaAs is modeled by the EL and includes contributions from electron-electron and electron-impurity collisions. Impurity collisions dominate the SRT for the degenerate electron liquid. Intrinsic GaAs is modeled by the EHL and includes contributions from electron-electron and electron-hole collisions. Electron-hole collisions dominate the SRT for the degenerate electron-hole liquid. Where the SRT crosses the scattering time marks the beginning of the breakdown of the standard DP assumptions. From this point on, spin relaxation and momentum relaxation occur on similar time scale and can no longer be separated. Eventually, at very high density, momentum relaxation becomes extremely slow and spin and momentum dynamics become decoupled again, this time with each spin performing an independent precession in the Dresselhaus field at a given point $k$. 
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3.6 Conclusion

We have derived simple one- and two-dimensional integrals for the effective scattering rate of electrons in the many body system, valid in the degenerate regime. The energy dependence has been handled according to exact expressions by Sykes/Brooker[54] and the angular dependence is a result of a Dresselhaus field acting as an addition spin-axis re-orientation mechanism. In general, scattering events with the Dresselhaus field present are less effective in randomizing the momentum axis than without a field present.

In highly degenerate systems, the contribution of electron-electron scattering to the spin relaxation time is minimal in comparison to electron-impurity or electron-hole contributions. For the case of high degeneracy in intrinsic GaAs, we observe a limitation of the assumption that the timescale of spin relaxation is long compared to the scattering lifetime. In this regime, the quasiparticles are essentially non-interacting and the DP mechanism is superseded by the spin precession of individual quasiparticles of essentially constant momentum.

Local field factors, taking into account exchange and correlation effects, have been introduced into the scattering rate calculations. Scattering rates are generally enhanced compared to using RPA, more-so at low densities, for both electron-electron interactions and electron-hole interactions. Significant improvements to the accuracy of the scattering rates could be made with new local field factors tailored to the densities of typical intrinsic and $n$-type III-V semiconductors.
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Chapter 4

Spin relaxation near a ferromagnetic transition

4.1 Introduction

The draw of magnetic semiconductors is readily apparent from the name; they offer an opportunity to blend magnetic and semiconducting properties in a single material. In spintronics, this is especially relevant because of the additional means of interaction through the magnetic and electrical properties of carriers. While ferromagnetism in dilute magnetic semiconductors[67–71] remains relegated to low temperatures, these systems have proven useful to better understand critical phenomena and some of the physics has potential application in metallic ferromagnets.[72–74]

In this chapter, we examine the impact of a ferromagnetic transition on carrier spin lifetimes. Strong spin fluctuations are expected for the constituents driving a ferromagnetic phase change.[75] These fluctuations can manifest themselves through enhanced carrier scattering. In the Dyakonov-Perel (DP) spin relaxation mechanism,[11] spin lifetimes are typically inversely related to scattering lifetimes. Then, in the DP mechanism, enhanced
scattering due to spin fluctuations can inhibit the rate of spin relaxation. Under these circumstances, we can find a crossover in dominant spin relaxation mechanism to Elliott-Yafet[7, 12, 13] or simply spin flips in scattering, both of which scale with the rate of scattering as opposed to inversely.

The model we use to simulate this ferromagnetic transition is a dilute magnetic semiconductor with itinerant carriers interacting via spin exchange with localized magnetic impurities. GaMnAs is the prototypical material to which this model is often applied, though not without controversy over the hole transport mechanism.[73, 76, 77] GaGdN is another example with $s$-$f$ exchange driving the ferromagnetic transition.[7, 78, 79] We keep the discussion fairly generic, applying parameters related to a GaMnAs system for the sake of calculations and analysis, but noting that the model is meant more as an example of critical phenomena than an exact description of GaMnAs. Other articles have examined the critical behavior of GaMnAs in more detail.[77, 80–84] Our treatment is mean-field-like in that we replace the many-body interactions by an average self-consistent field generated by all the particles in the system. Still, we give it substance by considering dynamic spin fluctuations of the particles.

Derivations of spin relaxation times resulting from spin dependent scattering are presented for two mechanisms: spin flips in scattering and the DP mechanism. We find some interesting features not seen before with spin-independent scattering. The results are applicable to dynamic, spin-polarized systems and focus primarily on the contribution of carrier-carrier interactions mediated by the spin fluctuations of magnetic impurities. We apply common Fermi liquid theory techniques, beginning with the Kadanoff-Baym kinetic equation. In utilizing the GW approximation for the carriers’ self-energy, the resulting expressions are generic to a wide variety of effective interactions. The results derived here follow previous analytic[7, 18, 47–49] and computational[42, 85, 86] studies, but extend on them significantly via inclusion of dynamics and dissipative spin-dependent interactions. The results have been reduced to relatively easy to calculate two dimensional integrals,
making them accessible to quick calculations.

This chapter is organized as follows: in Section 4.2, we present an effective interaction that can be used to generate a ferromagnetic transition and which will be used to calculate carrier scattering rates; in Section 4.3, we discuss the ferromagnetic phase change and the behavior of the scattering amplitude near the transition; in Section 4.4 we derive analytic expressions for the rate of spin relaxation due to spin-flips in scattering and the DP mechanism; in Section 4.5, we analyze some results of spin relaxation across a ferromagnetic transition; Section 4.6 contains our concluding remarks.

4.2 Effective spin-spin interaction

We first introduce the model dilute magnetic semiconductor on which we base calculations. Our model resembles the Zener model of ferromagnetism, with a ferromagnetic transition being driven by spin-exchange interactions between itinerant carriers and localized magnetic impurities.[84, 87] The Hamiltonian has the following contributions:

\[
\mathcal{H}_\sigma = \int dr \left( \frac{p(r)^2}{2m_c} + \mu_B g_\sigma(r) \cdot B_\sigma(r) \right),
\]

\[
\mathcal{H}_S = \int dR \mu_B g_S S(R) \cdot B_S(R),
\]

\[
\mathcal{H}_{\sigma S} = \int dr \int dR J \delta (r - R) \sigma(r) \cdot S(R).
\]

The carrier contribution to the Hamiltonian \( \mathcal{H}_\sigma \) contains kinetic and magnetic terms, where \( m_c \) is the effective mass of the carriers, \( g_\sigma \) is their \( g \)-factor, and the field \( B_\sigma \) acts only on carriers. The magnetic impurities are localized, so their contribution to the Hamiltonian \( \mathcal{H}_S \) has only a magnetic term, where \( g_S \) is the impurity \( g \)-factor and \( B_S \) is the field acting only on impurities. The impurities are taken to be sufficiently dilute that they do not interact with each other directly. The interaction between carriers and impurities is included in
$H_{\sigma S}$. In its bare form, this is a contact type interaction $J\delta(r - R)$, where $J$ is the unit cell averaged interaction strength.

The alignment of spins with a magnetic field is linearized as $\mu_B g S = \chi(B)$, where $\chi$ is the magnetic susceptibility. We adopt the convention that spins align themselves anti-parallel to an applied magnetic field, or in other words, the magnetic moment prefers parallel alignment with a magnetic field. We create effective fields $B_{S}^{\text{eff}}$ and $B_{\sigma}^{\text{eff}}$ by combining the interaction $J$ from Eq. (4.1c) with the bare fields:

$$\mu_B g S B_{S}^{\text{eff}}(r) = \mu_B g S B_S(r) + J \sigma(r), \quad (4.2)$$
$$\mu_B g \sigma B_{\sigma}^{\text{eff}}(r) = \mu_B g \sigma B_\sigma(r) + J S(r). \quad (4.3)$$

Later we will introduce a spin-orbit field that acts only on carriers to calculate the DP spin relaxation time. While it would be possible to include this term in Eq. (4.3), the spin-orbit field we consider is weak and its inclusion at this point would not appreciably affect the effective field. The magnetic fields in Eqs. (4.2) and (4.3) are specific to each specie, so it is cleanest to absorb $\mu_B g$ into these fields and write

$$\langle S \rangle = \chi_{SS}^{(0)} (B_{S}^{\text{eff}}), \quad (4.4)$$
$$\langle \sigma \rangle = \chi_{\sigma\sigma}^{(0)} (B_{\sigma}^{\text{eff}}), \quad (4.5)$$

where $\chi_{SS}^{(0)}$ and $\chi_{\sigma\sigma}^{(0)}$ are non-interacting (with regards to $J$) spin-spin susceptibilities for magnetic impurities and carriers, respectively. They have dimensions of inverse energy-volume. To be explicit, these fields relate to the physical magnetic field by $B_s = g_s \mu_B B$ and the susceptibilities are related to textbook magnetic susceptibilities by $\chi_{ss} = \chi/(g \mu_B)^2$.

The non-interacting spin susceptibility of the magnetic impurities is defined by assuming
⟨Sz⟩ follows the Brillouin function \( B_J(x) \),

\[
\langle S_z \rangle = -S_S n_S B_{SS} \left[ \frac{S_S (B_{S,z})}{k_B T} \right], 
\]

(4.6)

where \( S_S \) is the magnitude of the impurity spin and \( n_S \) is the density of magnetic impurities.

Then, the longitudinal and transverse components of the susceptibility are calculated from

\[
\chi^{(0)}_{S_z S_z} = \frac{\partial \langle S_z \rangle}{\partial \langle B_{S,z} \rangle},
\]

(4.7)

\[
\chi^{(0)}_{S_\pm S_\mp} = 2 \langle S_z \rangle / \langle B_{S,z} \rangle.
\]

(4.8)

The non-interacting spin response of carriers coincides with Lindhard response:

\[
\chi^{(0)}_{\sigma_\sigma} (q, \omega) = S_\sigma^2 \sum_{k, \alpha} \frac{f_{k\alpha}^0 - f_{k+q\alpha}^0}{\hbar \omega + \varepsilon_{k\alpha} - \varepsilon_{k+q\alpha} + i\eta},
\]

(4.9)

\[
\chi^{(0)}_{\sigma_\sigma} (q, \omega) = 4S_\sigma^2 \sum_k \frac{f^0_{k\uparrow} - f^0_{k+q\downarrow}}{\hbar \omega + \varepsilon_{k\uparrow} - \varepsilon_{k+q\downarrow} + i\eta},
\]

(4.10)

where \( S_\sigma \) is the magnitude of the carrier spin, \( f_{k\alpha}^0 \) is the equilibrium Fermi-Dirac distribution, and \( \chi^{(0)}_{\sigma_\sigma} (q, \omega) = [\chi^{(0)}_{\sigma_\sigma} (q, -\omega)]^* \).

Alternative to defining effective fields, we can shift the interaction \( J \) into the spin susceptibilities to generate effective response functions. This is accomplished by solving the coupled linear Eqs. (4.4) and (4.5) for \( \langle \sigma \rangle \) and \( \langle S \rangle \) and identifying the effective response function as the proportionality between average spin and bare field. As we work on both sides of the ferromagnetic transition, it is necessary to break Eqs. (4.4) and (4.5) into longitudinal and transverse relations:

\[
\begin{bmatrix} \langle S_z \rangle \\ \langle \sigma \rangle \end{bmatrix} = \chi^l \begin{bmatrix} \langle B_{S,z} \rangle \\ \langle B_{\sigma,z} \rangle \end{bmatrix},
\]

(4.11)
and

\[
\begin{bmatrix}
\langle S_+ \rangle \\
\langle S_- \rangle \\
\langle \sigma_+ \rangle \\
\langle \sigma_- \rangle 
\end{bmatrix} = \frac{1}{2 \Xi_t} \begin{bmatrix}
\langle B_{S+} \rangle \\
\langle B_{S-} \rangle \\
\langle B_{\sigma+} \rangle \\
\langle B_{\sigma-} \rangle 
\end{bmatrix},
\tag{4.12}
\]

where \( s_\pm = s_x \pm is_y \) and \( B_{s\pm} = B_{s,x} \pm iB_{s,y} \). The effective susceptibilities are found to be

\[
\chi_l = \begin{bmatrix}
\chi_{S_z S_z} & \chi_{S_z \sigma_z} \\
\chi_{\sigma_z S_z} & \chi_{\sigma_z \sigma_z} 
\end{bmatrix}^{-1}
\begin{bmatrix}
1/\chi_{S_z S_z}^{(0)} & -J \\
-J & 1/\chi_{\sigma_z \sigma_z}^{(0)} 
\end{bmatrix},
\tag{4.13}
\]

\[
\chi_t = \begin{bmatrix}
\chi_{S_+ S_-} & \chi_{S_+ \sigma_-} & \chi_{S_+ \sigma_+} \\
\chi_{S_- S_+} & \chi_{S_- \sigma_+} & \chi_{S_- \sigma_-} \\
\chi_{\sigma_+ S_-} & \chi_{\sigma_+ \sigma_-} & \chi_{\sigma_+ \sigma_+} \\
\chi_{\sigma_- S_+} & \chi_{\sigma_- \sigma_+} & \chi_{\sigma_- \sigma_-} 
\end{bmatrix}^{-1}
\begin{bmatrix}
1/\chi_{S_+ S_-}^{(0)} & 0 & -J/2 & 0 \\
0 & 1/\chi_{S_+ S_-}^{(0)} & 0 & -J/2 \\
-J/2 & 0 & 1/\chi_{\sigma_+ \sigma_-}^{(0)} & 0 \\
0 & -J/2 & 0 & 1/\chi_{\sigma_+ \sigma_-}^{(0)} 
\end{bmatrix},
\tag{4.14}
\]

where \( \chi_{ss}^{(0)} \) are the non-interacting susceptibilities. Rather than give explicit expressions for every effective response function in Eqs. (4.13) and (4.14), we write only those which are used in this chapter. Namely, the effective impurity spin-spin response functions are

\[
\chi_{S_z S_z}(q,\omega) = \frac{\chi_{S_z S_z}^{(0)}}{1 - J^2 \chi_{S_z S_z}^{(0)} \chi_{\sigma z \sigma z}(q,\omega)},
\tag{4.15}
\]

\[
\chi_{S_+ S_-}(q,\omega) = \frac{\chi_{S_+ S_-}^{(0)}}{1 - (J/2)^2 \chi_{S_+ S_-}^{(0)} \chi_{\sigma_+ \sigma_-}(q,\omega)},
\tag{4.16}
\]

where \( \chi_{S_+ S_-}(q,\omega) = [\chi_{S_+ S_-}(q,-\omega)]^* \).

The interaction that interests us is the effective carrier-carrier interaction. This interaction is shown schematically in Fig. 4.1. By using the previously derived effective spin-spin
susceptibility for impurities, we capture the effect of collective impurity spin fluctuations on scattering. Notice that although the non-interacting impurity spin response is frequency independent, the effective spin response is dynamic due to the inclusion of carrier dynamics. The longitudinal and transverse components of this interaction are

\[ W_{\parallel}(q, \omega) = J^2 \chi_{S_z S_z}(q, \omega) , \]
\[ W_{\perp}(q, \omega) = \left( J/2 \right)^2 \left[ \chi_{S_z S_z}(q, \omega) + \chi_{S_z S_z}(q, \omega) \right] . \]

It can be verified that these effective interactions are equivalent to an infinite sum of all possible bare interactions mediated by non-interacting susceptibilities, e.g.

\[ W = \sum_{n=1}^{\infty} J^{2n} \left[ \chi_{SS}^{(0)} \right]^n \left[ \chi_{\sigma\sigma}^{(0)} \right]^{n-1} . \]

### 4.3 Ferromagnetic transition and phase

An applied field will generate magnetization, subject to the average spins in Eqs. (4.4) and (4.5). By including the interaction \( J \) between carriers and impurities in the effective fields, we admit the possibility of magnetization in the absence of external fields. The transition is controlled by temperature and signaled by critical behavior in the previously derived
effective longitudinal response functions $\chi_l$. In the static, long wavelength limit, each of these response functions resembles a Curie-Weiss susceptibility with the form $(T - T_c)^{-1}$. Then, the paramagnetic ↔ ferromagnetic phase change occurs when

$$1 - J^2 \chi^{(0)}_{S_z S_z}(T_c) \lim_{q \to 0} \chi^{(0)}_{\sigma_z \sigma_z}(q, 0) = 0$$

$$\Rightarrow \quad T_c = \frac{S S(S + 1) J^2 n_S n_S^2 N(0)}{3 k_B} , \quad (4.19)$$

where $N(0)$ is the carrier density of states at the Fermi level.

We can self-consistently solve for the polarizations of, and average fields acting on, magnetic impurities and carriers below $T_c$. The polarization of the magnetic impurities is defined by the Brillouin function $B_J(x)$:

$$P_S = B_{SS} \left[ \frac{S \langle B_{S,z} \rangle}{k_B T} \right] . \quad (4.20)$$

To a good approximation, the field acting on carriers is equivalent to the first order interaction with magnetic impurities:

$$\langle B_{\sigma,z} \rangle \approx J S S n_S P_S . \quad (4.21)$$

The field acting on carriers also defines the spin splitting energy $\varepsilon_{F\uparrow} - \varepsilon_{F\downarrow}$ about the Fermi energy $\varepsilon_F$:

$$\langle B_{\sigma,z} \rangle = \varepsilon_F \left[ (1 + P_\sigma)^{2/3} - (1 - P_\sigma)^{2/3} \right] . \quad (4.22)$$

Finally, we ensure self-consistency in the generated fields through expectation of a Goldstone mode on the ferromagnetic side of the transition. Effectively a long-range interaction, the polarized spins can all rotate together without any energy cost (a broken symmetry state). This mode is identified by setting $q = \omega = 0$ in the effective transverse susceptibility and
Figure 4.2: Polarizations and fields have been calculated using GaMnAs parameters for holes with effective mass $m_c = 0.5m_e$ and density $n_{\sigma} = 5 \times 10^{20}$ cm$^{-3}$. The Mn acceptors have spin $S_S = 5/2$ and density $n_S = 0.05/\Omega_0$, where $\Omega_0 = 0.45 \times 10^{-22}$ cm$^3$ is the unit cell volume in GaAs. a) The carrier and impurity spins closely follow the approximation $P_S(T) = P_S(0) \sqrt{1 - \left(T/T_c\right)^2}$ from Ref. [88]. The carrier polarization does not saturate due to a significantly smaller magnetic susceptibility than for the impurities. b) As the fields are self-generated, their behavior parallels the $\sqrt{1 - \left(T/T_c\right)^2}$ shape of polarization. The field acting on magnetic impurities is largely due to the second order RKKY-like interaction mediated by carriers, and scales with $T_c$ for varying interaction strengths.

stipulating a divergence:

$$1 - (J/2)^2 \chi_{\sigma \sigma}^{(0)}(T) \lim_{q \to 0} \chi_{\sigma \sigma}^{(0)}(q, 0) = 1 - (J/2)^2 \left( \frac{2\langle S_z \rangle}{B_{S,z}} \right) \left( \frac{2\langle \sigma_z \rangle}{B_{\sigma,z}} \right) = 0. \quad (4.23)$$

The resulting polarizations and fields for several values of $J$ are plotted in Fig. 4.2.

It is instructive to examine the strength of the singularity in the effective interactions when $T_c$ is approached. Approximating the non-interacting carrier susceptibility in the paramagnetic phase by its static, small-$q$ form $\chi_{\sigma \sigma}(q, \omega) \approx -S^2 \chi^{(0)}(q, \omega) / (1 - q^2/12k_F^2)$, we
can write the denominator of the scattering amplitude in Eq. (4.17) as

\[ 1 - J^2 \chi_{S_z S_z}^{(0)}(T) \chi_{\sigma_z \sigma_z}^{(0)}(q, 0) \propto \left[ \frac{T - T_c}{T_c} + \frac{q^2}{12k_F^2} \right]. \quad (4.24) \]

Then as \( T \to T_c \), we have the same \( q^{-2} \) divergence in the interaction strength as a bare Coulomb interaction.

### 4.4 Spin relaxation

Typically, spin relaxation is understood to be the evolution of polarized spins into an unpolarized state. In a ferromagnetic system where there is an equilibrium spin polarization, spin relaxation refers to the evolution of spins into a polarized state. Thus, rather than picturing the process as decay of polarization, it’s better to understand it as restoration of equilibrium polarization.

We focus on two mechanisms of spin relaxation: spin flips in scattering and Dyakonov-Perel (DP). Under a wide variety of temperatures, scattering sources, and degeneracy, the DP mechanism dominates in III-V semiconductors.[7, 42] Thus, we find it relevant to include derivations for this spin relaxation mechanism here. As will become evident, the inverse relationship between scattering and spin relaxation in the DP mechanism hinders its effectiveness when scattering becomes frequent, leading to a change in dominant mechanism. Both spin flips in scattering and the Elliott-Yafet mechanism depend proportionally on the scattering rate. Of these two, we opt to include only the simpler example of spin flips in scattering due to the transverse component of the previously derived effective interaction. The Elliott-Yafet mechanism would only slightly correct this dominant mechanism by including more opportunities for spin flips in interaction due to spin-orbit, which is typically weak.
4.4.1 Spin flips in scattering

We previously introduced effective carrier-carrier interactions in Eqs. (4.17) and (4.18). In both cases, the bare interaction $J$ is mediated by an effective impurity spin response. While the longitudinal interaction is clearly spin conserving, the transverse interaction involves a transfer of spin from carriers to impurities. Then, this interaction alone can act as a spin relaxation mechanism where carriers relax to a state where total spin $\langle \sigma_z \rangle + \langle S_z \rangle$ has been conserved, but the individual spins have not. The rate of this relaxation is calculated in detail using Keldysh formalism for the collisions. We work within the degenerate regime, so scattering events take place on the Fermi surface.

The time rate of change of the average spin density $\langle \sigma_k \rangle = n_\sigma S_\sigma \text{Tr}[\hat{\rho}_k \hat{\sigma}_z]$ is

$$\frac{\partial \langle \sigma_k \rangle}{\partial t} = n_\sigma S_\sigma \text{Tr} \left[ \frac{\partial \hat{\rho}_k}{\partial t} \hat{\sigma}_z \right], \tag{4.25}$$

where $\hat{\rho}_k$ is a 2x2 density matrix in spin space for carriers, $\hat{\sigma}_z$ is the $z$-Pauli matrix, and $z$ has been chosen for the direction of spin polarization. Taking advantage of the relaxation time approximation for $\partial_t \langle \sigma_k \rangle$ and averaging over all wavevectors $k$, the spin relaxation time $\tau_s$ is calculated from

$$\frac{1}{\tau_s} = -\sum_k \frac{\text{Tr} \left[ \partial_t \hat{\rho}_k \hat{\sigma}_z \right]}{\sum_k \text{Tr} \left[ \hat{\rho}_k^1 \hat{\sigma}_z \right]}, \tag{4.26}$$

where $\hat{\rho}_k^1$ is the first order non-equilibrium correction to the linearized density matrix. In the absence of spin-orbit and other external fields, the density matrix evolves according to

$$\frac{\partial \hat{\rho}_k}{\partial t} = \hat{I}_k, \tag{4.27}$$

where $\hat{I}_k$ is the 2x2 collision integral in spin space for carriers.

Starting from the Kadanoff-Baym quantum kinetic equation, the collision integral
is

\[ \hat{I}_k = \frac{1}{2} \sum_\omega \left[ \left\{ \hat{\Sigma}_k^<(\omega), \hat{G}_k^>(\omega) \right\} - \left\{ \hat{\Sigma}_k^>\!\!(\omega), \hat{G}_k^<\!\!(\omega) \right\} \right], \quad (4.28) \]

where \( \hat{\Sigma}_k(\omega) \) is the carrier self-energy and \( \hat{G}_k(\omega) \) is its Green’s function. We use sum notation for \( \omega \), but it should be understood that \( \sum_\omega = \int d\omega/2\pi \). In the absence of spin-orbit, small deviations from the equilibrium spin polarization only show up on the diagonal elements of the density matrix. Then, we know \textit{a priori} that \( \hat{G}_k(\omega) \) and \( \hat{\Sigma}_k(\omega) \) are diagonal and can write the collision integral per spin-\( \alpha \) as

\[ I_{k\alpha} = \sum_\omega \left[ G_{k\alpha}^>(\omega)\Sigma_{k\alpha}^<(\omega) - \Sigma_{k\alpha}^>\!\!(\omega)G_{k\alpha}^<\!\!(\omega) \right]. \quad (4.29) \]

We evaluate the self-energy in the GW approximation,[40, 89]

\[ \Sigma_{k\alpha}^<(\omega) = i\hbar \sum_{\mathbf{q},\Omega} [W_{k\mathbf{q}}(\Omega)\Sigma_{k\mathbf{q}}^<(\omega - \Omega)] W_{\mathbf{q}}^<(\Omega). \quad (4.30) \]

In allowing for arbitrary spin polarization, we should separate the GW spin-space operator into longitudinal and transverse components according to Fig. 4.3: \( \hat{GW} = W_\parallel \hat{\sigma}_z \hat{G}_k \hat{\sigma}_z + W_\perp (\hat{\sigma}_x \hat{G}_k \hat{\sigma}_x + \hat{\sigma}_y \hat{G}_k \hat{\sigma}_y) \). This amends Eq. (4.30) to

\[ \Sigma_{k\alpha}^<(\omega) = i\hbar \sum_{\mathbf{q},\Omega} \left[ W_{\parallel\mathbf{q}}(\Omega)G_{\parallel\mathbf{k}-\mathbf{q}\alpha}^<(\omega - \Omega) + 2W_{\perp\mathbf{q}}(\Omega)G_{\perp\mathbf{k}-\mathbf{q}\alpha}^<(\omega - \Omega) \right], \quad (4.31) \]

where \( W_\parallel \) and \( W_\perp \) are scalar longitudinal and transverse interactions, respectively, and

\[ \hat{G}_\parallel_k = \hat{\sigma}_z \hat{G}_k \hat{\sigma}_z, \quad (4.32) \]

\[ \hat{G}_\perp_k = \hat{\sigma}_x \hat{G}_k \hat{\sigma}_x + \hat{\sigma}_y \hat{G}_k \hat{\sigma}_y. \quad (4.33) \]

The GKB ansatz is utilized to relate the lesser and greater Green’s functions to the
Figure 4.3: The GW self-energy includes separate contributions from longitudinal $W_\parallel$ and transverse $W_\perp$ interactions. Here, $\alpha$, $\beta$, $\gamma$, and $\delta$ are spin states on which the interactions $\hat{\sigma}_i W \hat{\sigma}_i$ operate.

Density matrices $\hat{\rho}_k^<$ = $\hat{\rho}_k$ and $\hat{\rho}_k^>$ = $\hat{1} - \hat{\rho}_k$, where $\hat{1}$ is the 2x2 identity matrix:

$$G_{k\alpha}^<(\omega) = \mp G_{k\alpha}^r(\omega) \rho_{k\alpha}^< \pm \rho_{k\alpha}^< G_{k\alpha}^a(\omega).$$ (4.34)

Notice that we are neglecting retardation effects in the density matrix by making it frequency independent. This is commonly referred to as the Markovian approximation. We let all non-equilibrium properties reside in $\hat{\rho}_k$, so $\hat{G}_k^r(\omega)$ and $\hat{G}_k^a(\omega)$ are taken to be equilibrium Green’s functions. Furthermore, given that we hope to achieve a Boltzmann-like collision integral, we retain only the singularities in $\hat{G}_k^{r,a}(\omega)$, as those are the parts which conserve energy in collisions.[90] Under these circumstances, the lesser and greater Green’s functions become

$$G_{k\alpha}^<(\omega) = \pm i 2\pi \delta(\hbar\omega - \varepsilon_{k\alpha}) \rho_{k\alpha}^<.$$ (4.35)

Being diagonal, it is perhaps more familiar to denote the diagonal elements of $\hat{\rho}_k$ by Fermi-Dirac distributions: $\rho_{k\alpha} = f_{k\alpha}$. Similar to the GKB ansatz, we can relate the lesser and
The result of inserting Eqs. (4.30)-(4.36) into the collision integral, Eq. (4.29), is

$$I_{k\alpha} = 2(2\pi) \sum_{\mathbf{q},\omega} \left\{ \Im W_{\|\mathbf{q}}^T(\omega) \delta(\varepsilon_{k\alpha} - \varepsilon_{\mathbf{k} - \mathbf{q}\alpha} - \hbar\omega) \left[ n_B(\omega)(1 - f_{k\alpha}) f_{\mathbf{k} - \mathbf{q}\alpha} + n_B(-\omega)f_{k\alpha}(1 - f_{\mathbf{k} - \mathbf{q}\alpha}) \right] 
+ 2\Im W_{\perp\mathbf{q}}^T(\omega) \delta(\varepsilon_{k\alpha} - \varepsilon_{\mathbf{k} - \mathbf{q}\bar{\alpha}} - \hbar\omega) \left[ n_B(\omega)(1 - f_{k\alpha}) f_{\mathbf{k} - \mathbf{q}\bar{\alpha}} + n_B(-\omega)f_{k\alpha}(1 - f_{\mathbf{k} - \mathbf{q}\bar{\alpha}}) \right] \right\}. \tag{4.37}$$

If we prepare a spin polarization such that $f_{k\alpha}$ is slightly out-of-equilibrium, it can be linearized as

$$f_{k\alpha} = f_{k\alpha}^0 + \alpha \beta \varepsilon_s f_{k\alpha}^0 (1 - f_{k\alpha}^0), \tag{4.38}$$

where $\varepsilon_s$ is a small spin perturbation energy, $\alpha = +1$ for spin-up, and $\alpha = -1$ for spin-down.

From a physical standpoint, it should be clear that longitudinal interactions will preserve spin polarization, and so we should see that portion of the collision integral vanish upon insertion of Eq. (4.38) into Eq. (4.37). Indeed, this is the case and we only need to evaluate

$$I_{k\alpha} = -16\pi \alpha \beta \varepsilon_s \sum_{\mathbf{q},\omega} \Im W_{\perp\mathbf{q}}^T(\omega) \delta(\varepsilon_{k\alpha} - \varepsilon_{\mathbf{k} - \mathbf{q}\alpha} - \hbar\omega) \frac{f_{k\alpha}^0 - f_{\mathbf{k} - \mathbf{q}\bar{\alpha}}^0}{4\sinh^2(\beta \hbar \omega/2)}. \tag{4.39}$$

Returning to Eq. (4.26), we can insert expressions for $\hat{\rho}_k$ and $\hat{I}_k$. The rate of spin relaxation from transverse spin scattering events is

$$\frac{1}{\tau_s} = \frac{16\beta}{N_\uparrow(0) + N_\downarrow(0)} \sum_{\mathbf{q},\omega,\alpha} \Im W_{\perp\mathbf{q}}^T(\omega) \frac{\Im \chi_{\alpha\alpha}^0(\mathbf{q}, \omega)}{4\sinh^2(\beta \hbar \omega/2)}, \tag{4.40}$$
where
\( \Im \chi^{(0)}(q, \omega) = \pi \sum_{k} \delta(\varepsilon_{k+q} - \varepsilon_{k\alpha} - \hbar \omega) \left[ f_{k+q\beta}^0 - f_{k\alpha}^0 \right]. \) \hfill (4.41)

### 4.4.2 Dyakonov-Perel mechanism

In the DP mechanism, spins relax due to precession around axes defined by a magnetic field which varies in \( k \)-space. The obvious example of a \( k \)-dependent magnetic field in semiconductors is the spin-orbit field, which for III-V semiconductors usually includes the Dresselhaus and/or Rashba fields. The effect of scattering on this process is usually to inhibit spin relaxation as spins are unable to make full precessions before being relocated in momentum space. This sets a timescale, where the rate of scattering must be faster than the rate of spin precession for spin relaxation to be inhibited, otherwise spins enter a regime of free precessions and the rate of relaxation is directly proportional to the rate of precession. In the limit of fast scattering, spins are unable to make appreciable precessions around the spin-orbit field’s axes and spin relaxation is entirely suppressed. This is the scenario we encounter.

The derivation of DP spin relaxation was reviewed in Ch. 1. When the Hamiltonian includes a contribution from a spin-orbit field \( \Omega_k \) of the form
\( \mathcal{H}^1_k = \frac{\hbar}{2} \Omega_k \cdot \hat{\sigma}, \)
\hfill (4.42)

where \( \hat{\sigma} \) is the Pauli matrix vector, the rate of spin relaxation \( 1/\tau_s \) for carriers due to the DP mechanism is
\( \frac{1}{\tau_s} = \frac{2}{3} \frac{\sum_k \tau^*_k \langle \Omega^2_k \rangle \text{Tr} \left[ \rho_k^0 \sigma_z \right]}{\sum_k \text{Tr} \left[ \rho_k^0 \sigma_z \right]}. \)
\hfill (4.43)

\( \tau^*_k \) is an effective scattering time that weights collisions based on the randomization of momentum relative to a spin-orbit field’s wavevector dependence. \( \langle \Omega^2_k \rangle \) is the angular averaged spin-orbit field which we’ve taken to be isotropic. It should be noted that while
Eq. (4.43) would seem to have a ratio of 0/0 in the paramagnetic phase due to the traces over $\hat{\rho}_k^0 \hat{\sigma}_z$, there is an implicit assumption that a small polarization has been prepared which will relax. This is the reason for the *quasi* qualifier when describing $\rho_k^0$; it is stable on the time scale of scattering but changes on the time scale of spin relaxation. The calculations performed in this chapter use the Dresselhaus spin-orbit field in a bulk III-V semiconductor which has an angular average defined by

$$\langle \Omega_k^2 \rangle = \frac{16 \alpha_c^2 \varepsilon_k^3}{35 \hbar^2 E_g},$$

where $\alpha_c$ is the spin-orbit coupling constant and $E_g$ is the band gap energy. The challenge in evaluating Eq. (4.43) comes from the effective scattering rate $1/\tau^*$. An oft-made approximation is to substitute the rate of momentum relaxation in its place. The validity of this approximation in the context of spin-scattering is discussed at the end of this section.

The spin-orbit field makes small non-equilibrium contributions to the carrier density matrix, appearing as spin mixing elements on the off-diagonal. In this case, when we linearize the density matrix

$$\hat{\rho}_k = \hat{\rho}_k^0 + \hat{\rho}_k^1,$$

the quasi-equilibrium part $\hat{\rho}_k^0$ is diagonal and the non-equilibrium part $\hat{\rho}_k^1$ is off-diagonal. Written in terms of the Fermi-Dirac distribution, the quasi-equilibrium density matrix $\hat{\rho}_k^0$ is

$$\hat{\rho}_k^0 = \begin{cases} \left( \frac{f_k^0 + f_k^\alpha}{2} \right) \hat{1} + \left( \frac{f_k^\alpha - f_k^0}{2} \right) \hat{\sigma}_z + \left( \frac{f_k^1}{2} \right) \hat{\sigma}_z & \text{Ferromagnetic phase} \\ \left( \frac{f_k^0 + f_k^\alpha}{2} \right) \hat{1} + \left( \frac{f_k^\alpha - f_k^0}{2} \right) \hat{\sigma}_z & \text{Paramagnetic phase} \end{cases},$$

where $f_k^\alpha = \alpha \beta \varepsilon_k f_k^0 (1 - f_k^0)$. Alluded to earlier in this section, the reason for the distinct
ferromagnetic and paramagnetic forms of $\hat{\rho}_k^0$ is that a small non-equilibrium spin polarization is necessary for spin relaxation to occur. Thus, the factors in front of $\hat{\sigma}_z$ are the lowest order, out-of-equilibrium spin distributions. In fact, this distinction is really only needed in Eq. (4.43), where $\text{Tr}[\hat{\rho}_k^0 \hat{\sigma}_z]$ should not vanish. When we use Eq. (4.46) in a linearized collision integral, every term will contain $\rho_1^k$ and thus we can drop any first order corrections from $\hat{\rho}_k^0$ and simply use

$$\rho_{k\alpha}^0 = f_{k\alpha}^0. \quad (4.47)$$

The non-equilibrium part of the density matrix $\hat{\rho}_{1k}$ arises from interaction with the spin-orbit field:[18]

$$\hat{\rho}_{k}^1 = \tau_k^*( \frac{f_{k\uparrow}^1 - f_{k\downarrow}^1}{2} ) (\Omega_k \times \hat{z}) \cdot \hat{\sigma}, \quad (4.48)$$

where $\hat{\sigma} = \{ \hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z \}$ is the Pauli spin vector. Inserting the linearized expression for $f_{k\alpha}^1$ it is easily verified that $\hat{\rho}_{k}^1$ satisfies $\rho_{\alpha\beta}^{\uparrow\downarrow} = \rho_{\downarrow\uparrow}^{\alpha\beta}$:

$$\rho_{k\alpha\beta}^1 = \tau_k^*( \frac{\beta \varepsilon_s}{2} ) (\Omega_{k,y} + \alpha i \Omega_{k,x}) \sum_{\gamma} f_{k\gamma}^0 (1 - f_{k\gamma}^0). \quad (4.49)$$

We use a relaxation time approximation to relate $\hat{\rho}_{k}^1$ and $\tau_k^*$ to the collision integral $\hat{I}_k$,

$$-\frac{\hat{\rho}_{k}^1}{\tau_k^*} = \hat{I}_k, \quad (4.50)$$

and note that $\hat{I}_k$ is not diagonal in spin space,

$$\hat{I}_k = \frac{1}{2} \sum_{\omega} \left[ \{ \hat{\Sigma}_k^<(\omega), \hat{G}_k^>(\omega) \} - \{ \hat{\Sigma}_k^>(\omega), \hat{G}_k^<(\omega) \} \right]. \quad (4.51)$$

As in Eq. (4.31), we evaluate the self-energy $\hat{\Sigma}_k^<$ in the GW approximation, making a
distinction between longitudinal and transverse components:

\[ \tilde{\Sigma}^S_k(\omega) = i\hbar \sum_{q,\Omega} \left[ W_{||q}(\Omega) \tilde{G}_{||k-q}^S(\omega - \Omega) + 2W_{\perp q}(\Omega) \tilde{G}_{\perp k-q}^S(\omega - \Omega) \right]. \] (4.52)

While the formal GKB ansatz is used to relate lesser and greater Green’s functions to their corresponding density matrices, a physical argument removes spurious terms for a Boltzmann type collision integral. Formally, we have

\[ \tilde{G}_{k}^S(\omega) = \mp \tilde{G}_{k}^r(\omega) \rho_{k}^S \pm \rho_{k}^S \tilde{G}_{k}^a(\omega). \] (4.53)

Retaining only the singularities in \( \tilde{G}_{k}^{r,a}(\omega) \), the equilibrium Green’s functions are

\[ G_{k\alpha\alpha}^0 = \pm i2\pi \delta (\hbar \omega - \varepsilon_{k\alpha}) f_{k\alpha}^0. \] (4.54)

For the first order non-equilibrium Green’s function, we will find products of the form

\[ \delta (\hbar \omega - \varepsilon_{k\alpha})(f_{k\alpha}^1 + f_{k\alpha}^1) \] resulting from Eq. (4.53). From a physical perspective we should only associate a spectral distribution with its corresponding distribution function, thus we discard \( \delta (\hbar \omega - \varepsilon_{k\alpha})f_{k\alpha}^1 \) terms and write the non-equilibrium Green’s function as

\[ G_{k\alpha\bar{\alpha}}^{1\leq} = i\pi \frac{\varepsilon_s}{2}(\Omega_{k,y} + \alpha i \Omega_{k,x}) \sum_{\gamma} \delta (\hbar \omega - \varepsilon_{k\gamma}) f_{k\gamma}^0 (1 - f_{k\gamma}^0). \] (4.55)

Inserting the linearized expressions for the Green’s functions from Eqs. (4.54)-(4.55) and the self-energy from Eq. (4.52), the collision integral in Eq. (4.51) becomes off-diagonal. Tracing both sides of Eq. (4.50) with \( \hat{\sigma}_x \) reduces the equality to a scalar relation without
losing any information:

$$\sum_{\gamma} f^0_{k\gamma} (1 - f^0_{k\gamma}) \Omega_{k,y} = \pi \sum_{q,\omega,\alpha,\gamma} \left[ 3 W_{q}^r(\omega) \frac{\delta(\varepsilon_{k\gamma} - \varepsilon_{k-q\alpha} - \hbar\omega)}{4 \sinh^2(\beta \hbar\omega/2)} \left[ f^0_{k\gamma} - f^0_{k-q\alpha} \right] \tau^*_k \Omega_{k,y} + \tau^*_k \Omega_{k-q,y} \right] + 2 \sum_{q,\omega,\alpha,\gamma} \left[ 3 W_{q}^\perp(\omega) \frac{\delta(\varepsilon_{k\gamma} - \varepsilon_{k-q\alpha} - \hbar\omega)}{4 \sinh^2(\beta \hbar\omega/2)} \left[ f^0_{k\gamma} - f^0_{k-q\alpha} \right] \tau^*_k \Omega_{k,y} \right].$$

(4.56)

This integral equation can be solved exactly using the methods of Sykes and Brooker,[54] but given the slowly varying nature of $\tau^*_k$ around the Fermi level in the degenerate regime, it is a reasonable approximation to treat it as a constant evaluated at $\varepsilon_F$ and extract it from the collision integral. Then, we only need to specify the spin-orbit field and solve for the effective scattering rate.

The $y$-component of the Dresselhaus field[19] is

$$\Omega_{k,y} = \frac{i \alpha_e \hbar^2 k^3}{\sqrt{2 m_e^2 \epsilon_g}} \left[ \sqrt{\frac{\pi}{21}} (Y_{3,1}(\vartheta, \varphi) + Y_{3,-1}(\vartheta, \varphi)) - \sqrt{\frac{\pi}{35}} (Y_{3,3}(\vartheta, \varphi) + Y_{3,-3}(\vartheta, \varphi)) \right],$$

(4.57)

where $Y_{l,m}(\vartheta, \varphi)$ are the spherical harmonics. By writing the spin-orbit field in terms of spherical harmonics, we can take advantage of their orthogonality and especially the addition theorem for spherical harmonics. Ultimately, we have the following useful identity:

$$\int \frac{d\Omega'}{4\pi} V_{k-k'} \Omega_{k',j} \left( \frac{k'}{k} \right)^3 = \Omega_{k,j} \int \frac{d\Omega'}{4\pi} V_{k-k'} P_3(\cos \vartheta'),$$

(4.58)

where $d\Omega' = d(\cos \vartheta')d\varphi'$ and $j$ can be any of $x, y,$ or $z$. Pushing $\sum_{k} \Omega_{k,y}/k^6$ onto both sides of Eq. (4.56), we can extract the following modified Lindhard imaginary response function (analytic solution in Appendix C.1):

$$\Im \chi^{(n)}_{3\alpha\beta}(q, \omega) = \pi \sum_k \delta(\varepsilon_{k+q\beta} - \varepsilon_{k\alpha} - \hbar\omega) \left[ f^0_{k+q\beta} - f^0_{k\alpha} \right] z_n(k, q),$$

(4.59)
where
\[ z_n(k, q) = \left( \frac{k}{|k + q|} \right)^n P_n \left( \frac{k \cdot (k + q)}{|k| |k + q|} \right). \] (4.60)

The final result for the effective scattering rate due to a spin dependent interaction in the degenerate regime is
\[
\frac{1}{\tau_{k_F}^*} = \frac{\beta}{N_\uparrow(0) + N_\downarrow(0)} \sum_{q, \omega, \alpha, \gamma} \left\{ \Im W_{\parallel}(q, \omega) \frac{\Im \chi_{\alpha\gamma}^{(0)}(q, \omega) + \Im \chi_{3\alpha\gamma}^{(3)}(q, \omega)}{4 \sinh^2(\beta \hbar \omega/2)} 
+ 2 \Im W_{\perp}(q, \omega) \frac{\Im \chi_{\alpha\gamma}^{(0)}(q, \omega)}{4 \sinh^2(\beta \hbar \omega/2)} \right\}. \] (4.61)

By comparison, the effective scattering rate obtained when a spin-independent interaction is used is
\[
\frac{1}{\tau_{k_F}^*} = \frac{\beta}{N_\uparrow(0) + N_\downarrow(0)} \sum_{q, \omega, \alpha, \gamma} \Im W_c(q, \omega) \frac{\Im \chi_{\alpha\gamma}^{(0)}(q, \omega) - \Im \chi_{3\alpha\gamma}^{(3)}(q, \omega)}{4 \sinh^2(\beta \hbar \omega/2)}. \] (4.62)

4.4.3 Comparison to momentum relaxation

To get a feel for the effective scattering rate, we compare it to momentum relaxation. Derivation is analogous to Sec. 4.4.1 since the non-equilibrium density matrix is diagonal.

We use the Drude model and Matthiessen’s rule to define the momentum relaxation rate for spin-\(\alpha\) carriers \(1/\tau_\alpha\) in terms of the resistivity \(\rho_{\alpha\beta}\):
\[
\frac{1}{\tau_\alpha} = \sum_\beta \frac{n_\beta e^2}{m_c} \rho_{\alpha\beta}. \] (4.63)

Notice the resistivity is not necessarily diagonal in the ferromagnetic regime, where mobilities between spin-up and spin-down carriers may differ. The resistivity is in turn defined by a proportionality between the drift velocity \(v_\alpha\) and the average time rate of change of
momentum $\sum_k \hbar k I_k$:
\[
\sum_\beta \rho_{\alpha \beta} n_\beta v_\beta = -\frac{1}{e^2 n_\alpha} \sum_k \hbar I_{k\alpha}. \tag{4.64}
\]

Again, starting from the Kadanoff-Baym kinetic equation, the collision rate $I_{k\alpha}$ is defined by
\[
I_{k\alpha} = \sum_\omega \left[ G^{>}_{k\alpha}(\omega) \Sigma^{<}_{k\alpha}(\omega) - \Sigma^{>}_{k\alpha}(\omega) G^{<}_{k\alpha}(\omega) \right]. \tag{4.65}
\]

Applying the same techniques as in Section 4.4.1 (GKB ansatz, GW self-energy, $W^{\perp} \rightarrow \Im W$), but with a linearization in the drift velocity $f_{k\alpha}^1 = \beta \hbar k \cdot v_{\alpha} f_{k\alpha}^0 (1 - f_{k\alpha}^0)$ rather than spin energy, we obtain for the momentum relaxation rate
\[
\frac{1}{\tau_{kF}} = \frac{4\beta}{N_\uparrow(0) + N_\downarrow(0)} \sum_{q,\omega,\alpha} \left\{ \Im W_{||q}^r(\omega) \frac{q_\alpha^2 \Im \chi_{\alpha\alpha}^{(0)}(q,\omega) + \bar{q}_\alpha \Im \chi_{1\alpha\alpha}^{(1)}(q,\omega)}{4 \sinh^2(\beta \hbar \omega/2)} + 2\Im W_{\perp q}^r(\omega) \frac{q_\alpha^2 \Im \chi_{\alpha\alpha}^{(0)}(q,\omega) + \bar{q}_\alpha \Im \chi_{1\alpha\alpha}^{(1)}(q,\omega)}{4 \sinh^2(\beta \hbar \omega/2)} \right\}, \tag{4.66}
\]

where $\bar{q}_\gamma = q/k_{F\gamma}$ and the modified response function (with analytic solution in Appendix C.1) is
\[
\Im \chi_{1\alpha\beta}^{(n,\gamma)}(q,\omega) = \frac{\pi}{k_{F\gamma}^n} \sum_k \delta(\epsilon_{k+q_{\beta}} - \epsilon_{k\alpha} - \hbar \omega) \left[ f_{k+q_{\beta}}^0 - f_{k\alpha}^0 \right] (k \cdot \hat{q})^n. \tag{4.67}
\]

### 4.5 Analysis

The result for the effective scattering rate in the DP mechanism has some interesting differences from previous derivations. In particular, notice there is a sign difference in the vertex correction $\Im \chi_{\alpha\gamma}^{(0)}(q,\omega) \pm \Im \chi_{3\alpha\gamma}^{(3)}(q,\omega)$ of the longitudinal contribution to the scattering rate in Eq. (4.61) and the spin-independent scattering rate in Eq. (4.62). The significance of this sign is perhaps easier to understand if we look back to Eq. (4.56). In the longitudinal term, after extracting $\tau^*$ as a constant, we have a factor $(\Omega_{k y} + \Omega_{k-q y})$. This should be
compared to \((\Omega_{k,y} - \Omega_{k-q,y})\) which appears when a spin-independent interaction is used. The minus sign in the vertex correction due to a spin-independent interaction has previously been compared to the \((1 - \cos \theta)\) factor in momentum relaxation; a similar factor can be extracted from \((\Omega_{k,y} - \Omega_{k-q,y})\) and has the form \([1 - P_3(\cos \theta)]\), where \(P_3(x)\) is the \(n = 3\) Legendre polynomial.[5, 17, 18] For the case of momentum relaxation, when there is no relative angle \(\theta\) between two particles in a scattering event, there is no contribution to momentum relaxation. The analogy for the effective scattering rate is that zero momentum transfers do not relocate particles in a \(k\)-dependent magnetic field, so spins can continue to precess around the same magnetic field axis and those scattering events do not inhibit the rate of spin relaxation. This analogy is not appropriate for spin-dependent scattering, where even in direct processes spins may change orientation for zero momentum transfers. In fact, what we find is a sort of generalized DP spin relaxation, where spin- and momentum-dependent scattering has a significantly greater chance of disrupting spin relaxation than momentum-only scattering. This is why we see a sum, rather than difference, in \((\Omega_{k,y} + \Omega_{k-q,y})\).

The effective scattering rate from Eq. (4.61) is compared to the momentum relaxation rate from Eq. (4.66) in Fig. 4.4 for varying interaction strengths and carrier densities. Unlike previous reports, the effective scattering rate is found to generally be larger than the momentum relaxation rate.[18] This is consistent with the idea that more scattering events disrupt spin relaxation than affect momentum relaxation. Especially near the critical temperature \(T_c\), notice that momentum relaxation has a finite peak whereas the effective scattering rate does not – there is no vanishing vertex correction in the effective scattering rate to control this divergence. This is an indication that spin exchange and spin flip processes become very important near the critical temperature.

An interesting consequence of the effective interaction used in this chapter is the height of the scattering peaks only indirectly depend on \(J\) through the hyperbolic sine in Eqs. (4.61) and (4.66), and not through the interaction \(W(q, \omega)\). This can be shown by writing the non-
interacting paramagnetic spin response for impurities as \( \chi_{S_zS_z}^{(0)}(T) = -(T_c/T)[J^2S^2_\sigma N(0)]^{-1} \), then the effective interaction in the paramagnetic phase reduces to

\[
W(q,\omega) = -\left[S^2_\sigma N(0)(T/T_c) + \chi_{\sigma_z\sigma_z}^{(0)}(q,\omega)\right]^{-1} .
\]

(4.68)

At \( T = T_c \), there is neither an explicit dependence on \( J \) nor on \( T_c \); we are left with an interaction that only depends on the non-interacting carrier response. In the paramagnetic phase, the scattering rates derived in this chapter contain \( \Im W(q,\omega)\Im \chi_{\sigma_z\sigma_z}^{(0)}(q,\omega)/\sinh^2(\beta\hbar\omega/2) \) as part of their integrand. In the small frequency limit, this term reduces to \( \sim T^2 \). Then, higher critical temperatures have greater scattering rates associated with them; this is verified by Fig. 4.4a.

The height of the scattering peaks are largely independent of the carrier density \( n_\sigma \), seen in Fig. 4.4b. Combining the interaction in Eq. (4.68) with the imaginary response functions
\( \Im \chi_{N\alpha\alpha}(q, \omega) \) rids the integrand of density of state factors. The primary contribution of carrier density comes from the cut-off frequency \( \hbar \omega < \varepsilon_{F\alpha} \) in each of \( \Im \chi_{N\alpha\alpha}(q, \omega) \).

Figure 4.5: The Dyakonov-Perel spin relaxation time (solid lines) is compared to spin-flip based spin relaxation (dashed lines) resulting from a spin dependent interaction. For calculations, we used GaAs parameters for holes: \( m_c = 0.5 m_e \), \( \alpha_c = 0.34 \), and \( E_g = 1.5 eV \). The vertical lines mark the critical temperature in each plot. The peak in scattering rate near the ferromagnetic transition correlates with short spin relaxation times in the spin-flip mechanisms and enhanced spin relaxation times in the Dyakonov-Perel mechanism. Away from the ferromagnetic transition, we see Dyakonov-Perel spin relaxation becoming dominant as is often found in III-V semiconductors.

Turning our attention to spin relaxation, the earlier discussion about the effect of spin-dependent interactions on inhibiting spin precession in the DP mechanism sounds like a novel way to squelch spin relaxation. This is especially relevant for hole spins in III-V semiconductors, which usually relax very quickly compared to electrons due to a stronger spin-orbit coupling.[31] In fact, the expressions derived for DP spin relaxation rely on the assumption that scattering lifetimes are shorter (by roughly an order of magnitude) than spin lifetimes.[5, 6] Strong spin orbit coupling leads to fast spin precessions in the spin-orbit field, which in turn requires even faster scattering events to disrupt precession. In Fig. 4.5, we plot several spin relaxation rates for different interaction strengths \( J \). It can be quickly verified by a comparison of timescales that the scattering rates in Fig. 4.4 are
indeed fast enough to affect spin relaxation in the DP mechanism. Unfortunately, this form of scattering comes at the cost of introducing spin-flips via transverse interactions. As scattering becomes strong, so does the frequency of spin flips, cumulating a very effective spin-flip based spin relaxation. This point is in agreement with Morandi, et al.,\cite{91}, who find that spin-flip-based spin relaxation mechanisms (including Elliott-Yafet) are important when spin-dependent scattering is dominant.

An interesting consequence of fast carrier spin relaxation due to spin-flips in scattering is that while the total spin of carriers and magnetic impurities is conserved in collisions, the spin of carriers alone is not necessarily conserved. Scattering of carriers from impurity spin fluctuations allows for transfer of spin from carriers to impurities. Near the ferromagnetic transition, this spin transfer is very efficient. This could have an impact on the overall magnetism of the system which is not proportional to $\langle S \rangle + \langle \sigma \rangle$, but rather weights each spin by a $g$-factor. We suggest this could lead to an interesting study on the relationship between magnetism and spin polarization when one spin population changes rapidly.

Further comparing the DP mechanism to spin-flip spin relaxation, a reasonable question to ask is whether the rates can be summed according to Matthiessen’s rule. This would not be appropriate, as each mechanism relaxes spins to different equilibrium states. For the case of spin-flip spin relaxation, the total spin of carriers and impurities is conserved. This is not true in the DP mechanism, where spin is lost to the spin-orbit field instead of transferred to impurities. Especially considering the timescales at which each spin relaxation mechanism operates near the ferromagnetic transition, it makes more sense to order the events as spin-flip spin relaxation to reach an intermediate equilibrium state, and then DP spin relaxation brings the system to its final equilibrium state where the total spin in the system will have declined.
4.6 Conclusion

We derived analytic expressions for spin relaxation in Zener model dilute magnetic semiconductors. Two spin relaxation mechanisms were considered: spin flips in scattering and Dyakonov-Perel. The expressions are valid for degenerate carriers with arbitrary spin polarization and can be used with a variety of spin-dependent dynamic interactions.

We demonstrate the relative effectiveness of these spin relaxation mechanisms near a ferromagnetic instability. In the Dyakonov-Perel mechanism, spin-dependent scattering turns out to significantly inhibit spin relaxation, due to both spin- and momentum-transfer processes disrupting spin precession in a spin-orbit field. When Dyakonov-Perel spin relaxation is suppressed, spin-flip spin relaxation becomes dominant. The two spin relaxation mechanisms do not relax spins to the same final state, though. While total spin is conserved in spin-flip scattering, spin is dissipated by a spin orbit field in the Dyakonov-Perel mechanism. We argue that Elliott-Yafet spin relaxation would only slightly modify the rate of spin relaxation due to transverse interactions which are already very strong near a ferromagnetic instability.

Our investigation demonstrates some interesting features of the mean-field model utilized. Namely, the height of the carrier scattering rate peak at a ferromagnetic transition depends only indirectly on the interaction strength, through the critical temperature. Furthermore, the peak’s height has a weak dependence on carrier density. We should acknowledge that mean-field theory is not ideal to describe critical phenomena, but argue that this model was sufficient to reproduce scattering enhancements and their impact on spin relaxation near an instability.
Acknowledgements

This work was supported by the National Science Foundation under grant number DMR-1104788. We would like to thank Dr. Ilya Tokatly for extensive and enlightening discussions on spin-dependent interactions in the collision integral for a Fermi liquid.
Chapter 5

Summary

The viability of a material for use in spintronics applications depends critically on the spin lifetimes of particles in the material. For some applications, nanosecond timescales are sufficient to propagate a signal across a short junction before depolarization and decoherence set in. For others, years are needed to ensure stored information is not corrupted. Understanding spin relaxation mechanisms and how they might be manipulated in various materials is then fundamental to the field of spintronics.

The study of spin lifetimes in even well understood materials like gallium arsenide and silicon goes beyond the field of spintronics by severely testing our ability to describe interactions in the solid state. Theoretical descriptions of effective charge or spin based interactions and scattering at the microscopic level are still challenging research topics. As well as the materials studied in this report are understood for electronics applications, their magnetic properties continue to produce interesting spin phenomena. For instance, the Dresselhaus and Rashba spin-orbit fields are responsible for countless research papers on spin dynamics in semiconductors. It is in these well known semiconductors that we get secure footing before applying the theories to more novel materials.

In this dissertation, three theoretical studies of spin relaxation in III-V type semicon-
ductors have been presented. In Chapter 2, we showed how spin relaxation led to the appearance of diminished diffusion rates for spin polarized electrons in optically excited packets in GaAs. This was a collaborative study with experimentalist Dr. Hui Zhao at the University of Kansas, who shared measurements with us to help provide theoretical backing. Ultimately, the rate of scattering dictated how fast electrons were able to depolarize due to spin precessions in a spin-orbit field. In a spin packet, the electrons on the outermost edges scattered less often so that their spins were able to relax faster than those in the center of the packet. The time evolution of the packet made it appear as if spins were diffusing slower than charge, but a more apt description would be that polarization was diminishing at the packet edges faster than in the center.

In Chapter 3, we took a more in-depth look at GaAs and the contribution of many-body interactions to Dyakonov-Perel spin relaxation. Analytic results were obtained for spin relaxation inhibited by electron-electron and electron-hole collisions. We also studied the effect of including local-field factors in the scattering amplitude, which had some pronounced effects as the system moved away from high degeneracy via temperature or electron density. The results obtained in this chapter enable experimentalists to make quick theoretical predictions without significant computational power or time investment.

In Chapter 4, we studied spin relaxation near a ferromagnetic transition in dilute magnetic semiconductors. We used the Zener model to describe a system of itinerant carriers and localized magnetic impurities interacting via spin-exchange. As in Chapter 3, we derived analytic results for spin relaxation inhibited by scattering, but we also derived results for spin-flip based spin relaxation. We found that near a ferromagnetic transition, where impurity spin fluctuations become strong, carriers quickly lose any non-equilibrium spin polarization by transferring spin to the impurities.

Each of the projects completed in this dissertation have answered questions about the microscopic behavior of electrons and holes in III-V semiconductors. They have also generated new questions. For instance, in Chapter 2, while Dyakonov-Perel spin relaxation was
able to describe the long timescale behavior of diminished spin diffusion, there is a short
time period at the beginning of measurements where the theory could not fit the fast initial
diffusion. Is there another effect that should be taken into account for very short timescales?
In Chapter 4, while we were careful to only include scattering events where total spin was
conserved, this involved two distinct particles, carriers and magnetic impurities. The car-
rriers lose non-equilibrium spin polarization very quickly via the transverse interaction with
impurities. What impact does this fast spin relaxation have on total magnetization, which
is not proportional to the total spin but rather weights each spin by a $g$-factor?

In summary, the effect of many-body collisions on spin relaxation has shown to not only
be a significant factor, but sometimes the driving force behind the presence or absence of spin
relaxation. The Dyakonov-Perel mechanism is a major contributor to spin relaxation in III-
V semiconductors. By including all relevant scattering sources for carriers, this mechanism
can be the basis of a challenging theoretical calculation at the microscopic level.
Appendix A

Ambipolar spin diffusion in GaAs quantum wells

A.1 Spin diffusion matrix

The spin diffusion matrix is derived from the resistivity matrix by application of Einstein’s relations. The resistivity matrix is given by\(^{[37]}\)

\[
\hat{\rho} = \frac{m^*}{ne^2\tau} \begin{bmatrix}
\frac{n}{n_\uparrow} + \frac{n_\downarrow}{n_\uparrow} \tau \gamma & -\tau \gamma \\
-\tau \gamma & \frac{n}{n_\downarrow} + \frac{n_\uparrow}{n_\downarrow} \tau \gamma
\end{bmatrix}
\]  
(A.1)

where we have assumed no external electric field. In addition, the momentum relaxation rate due to electron-impurity collisions which flip the spin was taken as negligible in comparison to non-flip processes. \(\tau\) is essentially the Drude scattering time.

Inverting the resistivity to find conductivity \((\hat{\sigma})\), Einstein’s relation gives the diffusion matrix

\[
e^2 D_{\alpha\beta} = \sum_\gamma \sigma_{\alpha\gamma} \left[\chi^{-1}\right]_{\gamma\beta}
\]  
(A.2)
where the spin susceptibility matrix $\hat{\chi}$ is approximated as

$$\hat{\chi} = \begin{bmatrix}
\frac{\partial n_{\uparrow}}{\partial \mu_{c\uparrow}} & \frac{\partial n_{\uparrow}}{\partial \mu_{c\downarrow}} \\
\frac{\partial n_{\downarrow}}{\partial \mu_{c\uparrow}} & \frac{\partial n_{\downarrow}}{\partial \mu_{c\downarrow}}
\end{bmatrix} \approx \begin{bmatrix}
n_{\uparrow} & 0 \\
0 & n_{\downarrow}
\end{bmatrix}. \quad (A.3)$$

The diffusion matrix is finally,

$$\hat{D} = \frac{D_n}{1 + \gamma \tau} \begin{bmatrix}
1 + \frac{n_{\uparrow}}{n} \gamma & \frac{n_{\uparrow}}{n} \gamma \\
\frac{n_{\downarrow}}{n} \gamma & 1 + \frac{n_{\downarrow}}{n} \gamma
\end{bmatrix} \quad (A.4)$$

where the following relation was used,

$$D_n = \mu_n \frac{k_B T}{e} = \frac{e \tau}{m^*} \frac{k_B T}{e}. \quad (A.5)$$
Appendix B

Dyakonov-Perel spin relaxation in intrinsic GaAs

B.1 Equivalence of harmonics

It is relatively straightforward to demonstrate that integration of \( W \Omega_{q,z} \) (where \( q \) can be any of \( k', \ p, \) or \( p' \)) over \( d\hat{q} = \sin \vartheta_q d\vartheta_q d\varphi_q \) in Eq. (3.17) results in a term proportional to \( \Omega_{k,z} \). Let us write \( \Omega_{q,z} \) in terms of spherical harmonics:

\[
\Omega_{q,z} = C q^2 \sqrt{\frac{8\pi}{105}} \left[ Y_3^2(\vartheta_q, \varphi_q) - Y_3^{-2}(\vartheta_q, \varphi_q) \right], \tag{B.1}
\]

where \( C \) is a constant.

The angular portion of the collision integral in Eq. (3.17) has each \( \Omega_{q,z} \) integrated with a scattering probability. These scattering probabilities can be expanded in Legendre polynomials of argument \( \cos \alpha = \hat{k} \cdot \hat{q} \):

\[
W = \sum_l w_l P_l(\cos \alpha), \tag{B.2}
\]
Figure B.1: For an arbitrary direction of $\mathbf{k}$ with respect to $\hat{z}$, the direction of each momentum vector can be put entirely in terms of $\mathbf{k}$ and the angles $\theta$, $\phi$, and $\varphi_p$. Angle $\phi$ defines the planes in which $\mathbf{k}, \mathbf{p}$ and $\mathbf{k}', \mathbf{p}'$ lie.

where $W$ can represent either $|W_{\mathbf{k}p\mathbf{k}'p'}|^2$ or $|W_{\mathbf{k}p\mathbf{k}'p'}W_{\mathbf{k}p\mathbf{k}'p'}|$. The coefficients can later be found with

$$w_l = \frac{2l+1}{2} \int_{-1}^{1} d(\cos \alpha) W P_l(\cos \alpha).$$  \hspace{1cm} (B.3)

The addition theorem for spherical harmonics expands $P_l$ in spherical harmonics:

$$P_l(\cos \alpha) = \frac{4\pi}{2l+1} \sum_m (\varphi_q, \varphi_q) Y^m_l(\varphi_k, \varphi_k).$$  \hspace{1cm} (B.4)

Then, integration over $d\hat{q}$ is easy due to the orthogonality of spherical harmonics:

$$\int d\hat{q} W \Omega_{q,z} = w_3 \frac{4\pi}{7} \Omega_{k,z}$$

$$= 2\pi \Omega_{k,z} \int_{-1}^{1} d(\cos \alpha) W P_3(\cos \alpha).$$  \hspace{1cm} (B.5)

That $\Omega_{k,z}$ can be extracted from each term in Eq. (3.17) goes to show that the relaxation time approximation in Eq. (1.12) and an angular-independent $\tau^*_k$ are both reasonable claims.
B.2 Reduction of the integral equation

We begin our solution for $\tau_k^*$ by working from Eq. (3.17) with the replacements discussed, cubic symmetry allows $\Omega_k \times \hat{s} \rightarrow \Omega_{k,z}$ and angular independence in $\tau_k^*$ allows $\tau_k^* \rightarrow \tau_k^*$:

$$f_0^0(1 - f_0^0)\Omega_{k,z} = \frac{4\pi}{\hbar} \frac{1}{(2\pi)^6} \sum_{p'} \int dk' dp f_0^0(1 - f_0^0) f_0^0(1 - f_0^{p'}) \delta (\varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'}) \delta_{k+p,p'+p'}$$

$$\left\{ |W_{kpk'p'}|^2 \left[ \tau_k^* \Omega_{k,z} - \tau_{k'}^* \Omega_{k',z} \right] - \frac{1}{2} |W_{kpk'p'}W_{kpp'k'}| \left[ \tau_k^* \Omega_{k,z} - \tau_{k'}^* \Omega_{k',z} + \tau_p^* \Omega_{p,z} - \tau_{p'}^* \Omega_{p',z} \right] \right\}.$$  \hspace{1cm} (B.6)

The sum over $p'$ can be evaluated immediately using conservation of momentum. Then, following a method introduced by Abrikosov and Khalatnikov\[53\] (or for an alternative derivation, Baym and Pethick\[59\]), at low temperatures the integral over momentum space can be re-expressed as

$$dk' dp = \frac{m_c^3}{2\hbar^6 \cos(\theta/2)} d\varepsilon_{k'} d\varepsilon_p d\varepsilon_{p'} \sin \theta d\theta d\phi d\varphi_p,$$ \hspace{1cm} (B.7)

where $\theta$ is the angle between $k$ and $p$, and $\phi$ is a polar angle about the $k + p$ axis (See Fig. B.1). Aside from spin dependence, the scattering amplitudes are functions of only $\theta$ and $\phi$. 

92
At this point our kinetic equation has the form

\[ \Omega_{k,z} = \frac{2m^3_c}{\hbar^2(2\pi)^5} \int_{-\infty}^{\infty} d\varepsilon_k' \int_{-\infty}^{\infty} d\varepsilon_p \int_{-\infty}^{\infty} d\varepsilon_p' \left( \frac{1 - f_0^{k'}}{1 - f_0^k} \right) f_p^0 (1 - f_p^{0'}) \delta (\varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'}) \times \int_0^{2\pi} d\phi \int_0^{\pi} d\theta \int_0^{2\pi} d\varphi_p \sin(\theta/2) \left\{ |W_{kpk'}p'|^2 \left[ \Omega_{k,z} \tau_{k}^* - \Omega_{k',z} \tau_{k'}^* \right] - \frac{1}{2} |W_{kpk'}p'| W_{kpkp'}k' \left[ \Omega_{k,z} \tau_{k}^* - \Omega_{k',z} \tau_{k'}^* + \Omega_{p,z} \tau_{p}^* - \Omega_{p',z} \tau_{p'}^* \right] \right\}. \] (B.8)

The spherical harmonic definition of \( \Omega_{k,z} \) from Eq. (3.18) is useful at this point. The orthogonality associated with the spherical harmonic functions is exploited by multiplying through by \( \Omega_{k,z} \) in Eq. (B.8) and integrating over \( \sin \vartheta_k d\vartheta_k d\varphi_k \). The left hand side reduces with use of

\[ \int_0^{\pi} d\vartheta_k \int_0^{2\pi} d\varphi_k \sin \vartheta_k \Omega_{k,z}^2 = C^2 k^5 \frac{16\pi}{105}, \] (B.9)

where \( C^2 = \alpha^2 \hbar^4 / (2m^3_c E_g) \).

There is still the matter of putting the angles corresponding to vectors \( p, k', \) and \( p' \) in terms of the integration variables. This is accomplished by introducing a right hand orthonormal basis of vectors:

\[ \hat{k} = \{ \sin \vartheta_k \cos \varphi_k, \sin \vartheta_k \sin \varphi_k, \cos \vartheta_k \}, \] (B.10a)

\[ \hat{t} = \{ \cos \vartheta_k \cos \varphi_k, \cos \vartheta_k \sin \varphi_k, -\sin \vartheta_k \}, \] (B.10b)

\[ \hat{n} = \hat{k} \times \hat{t}. \] (B.10c)

Aligning \( \hat{k} \) along \( \hat{z} \), it is seen that

\[ \hat{p} = \cos \theta \hat{k} + \sin \theta \cos \varphi_p \hat{t} + \sin \theta \sin \varphi_p \hat{n}. \] (B.11)

A rotation formula can be applied so that vectors \( k \) and \( p \) are turned about the \( k + p \) axis
to find $\mathbf{k}'$ and $\mathbf{p}'$:

$$\mathbf{k}' = \frac{\mathbf{k} + \mathbf{p}}{2} + \frac{\mathbf{k} - \mathbf{p}}{2} \cos \phi + \left( \frac{\mathbf{k} \times \mathbf{p}}{|\mathbf{k} + \mathbf{p}|} \right) \sin \phi, \quad \text{(B.12)}$$

$$\mathbf{p}' = \frac{\mathbf{k} + \mathbf{p}}{2} - \frac{\mathbf{k} - \mathbf{p}}{2} \cos \phi - \left( \frac{\mathbf{k} \times \mathbf{p}}{|\mathbf{k} + \mathbf{p}|} \right) \sin \phi. \quad \text{(B.13)}$$

Standard relations are used to put the angular components of $\mathbf{k}'$, $\mathbf{p}$, and $\mathbf{p}'$ in terms of the integration variables:

$$\cos \vartheta_q = q_z, \quad \text{(B.14)}$$

$$\cos \varphi_q = \frac{q_x}{\sqrt{1 - q_z^2}}. \quad \text{(B.15)}$$

This concludes the needed angular transformations. Let us define the angular-only portion of $\Omega_{k,z}$ with $\kappa(\vartheta_k, \varphi_k)$. In other words

$$\kappa(\vartheta_k, \varphi_k) = \cos \vartheta_k \sin^2 \vartheta_k \cos(2 \varphi_k)$$

$$= (\cos \vartheta_k - \cos^3 \vartheta_k)(2 \cos^2 \varphi_k - 1), \quad \text{(B.16)}$$

where identities have been used to write $\kappa$ in terms of cosine functions for direct use of Eqs. (B.14) and (B.15). This leaves us with
\[ \frac{16\pi}{105} = \frac{2m_e^3}{\hbar^7(2\pi)^5} \times \int_{-\infty}^{\infty} d\varepsilon_{k'} \int_{-\infty}^{\infty} d\varepsilon_p \int_{-\infty}^{\infty} d\varepsilon_{p'} \left( \frac{1-f_0^0}{1-f_0^0} \right) f_{p'}^0 \left( 1 - f_{p'}^{0} \right) \delta \left( \varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'} \right) \]
\[ \times \int_{0}^{2\pi} d\varphi_{k} \int_{0}^{\pi} d\vartheta_{k} \int_{0}^{2\pi} d\phi \int_{0}^{\pi} d\vartheta \int_{0}^{2\pi} d\varphi_p \sin \vartheta_k \sin(\theta/2) \kappa (\vartheta_k, \varphi_k) \]
\[ \times \left\{ |W_{kk'}|^2 \left[ \kappa (\vartheta_k, \varphi_k) \tau_k^* - \frac{\kappa (\vartheta_{k'}, \varphi_{k'})}{(k/k')^3} \tau_{k'}^* \right] - \frac{1}{2} |W_{kk'}W_{kp'}| \right\} \times \left[ \kappa (\vartheta_k, \varphi_k) \tau_k^* - \frac{\kappa (\vartheta_{k'}, \varphi_{k'})}{(k/k')^3} \tau_{k'}^* + \frac{\kappa (\vartheta_p, \varphi_p)}{(k/p')^3} \tau_p^* - \frac{\kappa (\vartheta_{p'}, \varphi_{p'})}{(k/p')^3} \tau_{p'}^* \right] \right\}. \quad (B.17) \]

Here, we have made use of the fact that the scattering amplitude in the direct portion of the collision integral only depends on the momentum transfer \( k \rightarrow k' \), whereas the exchange portion includes the possibilities of \( k \rightarrow k' \) and \( k \rightarrow p' \). For scattering near the Fermi surface, the scattering amplitudes only vary with the angle between incoming and outgoing momenta. These angles can be written in terms of just \( \theta \) and \( \phi \) with the following relations:

\[ \cos \theta_1 = \hat{k} \cdot \hat{k'} = \frac{1}{2} (1 + \cos \theta + \cos \phi - \cos \theta \cos \phi), \]
\[ \cos \theta_2 = \hat{k} \cdot \hat{p'} = \frac{1}{2} (1 + \cos \theta - \cos \phi + \cos \theta \cos \phi). \]

The scattering amplitudes written as functions of \( \theta_1 \) and \( \theta_2 \) are

\[ W_{kk'} = W(\cos \theta_1), \quad (B.20) \]
\[ W_{kp'} = W(\cos \theta_2). \quad (B.21) \]
For reference, the dimensionless momentum transfers are

\[ \tilde{q}_1 = \frac{|\mathbf{k} - k'|}{2k_F} = \sin \left( \frac{\theta}{2} \right) \sin \left( \phi/2 \right) , \tag{B.22} \]
\[ \tilde{q}_2 = \frac{|\mathbf{k} - p'|}{2k_F} = \sin \left( \frac{\theta}{2} \right) |\cos \left( \phi/2 \right)| . \tag{B.23} \]

The absolute value is a result of the range of integration, \( 0 < \phi < 2\pi \).

Integration over \( d\varphi_p, d\varphi_k \) and \( d\varphi_k \) can be done immediately with the result

\[
\frac{\hbar^7 (2\pi)^4}{m_e^3} = 
\int_{-\infty}^{\infty} d\varepsilon_k' \int_{-\infty}^{\infty} d\varepsilon_p \int_{-\infty}^{\infty} d\varepsilon_{p'} \left( \frac{1 - f^0_{k'}}{1 - f^0_k} \right) f^0_p (1 - f^0_{p'}) \delta \left( \varepsilon_k + \varepsilon_p - \varepsilon_{k'} - \varepsilon_{p'} \right) 
\times \int d\Omega \left\{ \frac{|W_{kk'}|^2}{\cos(\theta/2)} \left[ \frac{P_3 (\cos \theta_1)}{(k/k')^3} - \frac{P_3 (\cos \theta_2)}{(k/p')^3} \right] \right. 
\left. - \frac{1}{2} \frac{|W_{kk'} W_{kp}|}{\cos(\theta/2)} \left[ \tau^{*}_{k} - \frac{P_3 (\cos \theta_1)}{(k/k')^3} \tau^*_{k'} + \frac{P_3 (\cos \theta)}{(k/p')^3} \tau^*_{p} - \frac{P_3 (\cos \theta_2)}{(k/p')^3} \tau^*_{p'} \right] \right\} , \tag{B.24} \]
\]

where \( d\Omega = \sin \theta \, d\theta \, d\phi \) should not be confused with the Dresselhaus Larmor frequency.

Notice that without the Legendre polynomial terms, the scattering time could be factored out of the integral and we would have exactly the scattering rate of plane waves, as can be referenced in [40]. Given that well known solution, we are led to believe \( \tau^*_k \) will have even dependences on energy and temperature.

The ratios \( (k/k')^3 \), \( (k/p)^3 \), and \( (k/p')^3 \) vary slowly across the Fermi surface when compared to the Fermi-Dirac functions and anticipated \( \varepsilon_k - \mu \) dependence in \( \tau^*_k \). They are all set to 1. We shall consider only static screening in the scattering amplitudes, a reasonable assumption at low temperature. The resulting integral equation for \( \tau^*_k \) has been exactly solved by Sykes and Brooker.[54] We will reproduce a simplified version of the solution here.
The energy integrals are written in terms of unitless variables:

\[ \xi = (\varepsilon_k - \mu)/k_B T, \quad (B.25) \]
\[ x = (\varepsilon_{k'} - \mu)/k_B T, \quad (B.26) \]
\[ y = (\varepsilon_{\nu'} - \mu)/k_B T, \quad (B.27) \]

and the \( \delta \)-function evaluated for \((\varepsilon_p - \mu)/k_B T\) to give

\[
\frac{\hbar^7 (2\pi)^4}{m_c^3 (k_B T)^2} = \\
\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \left[ \frac{f^0(-x)}{f^0(-\xi)} \right] f^0(x + y - \xi) f^0(-y) \int d\Omega \\
\times \left\{ \frac{|W_{kk'}|^2}{\cos(\theta/2)} [\tau^*(\xi) - P_3 (\cos \theta_1) \tau^*(x)] - \frac{1}{2} \frac{|W_{kk'} W_{kp'}|}{\cos(\theta/2)} \\
\times [\tau^*(\xi) - P_3 (\cos \theta_1) \tau^*(x) + P_3 (\cos \theta) \tau^*(x + y - \xi) - P_3 (\cos \theta_2) \tau^*(y)] \right\}. \quad (B.28)
\]

The equilibrium Fermi-Dirac functions are now described by

\[ f^0(x) = \frac{1}{1 + e^x}. \quad (B.29) \]

Integration of \( \tau^*(x + y - \xi) \) over \( dy \) is equivalent to integration of \( \tau^*(-y) \) over \( dy \). This relation, along with a simple swap of \( x \leftrightarrow y \) variables in terms which have \( \tau^*(\pm y) \), allows the integration over \( dy \) to be performed:

\[
\int_{-\infty}^{\infty} dy f^0(x + y - \xi) f^0(-y) = \frac{\xi - x}{1 - e^{x-\xi}}. \quad (B.30)
\]

With an even dependence on \( x \), we can also let \( \tau^*(-x) \rightarrow \tau^*(x) \). To simplify the form of the integral equation, the angular integrals are represented by constants \( B \) and \( \lambda \), and the
remaining $x$-dependent factor by $K(x, \xi)$:

$$K(x, \xi) = \frac{f^0(-x)}{f^0(-\xi)} \left[ \frac{\xi - x}{1 - e^{\xi - x}} \right], \quad (B.31a)$$

$$A_1 = \int d\Omega \frac{|W_{kk}|^2}{\cos(\theta/2)}, \quad (B.31b)$$

$$A_2 = \int d\Omega \frac{|W_{kk} W_{kp'}|}{\cos(\theta/2)}, \quad (B.31c)$$

$$\lambda_1 = \frac{1}{A_1} \int d\Omega \frac{|W_{kk}|^2}{\cos(\theta/2)} P_3(\cos \theta_1), \quad (B.31d)$$

$$\lambda_2 = \frac{1}{A_2} \int d\Omega \frac{|W_{kk} W_{kp'}|}{\cos(\theta/2)} [P_3(\cos \theta_1) - P_3(\cos \theta) + P_3(\cos \theta_2)], \quad (B.31e)$$

$$B = \frac{\hbar^7(2\pi)^4}{m_e^3 (k_B T)^2} \left( A_1 - \frac{A_2}{2} \right)^{-1}, \quad (B.31f)$$

$$\lambda = \frac{A_1 \lambda_1 - A_2 \lambda_2}{A_1 - A_2/2}. \quad (B.31g)$$

The remaining integral equation for $\tau^*(\xi)$ is exactly of the form in Sykes and Brooker:

$$B = \int_{-\infty}^{\infty} dx \ K(x, \xi) [\tau^*(\xi) - \lambda \tau^*(x)]. \quad (B.32)$$

Notice that the kernel of this integral equation involves only two-dimensional angular integrals on the Fermi surface. In fact, since $A_1$ and $\lambda_1$ do not contain any exchange terms, they can actually be simplified to one-dimensional integrals of the momentum transfer $\tilde{q}_1$ in Eq. (B.22):

$$A_1 = 8\pi \int_0^1 d\tilde{q}_1 |W(\tilde{q}_1)|^2, \quad (B.33)$$

$$\lambda_1 = 8\pi \int_0^1 d\tilde{q}_1 |W(\tilde{q}_1)|^2 P_3(1 - 2\tilde{q}_1^2). \quad (B.34)$$

The solution for $\tau^*(\xi)$ is found by converting the integral equation to a differential equation via Fourier transform, utilizing the convolution theorem. For $\tau^*(\xi)$ with an even
dependence on \( \xi \),

\[
\tau^*(\xi) = \frac{\cosh(\xi/2)}{2\pi} \int_{-\infty}^{\infty} d\omega \, e^{-i\omega \xi} \sum_{l=0}^{\infty} \frac{(4l + 3)\Phi_{2l}(\omega)}{\Lambda_{2l} (\Lambda_{2l} - \lambda)} ,
\]

(B.35)

where

\[
\Phi_{2l}(\omega) = p^l_{l+1} (\tanh \pi \omega) ,
\]

(B.36)

\[
\Lambda_{l} = \frac{1}{2} (l + 1)(l + 2) ,
\]

(B.37)

and \( p^m_l(x) \) are the associated Legendre polynomials.

\[99\]
Appendix C

Spin relaxation near a ferromagnetic transition

C.1 Modified Lindhard response functions

The modified Lindhard imaginary response functions presented in Chapter 4 have easily derivable analytic solutions. They are most compactly written in terms of the following dimensionless variables:

\[ \bar{q}_\gamma = \frac{q}{k_{F\gamma}}, \quad (C.1) \]

\[ \nu_{\gamma \pm} = \frac{\hbar \omega + (\beta - \alpha)\Delta/2}{\hbar q v_{F\gamma}} \pm \frac{q}{2k_{F\gamma}}, \quad (C.2) \]

\[ \eta_{\gamma} = \frac{\hbar \omega + (\beta - \alpha)\Delta/2}{\varepsilon_{F\gamma}}. \quad (C.3) \]
The response function that enters momentum relaxation calculations is

\[
\Im \chi^{(n, \gamma)}_{\alpha \beta}(q, \omega) = \frac{\pi}{k_F^\gamma} \sum_k \delta(\varepsilon_{k+q\beta} - \varepsilon_{k\alpha} - \hbar \omega) \left[ f_{k+q\beta}^0 - f_{k\alpha}^0 \right](k \cdot \hat{q})^n = \nu_{\gamma}^n \left\{ \frac{\pi}{4q_{\beta}} \Theta [1 - \nu_{\beta+}^2] (1 - \nu_{\beta+}^2) - \frac{\pi}{4q_{\alpha}} \Theta [1 - \nu_{\alpha-}^2] (1 - \nu_{\alpha-}^2) \right\} .
\]

(C.4)

The response function used in effective scattering rate calculations for spin relaxation is

\[
\Im \chi^{(n)}_{3\alpha \beta}(q, \omega) = \frac{\pi}{k_F^\gamma} \sum_k \delta(\varepsilon_{k+q\beta} - \varepsilon_{k\alpha} - \hbar \omega) \left[ f_{k+q\beta}^0 - f_{k\alpha}^0 \right] \frac{k^n}{|k + q|} P_n \left[ \frac{k \cdot (k + q)}{|k + q|} \right]
\]

\[
= \frac{\pi N_{\beta}(0)}{4q_{\beta}} \Theta [1 - \nu_{\beta+}^2] \left[ Z_n (1, \eta_{\beta}, \bar{q}_{\beta}) - Z_n (\nu_{\beta+}^2, \eta_{\beta}, \bar{q}_{\beta}) \right] - \frac{\pi N_{\alpha}(0)}{4q_{\alpha}} \Theta [1 - \nu_{\alpha-}^2] \left[ Z_n (1 + \eta_{\alpha}, \eta_{\alpha}, \bar{q}_{\alpha}) - Z_n (\nu_{\alpha-}^2 + \eta_{\alpha}, \eta_{\alpha}, \bar{q}_{\alpha}) \right],
\]

(C.5)

where

\[
Z_n (x, \eta, \bar{q}) = \int dx \left| \frac{x - \eta}{x} \right|^{n/2} P_n \left[ \frac{2x - \eta - \bar{q}^2}{2\sqrt{x^2 - x\eta}} \right].
\]

(C.6)

In the case of a Dresselhaus spin-orbit field, \( \Im \chi^{(3)}_{3\alpha \beta}(q, \omega) \) is the relevant response function with

\[
Z_3 (x, \eta, \bar{q}) = \frac{5(q^2 + \eta)^3}{32x^2} - \frac{3(5q^4 + 8q^2\eta + 3\eta^2)}{8x} + x - \frac{3(2q^2 + \eta)}{2} \ln(x).
\]

(C.7)

For both of the above response functions, \( n = 0 \) reduces them to standard Lindhard imaginary response. Comparisons of the relevant modified response functions are plotted in Fig. C.1. They obey the same cutoff frequencies and electron-hole continuum boundaries as Lindhard imaginary response. The property that \( \Im \chi(q, \omega) \) be negative for positive frequencies does not necessarily hold for odd \( n \) though.
Figure C.1: The modified response functions (solid lines) compared to Lindhard imaginary response (dashed line) for a) $q = 0.5k_F$ and b) $q = 0.5k_F$ at zero polarization.
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