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ABSTRACT 
 
 
 

In this dissertation, I investigate the conditions that facilitate the civil wars 

incidences and try to provide a deeper understanding of large scale domestic violence by 

formulating a new and more comprehensive model, which includes both opportunity and 

grievance factors. The results indicate that some grievance (like repression, 

discrimination, ethnic dominance) and opportunity factors (GDP per capita, GDP growth, 

non-contiguity, and population) play a significant role in predicting the civil war 

incidence for the period of 1975-1997. In addition, I brought an important but neglected 

aspect of state capacity- namely ‘quality of governance’ - back to the civil war literature 

and tested empirically its contribution in predicting civil wars. I found that quality of 

governance plays a very important role in determining the likelihood of civil wars. The 

level of corruption, rule of law tradition, risk of expropriation and repudiation are all 

important predictors of civil war incidence.  

 

 ix



 
1. Introduction 

 
 
 

Civil wars are widespread incidences of domestic political conflicts that are 

characterized by high levels of violence and human suffering. They not only produce 

economic and political devastation and pose challenges to neighboring states, regional 

security and stability, but also have broader implications for political order and human 

rights as we have witnessed in the cases of Lebanon, Cyprus, Bosnia, Kosovo, Liberia, 

Sudan and  Rwanda (Brown 1996). Civil wars with massive human rights violations (e.g. 

Yugoslavia), and the protracted civil wars with substantial refugee flows (e.g. Congo, 

Sudan) have attracted a great deal of media attention in recent years. As a result, people 

all around the world started to become more aware of the destructive nature of civil wars. 

It is fair to say that what we have seen on TV is only the tip of the iceberg. 

Despite the fact that civil wars have been the most common and deadly form of 

military conflict since the end of World War Two, they have been understudied. The 

focus of conflict studies in the academic security studies community has long been the 

onset and settlement of interstate wars, even though they constitute less than 10% of the 

total number of armed conflicts (Mack 2002). Despite all the human misery associated 

with civil wars, the academic community has failed to pay enough attention to them until 

recently (Sambanis 2004).  

However, this has started to change in the past decade with the decreasing number 

of interstate wars. 25 interstate wars were reported between 1945 and 1999, involving a 

total of 25 states and with a combined death toll of approximately 3.33 million. By 

contrast, in the same period there were 127 civil wars in 73 states that resulted in 16.2 
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million battle deaths and more than 50 million displaced persons.1 While interstate wars 

had a median duration of approximately three months, intrastate wars had a median of six 

years (Fearon and Laitin 2003).   

A quick comparison of the numbers presented above will show that the number of 

intrastate wars as a percentage of all wars has not only been increasing since the end of 

World War Two, but they also tend to last much longer than interstate wars. Despite the 

growing academic interest and significant advances since the early 1990s,2 major 

disagreements among the leading scholars remain about the causes, duration and 

termination of civil wars (Mack 2002). Therefore; it is fair to conclude that we are still 

far from a thorough understanding of the main determinants of civil wars. Nicholas 

Sambanis (2002:217), a prominent scholar in the study of civil wars, rightfully points out 

that civil war still “represents the most poorly understood system failure in domestic 

political processes.” 

 

1.1. The Puzzle, the Research Question and Goals 

This dissertation started with one observation: In all states, there are some citizens 

who are dissatisfied or frustrated with the existing political, economic or social 

conditions. However, only in some societies does this latent unrest cross a certain 

threshold and transform itself into a massive civil war. Why do some states experience 

political violence in the form of civil wars while others do not? Under what conditions do 

civil wars break out? Which countries are more prone to violent domestic conflict? These 

                                                 
1 As a comparison, Mason and Fett (1996) report that there have been 127 post-World War Two conflicts 
listed in Correlates of War (COW), of which more than 72% were some type of civil war that account for 
63.7% of the total battle deaths between 1945- 1992 (Small and Singer 1993).  
2 See the special issues of Journal of Peace Research (2002, vol 39: 4) and Journal of Conflict Resolution 
(2002, vol. 46: 1) on civil wars. 
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are puzzling questions that are in need of further investigation. Therefore, the main goal 

in this dissertation is to uncover the universal factors that best account for cross-national 

political violence. 

The research questions stated above are of evident importance. The level of social 

and economic destruction and suffering produced by civil wars makes them an important 

issue area of study for international relations scholars. Despite all the efforts at theory 

building and the existence of several coherent lines of theoretical development - relative 

deprivation, resource mobilization, and rational choice - the empirical evidence in the 

literature is mostly contradictory and inconclusive both across and within the types of 

data employed (Snyder 1978). This is a huge problem both for researchers and policy 

makers. 

My concern regarding the relative impact of political, economic and other factors 

that increase the risk of civil wars is not simply academic. Without understanding the 

origins of domestic conflicts and the factors that make a society more prone to domestic 

political violence and civil war, it would be almost impossible for policy makers to 

devise ways to end these conflicts, or to prevent them from happening in the first place. 

Policy makers, based on the existence of these characteristics, can devise institutions, 

political systems and electoral rules to decrease societal competition and prevent conflicts 

before they start.  

Another important reason for studying civil wars is the possibility of spill-over 

effects. The impact of civil wars can easily go beyond the national borders of the 

countries in which they take place and affect regional security and stability (Lake and 

Rothchild 1998). The Kurdish insurgency in Turkey, for example, has always had 
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implications for neighboring countries like Iraq. Similarly, the civil war in Tajikistan is 

influenced by the civil war in Afghanistan (Regan and Aydin 2004). In addition to 

political spill-over, civil strife is also an important impediment to sustained social and 

economic recovery, poverty reduction and development not only in countries in which 

they unfold, but also in neighboring states (Deninger 2003; Murdoch and Sandler 2002). 

The research can be an especially rewarding enterprise for war-torn regions like Africa. 

Preventing future conflicts can provide these countries with peace whereby they can 

channel their efforts toward resuscitating their war-ravaged economies instead of fighting 

with each other.  

In addition to preventing outbreaks, knowing the exact causes of political violence 

and civil wars can be vital for third-party interventions that aim to terminate or shorten 

the duration of the conflict. If policy makers have essential information about the 

characteristics of a civil war that is unfolding, the conditions of successful interventions, 

the type and timing of intervention (that is expected to be most efficient and least costly), 

the success of interventions can increase dramatically. Therefore, this dissertation should 

be perceived as an effort to advance the research on crisis prevention and management 

with the hope of promoting peace and stability around the world. 

With these benefits of studying domestic violence and civil wars in mind, in this 

dissertation, I will attempt to evaluate and extend the theoretical and empirical 

knowledge about the root causes of domestic political violence in the form of civil wars. 

The dissertation will revolve around the question: What sort of political, economic and 

demographic factors play a crucial role in shaping the dynamics of domestic political 

violence? More specifically, I will try to achieve the following goals:  
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(1) To review the literature and existing theoretical models of civil wars and point 

out their limitations;  

(2) to evaluate our substantive knowledge about how different indicators affect 

the likelihood of civil war by systematically assessing the empirical robustness of 

existing research findings using a unidirectional approach;  

(3) to offer a more comprehensive model of civil wars and test it with cross-

national time-series data; 

 (4) to evaluate the direct link between grievances and civil wars; 

(5) to bring an important but neglected aspect of state capacity – ‘quality of 

governance’ - back to the civil war literature and empirically test its contribution to civil 

wars with the best available data, and 

(6) to check the robustness of all the results using alternative data, measurements 

and methods. 

I accept that each civil war is different from others in a number of respects and 

that the historical context plays a significant role in shaping a people’s attitudes and their 

reactions to government policies. However, accepting each civil war as a ‘unique event’  

prevents researchers from making comparisons and reaching generalizations that can be 

useful for predicting future conflicts or can contribute to the termination of existing wars. 

It also runs the risk of complying with undisciplined formulations. If we want to 

understand the general mechanisms behind civil wars, what we need to do is develop 

theories and general models of political violence and evaluate them with the best data 

available. This dissertation should be seen as a small step towards this goal. 
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So, what are the distinguishing characteristics of this research? First, it employs 

the most comprehensive model of civil war to date. In addition to some new factors, like 

the quality of governance or repression, it also includes most of the theoretically 

important variables that are suspected to determine civil wars. Second, unlike some of the 

existing studies, I do not aim to defend or support any specific domestic conflict model 

and explanation (grievance/ relative deprivation versus opportunity/ mobilization and 

rational choice).3 I believe in the necessity of a ‘synthetic approach’ that combines both 

models in explaining phenomena as complex as civil wars. With this idea in mind, I will 

construct not only the ‘grievance’ and ‘opportunity’ models separately (to make sure that 

my results are be comparable to existing findings in the literature) but also a 

‘comprehensive model’ that includes both approaches. The results of a comprehensive 

model are more informative and provide new evidence for some of the linkages. Third, 

the goal of this dissertation is by no means limited to empirical testing. I hope to 

contribute to theory building given that quality of governance is an area that is 

significantly under-theorized. 

It is important to note that, some of the variables used in this dissertation have not 

been used in the testing of theorizing about civil wars in the literature of international 

relations before. In this regard, the most important aspect is the incorporation of “quality 

of governance” in the empirical testing of the determinants of civil wars. It is a totally 

new line of inquiry and has a lot to offer when it comes to predicting civil war incidences.  

 

 

                                                 
3 In the comparative politics literature, the contrasting theories of domestic conflict are relative deprivation 
and opportunity/mobilization. In international relations literature the competing theories are grievance and 
greed/opportunity. 
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1.2. Outline of the Dissertation 

Five additional chapters follow the introduction. The second chapter provides an 

overview of the domestic political violence and civil war literature. This theoretical 

overview combines the arguments developed not only in international relations but also 

in the comparative politics literature. In this section, I identify the limitations of the 

literature, introduce my comprehensive model of civil wars and explore how changes in 

various social, political, economic and other factors influence the risk of civil war. In the 

second part of the theory chapter, I specifically focus on the theoretical connection 

between ‘quality of governance’ and the likelihood of civil wars.  

In the third chapter, I discuss the research design, including data, method and 

operationalization of the proxies selected to measure the levels of economic, political or 

other types of factors influencing the prevalence of civil wars. In an attempt to 

understand the determinants of civil wars I build three different models: a grievance, 

opportunity and comprehensive model.  

Chapters 4 and 5 are devoted to data analysis. In chapter 4, I empirically test the 

explanatory power of opportunity, grievance and combined models of civil wars. In 

chapter 5, I focus on one particular aspect of the state - the quality of governance - and 

conduct an empirical analysis to understand how much it adds to our capability of 

predicting civil war incidences. Both analyses are carried out utilizing a cross-national 

time-series data test. In both chapters, I first present the results of the regressions and 

then discuss the implications of the results.  

In the last chapter, I discuss the implications and limitations of my research. I also 

provide conclusions and try to develop a strategy for preventing future conflicts based on 
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the results of the empirical analyses. I conclude with the implications of my results for 

future research and policy development. 

 

1.3. Background Information on Civil Wars 

Due to the existence of a wide variety of terms in referring to collective political 

violent activities, I want to start by explaining my use of terminology in this dissertation. 

In addition, in the last part of the chapter, I will provide some background information 

regarding the contemporary state of the civil war literature in international relations field.  

 

1.3.1. Terms and Definitions 

Scholars have always been interested in explaining concepts like civil strife and 

rebellion (Gurr 1968), collective violence (Tilly 1975), revolution (Davies 1962), 

violence (Hibbs 1973), and internal armed conflict (Caprioli 2005). Some scholars use 

‘domestic conflict’ to refer to anti-government behavior ranging from demonstrations and 

protests to revolutionary movements and civil war.  Therefore domestic conflict is a fairly 

broad term that includes both violent and non-violent behavior.  Many scholars use 

‘rebellion’ and ‘civil war’ to refer to a sub-category of domestic conflict that is the most 

violent form of domestic conflict involving armed combat between rebel forces and the 

government.4 In addition to the level of violence and destruction, civil wars are also 

                                                 
4 Gurr distinguishes rebellion from protest based on its goals, strategy of mobilization of coercive power 
and its systematic use of violence (Gurr 1993b: 169-173, 1997:1089). In MAR coding, rebellion is a broad 
category that includes: (0) none reported; (1) political banditry; (2) campaigns of terrorism; (3) local 
rebellion (armed attempts to seize power in a locale); (4) small scale guerilla activity (all of the following 
must exist: a) fewer than 1000 armed fighters; b) sporadic armed attacks less than six reported per year); 
and c) attacks in a small part of the area occupied by the group, or in one or two other locales; (5) 
intermediate scale guerilla activity (has one or two of the defining traits of large-scale activity and one or 
two of the defining traits of small-scale activity); (6) large scale guerilla activity (all of the following must 
exist: a) more than 1000 armed fighters; b) more than 6 armed attacks per year); and c) attacks affecting a 

 8



different than other forms of domestic violence in terms of objectives, the level of 

coordination essential for successful prosecution and its more protracted nature 

(Henderson and Singer 2000). 

Following Snyder (1978: 500), I define ‘domestic collective violence’ as “events 

which meet some minimum criteria of size and damage to persons and/or property.” 

Therefore, for an action to be considered part of this category, it has to be both 

‘collective’ and involve ‘violence.’ Based on this definition, collective action 

conventionally excludes international wars, the acts of individual violence, assassinations 

or peaceful demonstrations. While not denying the importance of peaceful 

demonstrations and protest, in this dissertation, I limit my focus to domestic collective 

political violence and more specifically, to civil wars as defined by Fearon and Laitin 

(2003). For this study, the most important characteristic that distinguishes civil war from 

other types of domestic violence is the level (magnitude) of violence. Therefore 

throughout the dissertation, ‘conflict’ ‘domestic (intrastate) conflict’ and ‘rebellion’ refer 

to ‘civil strife/ war/violence’.  

It is also important to mention that some authors differentiate between minor 

domestic armed conflicts exceeding 25 battle-related deaths and major ones (like civil 

wars exceeding 1,000 battle deaths). Therefore, what they refer to with the term 

                                                                                                                                                 
large part of the area occupied by the group;  (7) protracted civil war (fought by rebel military units with 
base areas). Coding of Protest is as follows: (0) none reported; (1) verbal oppression (public letters, 
petitions, posters, publications, agitation, etc.); (2)symbolic resistance (scattered acts of symbolic resistance 
like sit-ins, blockage of traffic, sabotage, symbolic destruction of property) or political organizing activity 
on a substantial scale; (3)  small demonstration (demonstrations, rallies, strikes, and/or riots, less than 
10,000); (4) medium demonstration (demonstrations, rallies and strikes, and/or riots, less than 100,000); (5) 
large demonstration (mass demonstrations, rallies and strikes, and/or riots greater than 100,000) (MAR 
Coodebook). 

 9



‘domestic conflict’ is the collectivity of all major and minor armed conflicts.5 I will only 

use this distinction (minor armed conflict and civil wars) in my sensitivity analysis in 

which I will test the robustness of my arguments on quality of governance with 

alternative data. Since generalizibility is one of the goals of this study, the results of the 

empirical test should be subject to a sensitivity test with alternative definitions.  

 

1.3.2. Civil War in International Relations Literature 

The civil war literature, very broadly, can be divided into three categories: onset, 

duration, and termination. Scholars not only try to understand why these conflicts happen 

but also the dynamics during the war and the end results. More specifically, in the first 

group, scholars focus mainly on the determinants of civil wars. Their main question is 

‘why do civil wars occur?’ The answer to this question is quite diverse and broad. While 

some scholars focus on economic and political factors (e.g. Fearon and Laitin 1999; 

2003; Hegre et al 2001; Collier and Hoeffler 2004; Collier and Hoeffler 1998), some 

others investigated the impact of environmental degradation (e.g. Hauge and Ellingsen 

1998) or foreign aid on civil wars (e.g. Collier and Hoeffler 2002b). Since onset is the 

focus of this dissertation and the related theory and findings will be discussed in detail, I 

will move on to the second category.  

There is the realization in the duration camp that civil wars show a remarkable 

variation in terms of their duration. While some civil wars last only a few months, some 

others can last longer than a decade. What explains this variation in the duration? In order 

to explain this question scholars examine various factors, like the characteristics of the 
                                                 
5 See Wallersteen and Sollenberg (1999), Caprioli (2005), Melander (2005) and De Soysa (2002) on this 
issue. 
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countries in which civil war unfolds, the type of conflict, the combatants and the role of 

outside parties. Scholars also investigate the impact of various factors on civil war 

duration including veto players (Cunningham 2005), political and economic indicators 

(Collier and Hoeffler 2002c; Collier et al. 2004; Balch-Lindsay and Enterline 2000), 

social fragmentation (Elbadawi and Sambanis 2000) and forms of intervention (Regan 

and Aydin 2004).6

The questions regarding duration are strongly related to the third dimension, the 

management and termination of civil wars. 7  The main questions of the termination 

literature are: What types of civil wars have quick, clear, and successful terminations? 

Why do some civil wars end quickly while others last very long without any resolution? 

Does one method, like partition, provide a more effective solution to civil wars than 

others? (Sambanis 1999; Saideman 2002). Some researchers tend to focus on the costs 

associated with civil wars or the commitment problems and uncertainty in explaining the 

duration and termination of civil wars. Due to extreme uncertainty and risk involved in 

civil wars, many scholars analyzed the necessity of external intervention and international 

enforcement, which might make it easier for the warring sides to sign and implement a 

settlement to end the civil war (Walter 2002). There are also serious attempts to 

understand the conditions of successful and efficient third party intervention (Regan 

2002a, b; Enterline and Balch-Lindsay 2002; Regan and Abouharb 2002). In addition, 

some scholars are interested in the consequences and impact of civil wars on civilian 

                                                 
6 Some other studies on the duration or intervention to civil conflicts are Balch-Lindsay and Enterline 
(2000), Regan (1996, 1998, 2000, 2002), Fearon (2004), Cunningham (2005), Collier et al. (2004), Smith 
and Stam (2003), Collier and Hoeffler (1998) and Hegre (2004). 
7 See Walter (1997, 2002), Licklider (1995), Doyle and Sambanis (2000), Hegre (2004), Mason and Fett 
(1996), Mason et al. (1999) and Harztell et al. (2001). 

 11



populations, economic development, and poverty (Murshed 2002; Murdoch and Sandler 

2002a, b; Ghobarah et al. 2003; Collier et al. 2003). 

Going back to the first line of research, onsets, like many scholars, I am 

fascinated by the following three questions:  Why do some states experience civil war but 

not others? What characteristics make countries susceptible to domestic political violence 

and civil wars? If we identify these factors, can we contribute to conflict prevention or 

management? These questions have generated considerable interest and controversy 

within the academic community over the last decade. It attracted the attention of not only 

economists but also political scientists. As one reads the research that has been conducted 

on the issue, it becomes quite clear that there is very little consensus. The earlier 

literature in both fields made it clear that civil wars and domestic violence are events that 

can not be explained by arguments that are made in isolation or with simple bivariate 

correlations (Gupta et al. 1993). This is not surprising given that civil war is a very 

complex phenomenon.  

 Research about the causes of civil wars in the international relations literature is 

relatively new. As mentioned earlier, international relations scholars were preoccupied 

with interstate wars and conflicts for a long time, and this resulted in a neglect of 

domestic conflicts.  Given the lack of attention paid to domestic politics in major 

international relations theories like realism, the lack of interest in civil wars is not that 

surprising. On the contrary, comparative politics scholars started to pay considerable 

attention to causes of dissent starting in the 1960s. During the 1960s, 1970s and early 

1980s, theories of relative deprivation and resource mobilization dominated the 

discussions of collective violence. Scholars, utilizing these theories, not only tried to 
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understand the causal mechanisms behind political violence but also non-violent tactics 

like protest. As early as the 1980s, there was a strong awareness among comparativists 

that protest and rebellion, despite being ‘members of the same family,’ have their unique 

causes and characteristics. Hence, it is essential to study them both individually and 

collectively not only to figure out the similarities and differences and but also to be able 

to make meaningful suggestions to policy makers regarding the emergence of domestic 

political violence.  

In the next chapter, I will review this broad literature with a special emphasis on 

the roots causes of violent expressions of dissent and civil wars. 
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2. Theoretical Overview  
 
 
 

As mentioned in the introduction, there are three main research questions that will 

guide this dissertation and the theoretical discussion in this chapter. These are:  

(1) What factors lead to domestic civil violence, more specifically, to civil wars?   

(2) What is the direct impact of grievances on the emergence of civil wars? Do 

they increase the risk of civil war? 

(3) What is the role of state capacity and quality of governance on the incidence 

of civil wars? 

The goal of this chapter is to review the literature on the determinants of domestic 

violence and civil wars. In the first part, I will present the theoretical explanation and my 

fully specified model in order to systematically analyze the determinants of civil wars. 

More specifically, I will investigate the direct theoretical linkage between ‘grievances’ 

and civil war taking into account the effects of other important factors within a 

comprehensive model. The reason for investigating this relationship is because despite a 

strong theoretical appeal behind the grievance/ relative deprivation argument, most 

scholars do not find evidence for the hypothesized relationship.1 This is a very interesting 

puzzle not only for relative deprivation theorists but also for the proponents of competing 

theories and policy makers. At the end of the first part, I will state the hypotheses derived 

from the theoretical framework. They will be tested in chapter four. 

In the second part of the theory chapter, I will turn my attention to a very 

important but neglected aspect of state capacity and argue that the ‘quality of 

                                                 
1 See Saxton (2005) for an exception. 
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governance’ of a state is of great importance in predicting civil war incidences. I will 

explain my theory behind the governance and domestic violence linkage in detail and a 

second set of hypotheses will follow the theoretical discussion. In chapter five, I will 

empirically test the hypotheses derived from the theoretical framework using best 

available proxies and the data.  

A clarification is in order here. As explained in the previous chapter, there are 

ambiguities with regard to some of the terms used in international relations literature on 

civil wars. Therefore, in this chapter, I will use ‘greed’ and ‘grievance’ as two sources of 

motivation for the rebel groups2, rather than alternative theories of civil war. While 

‘greed’ refers to the desire to gain control of natural resource rents, ‘grievance’ stands for 

feelings originating from factors that create resentment, frustration and anger, like 

inequality, deep social divisions and discrimination. Therefore, grievance arguments are 

heavily influenced by the relative deprivation theory of Gurr and others. 

 
2.1. Parameters of Domestic Violence and Civil Wars: Overview of Major Theories 

For quite some time political scientists and sociologists have been trying to 

explain violence using three theories: (1) relative deprivation3, (2) resource mobilization/ 

opportunity4, and (3) rational choice/ collective action.  The resource mobilization theory 

borrows a great deal from rational choice theories. Even though relative deprivation and 

resource mobilization theories are not exhaustive, they seem to be the main competitors 

in explaining collective political violence. “The history of the study of contentious 

politics since the 1960s may be summarized as a movement from culture to structure, 

                                                 
2 Insurgent and rebel group are used interchangeably. 
3 I use relative deprivation, discontent and deprivation interchangeably. 
4 These theories are also referred to as group mobilization theories in the literature. 
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from collective behavior and relative deprivation to resource mobilization to political 

process, or from Gurr (1977) to Tilly (1978)” (Lichbach 1998: 404). The main difference 

between relative deprivation and resource mobilization theories is the underlying 

explanatory variables they use to explain collective political violence5 (Karmeshu et al. 

1990). While the former emphasize people’s discontent due to unjust deprivation as the 

primary motivation for political action, the latter focuses on mobilization of group 

resources in response to changing political opportunities (Gurr 1993a: 123-124). In other 

words, the relative deprivation theory assumes that there is a direct strong link between 

deprivation-induced discontent and political violence, while the resource mobilization 

theory claims otherwise and emphasizes the importance of the organization resulting 

from discontent as the most important factor determining the emergence of civil wars.  

Even though some scholars claim that opportunity theories on contentious politics 

exert “dominance and hegemony over the field” (Lichbach 1998:401), I argue that none 

of the theories offer an explanation that is capable of capturing the mechanism behind 

political violence in its entirety. In the following section, I explain all three theories 

mentioned above and present their limitations. I argue that both motivations (greed and 

grievance) and opportunities for the organization of collective action need to be 

understood to predict civil wars. I expect both groups of factors to have a direct link with 

political violence, more specifically with civil wars.  I also try to overcome the biggest 

problem of the existing literature: theorizing without considering the complexity of our 

world in which the relationships take place (Gupta el al.1993). I aim to move the debate 

beyond the predominant perspective by accounting for this complexity and building a 

comprehensive framework. 
                                                 
5 For a detailed review of the theories see Snyder (1978) and Zimmerman (1980). 

 16



2.1.1. Relative Deprivation Theory6

The relative deprivation theory is far from being a homogenous category. Despite 

variation among scholars, certain features of the theory are fairly common. First of all, 

relative deprivation theories are atomistic in nature. Secondly, the logic of the theory 

implies that the likelihood of collective violence (and aggression) is the function of 

various forms of frustration, injustice and resentment experienced by individuals (Rule 

1988). I will explain these aspects in detail below.  

The early relative deprivation model was heavily influenced by psychological 

theories, which led to focusing on social/psychological variables like relative deprivation 

and socially experienced frustration at the individual level (Gurr 1968; Feirabends 1966). 

In this regard it shares some similarities with Marxism, which perceives the exploitation 

and misery of the proletariat as the prime cause for revolution. 

Without a doubt, the most prominent scholar of the relative deprivation theory is 

Ted Robert Gurr7. He developed his famous model for civil strife in the late 1960s and 

continuously modified and developed his unified model of ethno-political rebellion over 

the last three decades8.  It is important to note that there are not only variations among 

the opinions of relative deprivation theorists but that also Gurr’s own model of social 

discontent has evolved over time. Relative deprivation assumes theoretical primacy in 

Gurr’s view. Despite slight differences between his arguments developed in the early 

                                                 
6 It is some times labeled as social psychological, frustration- aggression, collective discontent, 
achievement deprivation, or structural.  
7 Rule (1988: 210) states that Gurr’s “work represents a quantum leap in conceptual and methodological 
sophistication”. 
8 Gurr defined civil strife (1968:1107) as follows: “all collective, non-governmental attacks on persons or 
property that occur within the boundaries of an autonomous or colonial political unit”.  “Operationally the 
definition is qualified by the inclusion of symbolic demonstrative attacks on political persons or policies, 
e.g. political demonstrations, and by the exclusion of turmoil and internal war events in which less than 100 
persons take part”. 
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1970s and 1990s, the core of the model (greater frustration, greater aggression) remains 

the same and will be the focus of this section.9

Relative deprivation is simply defined as the extent of the gap between normative 

expectations (value expectations) and actual achievements of individuals (value 

capabilities)10. Gurr (1968, 1970), Davies (1962) and Feirabend and Feirabend (1966) 

perceive frustration and anger as the innate responses to perceived deprivation and state 

that the difference between subjective value expectations and value capabilities is the root 

cause of domestic discontent. 

“The primary source of the human capacity for violence appears to be 
frustration aggression mechanism….If frustrations are sufficiently 
prolonged or sharply felt, aggression is quite likely, if not certain, to 
occur….The frustration aggression mechanism is in this sense analogous 
to the law of gravity: men who are frustrated have an innate disposition to 
do violence to its source in proportion to the intensity of frustration” (Gurr 
1970: 36-37). 
 

In this approach, relative deprivation and the postulated responses to it - namely anger, 

psychological strain, discontent,  and grievances - are the necessary conditions for the 

occurrence of civil conflict (Gurr 1968, 1105), and the level of civil strife is directly 

associated with the magnitude of the relative deprivation (Parvin 1973). In Gurr’s own 

words:  “Relative deprivation…..is a necessary precondition for civil strife of any kind. 

The greater the deprivation an individual perceives relative to its expectations, the greater 

his discontent the more widespread and intense is discontent among embers of society, 

the more likely and severe is civil strife” (Gurr 1970:596). 

[See Gurr’s early causal model (1968) -Figure 2.1- here] 

                                                 
9 See Davies (1962), Feirabend and Feirabend (1966, 1972), Gurr (1968, 1970), Gurr and Duvall (1973, 
1976) and Huntington (1968) for more on relative deprivation theory. For a thorough discussion of relative 
deprivation theory see Rule (1988). 
10 For different types of relative deprivation like decremental, aspirational or progressive see Sayles (1984: 
451). Murshed (2005) uses ‘horizontal inequality’ to refer to differences between the groups. 
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In Gurr’s early causal model there are several intervening variables between 

relative deprivation, magnitude of anger and civil strife (Gurr 1968, 1970). These are 

coercive potential, institutionalization, social facilitation and legitimacy of the political 

regime, and there is no hierarchical relationship between these intervening factors. Each 

is expected to have an independent effect on the relationship between deprivation and 

civil conflict.11 He measures relative deprivation by using economic and political 

discrimination, potential separatism and the type of inferred separatism, dependence on 

foreign capital, religious cleavages, and lack of educational opportunity. He finds that 

none of the mediating variables affect the relationship between persisting deprivation and 

civil strife. As a result, he concludes that “there is certain inevitability about the 

association between such deprivation and strife” and the “civil strife changes in 

magnitude according to the level of relative deprivation in the society” (Gurr 1968: 

1120). 

While the cost of participation in collective violence and the process of 

mobilization are largely neglected in the early works, in his later formulations Gurr 

(1993b, 1996, and 2000) made efforts to incorporate opportunities to his model of civil 

strife. Therefore, his later work can be seen as a theoretical synthesis of relative 

deprivation and group mobilization/opportunity theories. His model’s most basic 

theoretical premise is the following:  “protest and rebellion by communal groups are 

jointly motivated by deep-seated grievances about group status and by the situationally 
                                                 
11 Gurr (1968:1107) measured civil strife as follows: (1)Turmoil (relatively spontaneous, unstructured mass 
strife, including demonstrations, political strikes, riots, political clashes, and localized rebellions); (2) 
Conspiracy (intensively organized, relatively small-scale civil strife, including political assassinations, 
small-scale terrorism, small-scale guerilla wars, coups, mutinies, and plots and purges, the last two on 
grounds that they are evidence of planned strife); (3) Internal war (large scale, organized, focused civil 
strife, almost always accompanied by extensive violence, including large-scale terrorism and guerilla wars, 
civil wars, private wars, and large-scale revolts). In specifying magnitude, pervasiveness, duration and 
intensity were taken in to account.  
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determined pursuit of interests, as formulated by group leaders and political 

entrepreneurs” (Gurr 1993b: 166-167, emphasis in original). In short, the interaction of 

grievances and mobilization is needed for the emergence of civil violence. 

Grievance is mainly defined as “widely shared dissatisfaction among group 

members about their cultural, political, and/ or economic standing vis-à-vis dominant 

groups” (Gurr and Moore 1997: 1081). According to Gurr (2000: 73), there are three 

broad types of grievances that encourage groups to participate in political actions: (1) the 

extent of their material, political and cultural disparities; (2) the historical loss of political 

autonomy, and (3) the extent to which force has been used to continue their subordinate 

status12 (Gurr 1993a). Relative deprivation theorists mainly focus on factors like group 

disadvantages, inequality, poverty, repression, education and discriminatory treatment, 

since grievances are a byproduct of these factors. They foster a sense of injustice, 

frustration and anger in society against an out-group (or the state) and people start 

organizing themselves to express their opposition to government policies. It is assumed 

that the greater the grievances against economic, political or social order, the greater also 

the potential for civil political violence.  

Gurr also emphasizes the importance of shared group identity among group 

members in providing the necessary base for mobilization and in facilitating ethno-

political mobilization and rebellion (Saxton 2005). “Ethnopolitical action presupposes an 

identity group that shares values cultural traits and some common grievances or 

aspirations” (Gurr 2000: 94). Gurr (1993b:167) summarizes this idea as follows:  

                                                 
12 Gurr (1993a) concludes that different sort of grievances lead to different demands. For example, 
grievances driven by political end economic disadvantages lead to demands for greater political and 
economic opportunities, whereas loss of autonomy leads groups to fight for secession. 
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If grievances and group identity are both weak, there is little prospect for 
mobilization by any political entrepreneurs in response to any external 
threat or opportunity. On the other hand, deep grievances and a strong 
sense of group identity and common interests- as among black South 
Africans and Shi’i and Kurds in Iraq- provide highly combustible material 
that fuels spontaneous action whenever external control weakens. 
Whenever these sentiments can be organized and focused by group leaders 
who give plausible expression to members’ grievances and aspirations, 
they animate powerful political movements and protracted communal 
conflicts. 

 

Three factors are perceived to contribute to the salience of group identity: the severity of 

a group’s disadvantages in relation to other groups, the extent of cultural differences in 

relation to others with whom it interacts, and lastly the intensity of the conflict with other 

groups and the state (Gurr 1993a : 126).  

It is important to note that in this process of development of collective 

consciousness and identity, the feeling of illegitimacy is the key: “The proposition is that 

if men think deprivation is illegitimate, i.e. justified by circumstances or by the need to 

attain some greater end, the intensity and perhaps the level of expectations decline and 

consequently deprivation tends to be accepted with less anger” (Gurr 1968:55). However, 

to fully understand this linkage it is essential to be aware of the social structures that 

generated the tensions in the first place (see Sayles 1984; Gurr 1968, 1970, 1993b; Gurr 

and Duvall 1973, 1976; Lichbach and Gurr 1981). 

In addition to emphasizing the importance of a cohesive group identity and shared 

grievances for political mobilization, Gurr also states that the timing and strategy of 

rebellion greatly depend on the political opportunities external to the group, since they 

determine the group’s relationship with the state and other groups. His understanding of 

political opportunities is fairly broad: It not only includes domestic aspects like the 
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characteristics of the regime but also international factors like foreign support and aid 

(Gurr 2000). Contrary to the simplifications of various scholars, Gurr’s interest is not 

limited to relative deprivation and structural inequality. He rather tries to develop a 

unified model of civil strife by accounting for the interplay among identity, grievances, 

mobilization and opportunities13 (Saxton 2005).  

[See the MAR model- Figure 2.2- here] 

Gurr and Moore specifically state that “Ethnopolitical rebellion is primary driven 

by grievances among an ethnic group and by how well that group is mobilized and, 

hence, in a position to take collective action”. They argue that “both grievances and 

mobilization are proximate causes of rebellion”, and they “hypothesize that they will 

have a positive impact on levels of repression” (1997:1082). In the MAR model, as 

shown in Figure 2.2, rebellion is directly influenced by grievances, mobilization and 

opportunities. 14 Mobilization is directly affected by group identity, grievances and 

repression.  Repression not only affects grievances and mobilization but also group 

identity, which implies that as repression on a group increases, people in that group will 

solidify their positions and get closer to each other. Group ID/cohesion is related to both 

mobilization and grievances. Saxton (2005: 91) states that “grievances are a function of 

repression and collective disadvantages”, and they have a positive impact on both 

mobilization and rebellion.  

It is important to note that while proponents of the relative deprivation theory 

expect a direct association between deprivation (absolute and relative) -induced 

discontent and political violence, as the simplified version of ethno-political rebellion in 

                                                 
13 This is fairly explicit in two of Gurr’s books: 1993a and 2000. 
14 This figure is a simplification of Gurr’s theoretical model, but it is used by Gurr himself (Gurr and Moore 
1997: 1081). 
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figure 2.2 indicates, they do not claim that there is a simple relationship between 

frustration and aggression. They also acknowledge that the causes of resentment, like 

social isolation or discrimination, are not assumed to hit everyone with equal force, and 

that deprivation will not lead to violence or civil wars every time it is experienced by 

citizens. It might lead to other activities like non-violent protest. The response is 

determined by the nature and the magnitude of the frustration and the availability of 

various means. In sum, it all depends on the complex interplay of incentives and 

opportunity structures. 

In addition, there are differences in opinion among scholars. One striking example 

is a disagreement between Gurr and Moore. In their coauthored piece (1997) while Gurr 

believes both grievances and mobilization have significant impact on rebellion and that 

they interact with one another, Moore does not believe that grievance directly affects 

rebellion. He believes that grievances have a direct effect on mobilization, which, in turn, 

will affect the likelihood of rebellion (see footnote 4, original article, 1997). Gurr 

(1993b:189) also states that grievances and objective conditions to which they are a 

response are critical in the early stages of mobilization. As the mobilization process 

continues, their significance decreases, while group organization, leadership, resources, 

state power, regime type and state response become more important factors.  

The main limitation of the early formulations of the relative deprivation theory 

originates from the fact that theorists paid less attention to factors besides grievances and 

collective discontent  (like political context of collective action and other opportunity 

enhancing factors) and perceived these  as secondary factors in explaining civil 
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violence15 (Schock 1996). Hence, while they offered satisfactory explanations as to why 

people want to participate in collective political action (motivation), they could not 

successfully explain how groups of people come together, organize themselves and fight 

against the government.  

Most empirical tests of the relative deprivation argument are conducted by using 

cross-national, objective, aggregate indicators, rather than individual level indicators that 

account for relative deprivation. Some of these studies show a significant direct 

association between the indicators of discontent16 and political violence, while others do 

not.17  

 

2.1.2. Resource Mobilization/ Opportunity Theory 

The mobilization/ opportunity theory provides an alternative explanation for the 

emergence of political violence. It is heavily influenced by rational choice theories18. The 

theory’s basic premise is that social movements are the product of ‘calculus of risk, cost 

and incentive’ (Tarrow 1989: 8), and grievances are not sufficient for mass political 

violence to emerge. The emergence of large-scale collective violence mostly depends on 

the political environment and opportunity structures, which provide individuals with 

incentives to participate in collective action by affecting their expectations of success or 

failure (Tarrow 1994: 85). The process of political mobilization, which refers to 

organization and commitment of the group for collective action in pursuit of group 
                                                 
15 There are some exceptions: Gurr and his collaborators in later works tried to incorporate the collective 
responses to discontent, process of collective action and mobilization in their models (Snyder 1978; Gurr 
and Duvall 1976; Gurr and Bishop 1976). 
16  See Feirabend and Feirabend (1966), Gurr and Duvall (1973), Gurr (1968) and Saxton (2005). 
17  See Lindstrom and Moore (1995), Hibbs (1973) and Snyder and Tilly (1972). 
18 For  some examples of mobilization theory, see Gamson (1975), Jenkins and Perrow (1977), Snyder and 
Tilly (1972, 1975, 1978), Oberschall (1973), Muller and Opp (1986), Jenkins and Klandermans (1995), 
McCarthy and Zald (1977), Wilson and Orum (1976), McAdam (1982) and Snow et al. (1986). 
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interests and marshaling the resources to sustain collective action, holds a central place in 

this theory (Schock 1996; Tarrow 1989; Tilly 1978; Snyder and Tilly 1972; Eisinger 

1973). The most important and direct explanatory factors are the organization of 

discontent and the ‘ability to mobilize resources’ (Muller and Selingson 1987).  

According to this perspective, relative deprivation is neither necessary nor a sufficient 

condition for conflict; what matters is simply rational politics (Lichbach 1989, 1998; 

Snyder 1978; Mc Adam 1982). 

Tarrow (1994:1) argues that social movements are “triggered by incentives 

created by political opportunities, combining conventional and challenging forms of 

action and building on social networks and cultural frames”(Lichbach 1998:413). 

Therefore, the extent of collective political violence is determined by the political 

context19, relative power and resources capability, opportunity structures and the 

mobilization processes.  

Tilly (1978) argues that when opportunity and resources for mobilization are 

available, if it is in their interests, individuals can choose to participate in a collective 

response. Therefore, participation in collective political violence is the product of the 

probability of victory and its consequences rather than grievances. Individuals will take 

up weapons only if they perceive the status quo worse than the future status quo that will 

emerge after organized armed violence. Therefore, protest and domestic violence should 

not be seen ‘an emotional reaction to grievances’ (White 1989: 1278) but rather as 

‘simply politics by other means’ (Gamson 1975:139). In this regard, overcoming free-

                                                 
19 Eisinger (1973:11) defines political environment as the combination of formal political structure, the 
climate of government responsiveness, social structure and social stability. 
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rider problems (and mobilizing groups to act collectively) through cultural, material or 

other incentives is essential for the transformation of discontent into political violence.  

This approach perceives grievances and inequalities as ubiquitous, weak and 

relatively constant in all societies20, and hence opposes the relative deprivation view that 

grievances are automatically politicized and that discontent will directly translate into 

increase in the activities of rebel groups for collective action. The existence of grievances 

is no guarantee for mobilization; the linkage between motivations and effective political 

action depends on the organizational capacity of groups and political/structural 

opportunities (Wald et al. 2005). 

Skocpol provides a good representation of this perspective. In her famous work, 

States and Social Revolutions (1979), she offers a comprehensive theory of social 

revolution based on evidence from the French, Russian and Chinese revolutions. By   

using the absolutist state and its collapse in the face of increasing international pressure 

as her main explanatory variable, she makes a very strong argument for the importance of 

the state in providing the necessary opportunity structure for revolutionary movements to 

be successful. In essence, she defends the mobilization theory perspective by asserting 

that revolutions in these countries took place not because of peasants’ grievances due to 

the maldistribution of landholdings but rather took place because these peasants 

experienced a certain level of autonomy from their landlords, which allowed them to 

successfully mobilize themselves against the state.  

There are various criticisms of this theory. First of all, proponents of this 

approach minimize the importance of motivations and ideology and underestimate the 

                                                 
20 See Jenkins and Perrow (1977), Mc Carthy and Zald (1977) and Snyder and Tilly (1972) for this 
argument. 
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significance of motivational concepts. By seeing them as theoretically unfruitful, they fail 

to address one of the most interesting theoretical questions: Why do groups rebel in the 

first place? (Gurr 1993b). The role individuals play in the development of collective 

action and their commitment to groups due to psychological factors are both 

underestimated. To give a real-world example, the most important factors that determine 

the collective activities of Kurds - from the viewpoint of the mobilization theory - are the 

political opportunities and constraints (like resources) they experience in various 

countries like Iran, Iraq and Turkey, rather than their group cohesion and deep-seated 

grievances about their group status. History has shown that psychological factors and 

frustrations have been vital for their movement. Secondly, the existence of ethnic and 

religious divisions in society is largely neglected. Thirdly, mobilization theorists do not 

have a satisfactory explanation for spontaneous large-scale events without strong 

operational base (Snyder 1978; Piven and Cloward 1991; Schock 1996). 

 

2.1.3. Rational Choice Approach: Collective Action Theory 

Similar to the mobilization theory, the rational choice framework provides micro-

level explanations as to how people rebel, but they do not explain why people do so 

(Moore 1995; Lichbach 1998). The main focus of the collective action theory is the 

“rebel’s dilemma” or the problem of free-riding and non-participation in protest and 

rebellion (Lichbach 1998, 1995, 1992; Moore 1995; Olson 1965). This line of theorizing 

started with Olson’s famous work the Logic of Collective Action (1965). Scholars in this 

field challenge the relative deprivation thesis that “absolute and relative deprivations, 

institutional and structural strains, or threats to subsistence and moral indignation 
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eventually lead peasants to rebel” (Lichbach 1994b:386). They argue that discontent, 

grievances or aggravation are neither essential nor sufficient for rebellion (Lichbach 

1994b).21  

Two aspects of rational choice theories are distinctive and important to mention. 

First of all, it is argued that while making their choices individuals try to choose the 

option that will bring the maximum expected utility to the best of their knowledge.22 

Therefore, people will rebel if they are convinced that (1) the payoffs from the 

continuation of the status quo is lower than the benefits of the new status quo, and  (2) the 

collective action will be successful and lead to collective good. Second, rational choice 

theorists perceive collective domestic action (protest or rebellion) as a public good. This 

means that even when people stay out of the action against the government or the state, 

they can still enjoy the benefits.  

Regarding the second point, according to the conventional Olsonian version of the 

rational choice theory, individuals will think that their contribution to the success of the 

rebellion, as a single individual, would be marginal. Besides, the costs associated with 

participation are definitely higher than the benefits that would be gained. People can not 

be denied to enjoy the benefits resulting from successful collective action (like regime 

change) because they did not participate (Finkel and Mueller 1998); “unless this 

collective action problem is somehow overcome, rational peasants will never rebel- even 

though all peasants stand to gain by rebellion” (Lichbach 1994b: 387).  

                                                 
21 For some examples of the collective action theory, see Olson (1965), Hardin (1982) and Oliver (1980). 
See also Popkin (1979) for an application of the same theory to peasant rebellions. 
22 For related articles see Olson (1965), Tarrow (1994), Mc Adam et al.(1996; 1997), Lichbach (1995, 
1987), McCarty and Zald (1977), Moore (1995) and Muller and Opp (1986) 
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Therefore, the main questions of this theory are:  Why do people take 

extraordinary risks and join rebel movements that aim at the disruption or replacement of 

the state or government while they can free-ride on the actions of others instead of paying 

the cost? If rational people think like Olson and choose not to rebel but free-ride, then 

how can we account for all the rebellions that took place in the past? There are many 

examples of rebellion in which peasants did choose to take part in struggles against the 

state. So, how does the rational choice theory explain this so-called ‘non-rationality’? 

This is what make selective incentives of central importance to this theory and to 

dissident groups23 (Tullock 1971; Lichbach 1998, 1995, 1992; Moore 1995; Olson 1965). 

For a rebellion to be successful, a rebel group’s leadership needs to recruit and 

mobilize people and provide weapons for them. Given that the provision of a collective 

good is not enough to make people join rebel groups and that there is a high probability 

of free-riding, the rebel leadership has to offer some selective incentives only to its 

participants so that potential rebels would not think that abstention is better than 

participation (Olson 1965). Olson (1965: 51) states that “only a separate and ‘selective’ 

incentive will stimulate a rational individual in a latent group to act in a group- oriented 

way”. According to this perspective, the state plays an important role in determining the 

actions of the potential rebels; and indiscriminate and harsh state repression can lead to 

less free-riding if it is extremely costly not to join the rebel movement (De Nardo 1985; 

Moore 1995; Mason and Krane 1989). 

Many scholars in the conflict literature believe that offering economic (i.e. 

material gains, direct payments, looting) or social (i.e. emotional or psychological gains) 

                                                 
23 For an excellent review of mechanisms to overcome collective action problems associated with rebellion 
see Lichbach (1995). 
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selective incentives to rebels will solve the collective action problem experienced during 

the mobilization of large groups24 (Moore 1995; Lichbach 1994a, b; Finkel et al.1989; 

Finkel and Opp 1991; Muller et al.1991; Opp 1989, 1990, 1994; Mason 1984; Muller and 

Opp 1986). While Olson’s (1965) selective incentives are limited to economic ones, 

Finkel and Muller (1998:40) state that  

soft incentives may motivate participation: Individuals may derive psychic 
satisfaction or suffer guilt from adhering or not adhering to personal 
norms about taking part in illegal political actions; they may participate in 
order ‘to stand up for what they believe in,’ or to gain knowledge about 
politics, or simply because of the sheer entertainment value involved in 
group political activities.25  
 
 

2.2. The Theoretical Framework and the Model 

2.2.1. Factors of Discontent 

An important reason for trying to account for the relative deprivation theory is 

because despite attracting considerable attention from scholars and its strong theoretical 

appeal, relative deprivation has not held up well under the scrutiny of modern political 

science research. The empirical success of the argument is fairly modest. 

Testing the relative deprivation thesis by using handful of factors is a challenging 

task for any researcher. However, it is worth trying, given that it has important policy 

implications. Acknowledging the limitations of incorporating only economic inequality, I 

included five other factors in my model in order to better account for the ‘unjust 

treatment of groups’, feelings of injustice and frustration that are central to the 

                                                 
24 Some scholars like Lichbach (1994b) argue that selective incentives can only be successful if they are 
supplemented with ideology, otherwise they will turn out to be counterproductive.  
25 For the non-economic gains like entertainment value or individual’s sense of duty to class, country, race 
god or to other entity see Silver (1974: 64-65), Tullock (1971), Salert (1976:49) and Muller and Opp 
(1986). 
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discontent/deprivation thesis. These are regime type, gender inequality, political and 

religious discrimination and repression.  

There is an important reason behind this selection. The relative deprivation/ 

grievance thesis is inherently political; therefore, it can not be captured by simply 

analyzing one or two economic factors, like income inequality. The roots of the relative 

deprivation idea are anchored in complex political, economic and social conditions of a 

society. An individual’s feeling of relative deprivation can be political or can originate 

from various sources like race, gender, social status, religion, income or ethnicity. It is 

relatively easy to come across studies claiming to test the relative deprivation theory 

simply with economic inequality data that is not very refined. However, other dimensions 

of relative deprivation have not been thoroughly examined in the literature. My goal is to 

offer a better way in testing the impact of relative deprivation and inequality on political 

violence.  

Repression is substantively different than the limitation of the political, economic 

or religious rights by government policies. It can be evaluated as a factor of discontent, 

since it can lead to grievances among people (e.g Fox and Sandler 2003). However, it is 

important to remember that repression plays a vital role in the mobilization of rebellion 

by creating (or limiting) opportunities and by increasing (or decreasing) the cost of 

rebellion. Therefore, I chose to evaluate its impact separately.  

 

a) Inequality  

One of the most obvious sources of relative deprivation is inequality in society. 

The relationship between structural inequality and mass political violence is of great 
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importance for the relative deprivation thesis. Inequality indicates hierarchy in society, 

and the relationship between inequality and political violence has been one of the most 

widely questioned and tested issue areas in conflict literature. Aristotle perceived 

inequality as ‘the universal and chief cause’ of revolutions. In The Politics he states that 

inferior people will revolt so that they may be equal, and equals so that they may be 

superior. De Tocqueville (1961: 302) echoes the same idea in his well-known book 

Democracy in America: “Almost all of the revolutions which have changed the aspect of 

nations have been made to consolidate or to destroy social inequality”. 

Some degree of political, social and economic inequality exists in all societies. In 

most cases, different types of inequality are also connected to each other. Dominant 

groups, for example, can use their economic wealth in the political arena, elections, 

policy making or in education and mass communication to influence the values, opinions, 

and preferences of subordinate groups for various purposes (Rueschmeyer 2004). 

Rueschmeyer (2004) argues that in countries characterized by poverty, people who 

seriously suffer from the lack of economic resources also lose their political voice, as 

well. The ones with higher-than-average earnings, on the other hand, are expected to have 

disproportional political influence. The role of money in elections and campaigns is just 

one of many examples that can be given. 

The relative deprivation theory states that individuals not only judge their 

situation relative to their own expectations (relative deprivation) but also compare 

themselves with others in society (structural inequality). These are two different variants 

of the relative deprivation argument, and the underlying causal mechanisms behind each 

of them are very different (Regan and Norton 2005). Inequality “accounts for the actions 
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of rebels based on their evaluation of their lot relative to others; deprivation accounts for 

violence by focusing on an individual’s perceptions of their aspirations relative to their 

immediate achievement” (Regan 2002c: 2). According to the inequality variant of the 

relative deprivation theory, when a substantial portion of the public does not fully share 

in the allocation of scarce resources, anti-system frustrations tend to be high (Sigelman 

and Simpson 1977: 106). The structural inequalities and collective disadvantages 

(economic and social) generate grievances among those at the bottom of society and if it 

is handled poorly by the state, such a situation can evolve into larges scale political 

violence (Regan and Norton 2005). In short, inequality breeds discontent.  

Rational choice theorists, on the other hand, claim that people do not rebel due to 

their grievances and frustrations that are by-products of income or wealth inequality (e.g. 

Lichbach 1990). In other words, they assert that rational people are self-regarding, not 

regarding others, and they care about the absolute deprivation (and their income relative 

to what they can do), rather than relative deprivation (their income relative to others). 

Therefore, rational people will not rebel against economic inequality, unless there is 

absolute poverty. In short, they expect inequality (in the form of the gini coefficient, land 

inequality, ratios of resource levels) to be uncorrelated with rebellion (Lichbach 1989: 

464).26  

There has been a major disagreement among scholars who conducted empirical 

tests with regard to the impact of inequality on domestic violence. Even though the 

inequality argument has strong theoretical foundations, the results of empirical 

investigations have been inconsistent and not very supportive (Schock 1996; Regan and 

                                                 
26 For example Lichbach (1990:1073) states that “inequality would never produce violent conflict among 
rational people” and “violent conflict may occur even in the best of times when rational but relatively 
deprived people make Samson’s choice”. 
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Norton 2005). Before discussing the implication of these results for the theory, a few 

issues need to be mentioned.  

First of all, scholars conceive inequality in different ways and can not agree on 

the utility of each others’ conceptions. While some scholars used indicators like land 

inequality (especially in predominantly agrarian societies) (see Russett 1964; Nagel 1974, 

1976; Tanter and Midlarky 1967; Mitchell 1968; Moore, Lindstrom and O’Regan 1996; 

Midlarky 1988), others used inter-sectoral income inequality ( see Parvin 1973) or 

income inequality (see Muller 1985; Sigelman and Simpson 1977; Hardy 1979; Weede 

1981). Secondly, the results of the empirical tests have been inconclusive. While some 

scholars found support for the direct significant effect of relative deprivation  or 

inequality on the severity of a rebellion (e.g. Gurr 1993; Regan and Norton 2005; Dudley 

and Miller 1998; Scarritt and McMillan 1995; Park 1986; Sigelman and Simpson 1977; 

Boswell and Dixon 1993; Nagel 1976; Parvin 1973; Russett 1964; Tanter and Midlarsky 

1967; Midlarsky  1988), others found no significant direct relationship between relative 

deprivation, economic inequality and political violence (Lindstrom and Moore 1995; 

Moore, Lindstrom and O’Regan 1996; Gurr and Moore 1997; Hauge and Ellingsen 1998; 

Deininger 2003; White 1989; Weede 1981, 1987;  Hardy 1979; Muller 1985; Nagel 

1974). Midlarsky (1988:492) summarizes the state of the research on this issue: “Rarely 

is there a robust relationship discovered between the two variables. Equally rarely does 

the relationship plunge into the depths of the black hole of non-significance.”  

The lack of association between economic inequality and civil violence can be 

seen as a disappointing result for relative deprivation theorists and encouraging for both 

the rational choice and mobilization perspectives. It fits the rational choice perspective, 
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because rational choice claims that the decision to participate in a rebel group is not 

determined by inequality but rather by the success of the action and the overall cost 

benefit calculation of the potential rebels.  It is also in line with mobilization theory, 

because it asserts that the main explanatory factor behind the rebellion is the organization 

and mobilization of collective action, not the social and economic inequalities inherent in 

society.  

The findings about inequality are important, because, as Muller (1985:47) states, 

if inequality does not have a direct impact on the risk of civil war, and the overall level of 

economic development is the main determinant, then “developing countries would be 

well advised to follow the ‘Brazilian model’ of development, which emphasizes rapid 

accumulation of wealth at the cost of enhancing distributional equality in order to reach a 

high level of development as quickly as possible”. Or similarly, if both inequality and the 

level of economic development have a direct effect on civil war incidences, then the 

strategy should be one that emphasizes not only accumulation of wealth but also 

distributing it equally, over a relatively long period of time. 

At this point, a renewed effort to analyze the inequality-violence nexus with a 

focus on multiple dimensions of inequality is needed, and I hope to contribute to this 

aspect with my dissertation. Given the difficulty of accounting, operationalizing and 

measuring societal inequality and the dubious quality of existing measures, it would be 

inaccurate and premature to call relative deprivation theory ‘dead’ or ‘not capable of 

explaining collective violence’ just based on the results of a few empirical studies. 

Furthermore, “it is possible to argue that relative deprivation matters in producing 

political violence without claiming that income inequality matters” (Weede 1987: 98).  
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In sum, I will test whether there is a direct relationship between various kinds of 

deprivation-induced discontent and domestic political violence. If such a direct 

relationship does not exist between the two, then this will support the mobilization/ 

opportunity school. My first hypothesis is related to income inequality: 

H1 (Income  inequality): As income inequality increases, the likelihood of civil war 

increases. 

As stated earlier, the most commonly used economic inequality proxy in the 

literature is income inequality.27 “Income inequality is limited conceptually to measuring 

relative deprivation in terms of relative economic well-being, as opposed to other equally 

valid orientations, including political autonomy, political rights, and social and cultural 

rights” (Dudley and Miller 1998:78). It is important to note that in the relative 

deprivation theory, the importance of structural inequality for the occurrence of civil 

violence is not limited to economic aspects.  Due to these reasons, I supplement income 

inequality with alternative measures in order to be able to account for the relative 

deprivation theory and better evaluate its predictions for civil wars.28  

Lichbach (1989:467) states that “inattention to different dimensions of inequality 

is a major flaw of economic inequality and political conflict studies”. In an attempt to 

expand this debate, I argue that domestic gender inequality is an important aspect of 

structural inequality and societal-level discrimination, and it is powerful enough to 

capture the structure of social relationships within society. The term gender inequality 

entails how women are valued relative to men in society and it “is the most obvious and 

                                                 
27 For examples, see Panning (1983) and Berrebi and Silber (1985) 
28 For similar approach see Gurr and Moore (1997), Gurr (1993a, b), Lindstrom and Moore (1995) and 
Dudley and Miller (1989). 
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widespread manifestation of hierarchical social structures” (Caprioli and Trumbore 2005: 

8).  

The difference between men and women in society originates from the 

subordination of women. Status differentials are usually sustained by intolerance and 

hierarchical organization, and they determine the relative influence of women on various 

aspects of life and politics (Melander 2005). “Gender is a multifaceted aspect of 

discrimination with issues of gender determining roles, power relationships, 

responsibilities, expectations, and access to resources” (Caprioli 2003:4). Gender 

inequality like all other sources of inequality (created by racial, linguistic or religious 

differences) affects all aspects of human interactions in a society and is an important 

indicator of structural inequality and subjugation (Caprioli 2003; Tickner 1992, 2001; 

Melander 2005). 

Feminist and constructivist arguments state that the existence and continuation of 

social exclusion and subordination by norms of violence and oppression poses risks for 

domestic peace and stability (Tickner 1992; Caprioli 2000, 2005; Melander 2005; 

Goldstein 2001). “More equitable societies may be more peaceful because the norms of 

inviolability and respect that define equal relations between women and men are carried 

over also to wider relations in society, for example, vis-à-vis ethnic minorities or political 

opponents.” (Melander 2005: 696). The logic behind this argument is that in societies 

characterized by less equal gender roles, the existence of male dominance in the smallest 

social unit - namely family - will have implications on a broader scale by ‘creating a 

culture of domination, intolerance, and dependency in social and political life’ (Fish 
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2002:30). On the other hand, the prevalence of equality in all sorts of human relations 

will strengthen the social norms that oppose abuse, repressiveness and violence.  

Based on this reasoning, I expect that a high level of gender inequality leads to the 

development of in-group/out-group and ‘us versus them’ feelings. Social injustice and 

subordination are expected to increase the likelihood of collective political violence. 

Therefore, the hypothesis on income inequality is: 

H2 (Gender inequality): As the level of gender inequality in a society increases, the 

likelihood of civil war increases. 

 

b) Regime type 

Rummel (1994:1) states that “Power kills, absolute power kills absolutely”. What 

is the impact of a regime type on the emergence of civil wars? In the literature, regime 

type has been used as proxy not only for repression, discrimination but also institutions 

by many scholars (see Gurr and Moore 1997: 1083). Even though the regime type has 

important implications for equality, repression and discrimination within a society, its 

power in accounting for all of these aspects is limited. I will include regime type only to 

proxy the extent of political freedoms and civil liberties in a society.  

The nature of the regime has a significant impact both on the lives of its citizens 

and on the tactics utilized by rebel groups. It can create grievances and limit (or facilitate) 

the transformation of discontent into collective violent action.  It is commonly asserted 

that democratic political structures will less likely to foster civil wars, since they are more 

inclusive, constrained, egalitarian, tolerant, accountable and responsive to the wishes of 

the people (see Dahl 1971). They are expected to be less discriminatory and less 
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repressive in their policies (Davenport 1999). The citizens in fully democratic regimes 

tend to have more freedoms, access to power and resources than in dictatorships. 

Aggravated individuals can express their grievances in peaceful ways, like voting, 

bargaining and negotiation instead of violence. Competitive elections allow citizens to 

overthrow a regime if they are not satisfied with its policies. Besides, groups can make 

use of available legitimate channels to espouse and organize dissent, like protest 

demonstrations. In many ways, the availability of formal institutions and effective 

channels to express dissent puts brakes on large scale violence (Regan and Henderson 

2002; Krain and Myers 1997; Powel 1982; Gurr 2000).  

Fully functional democracies29 are limited in their actions, since they have to 

operate within the boundaries of the constitution and checks and balances. Regime 

legitimacy is the paramount concern for the leaders. These characteristics of democratic 

representation can significantly decrease the grievances citizens experience in society 

(Powell 2004; Saideman et al. 2006; Rummel 1995). It is important to mention that in 

Gurr’s model, democracy and democratic durability are two factors that directly influence 

the level of repression. However, their impact on rebellion is via grievances or 

mobilization.   

There is empirical evidence showing that while democracies are associated with 

peaceful communal protests, communal rebellion is more common in non-democracies 

(Gurr 1993; Zimmerman 1980).  

Note that in democratic systems, political leaders such as Mahatma 
Gandhi and Dr. Martin Luther King openly advocated defiant, nonviolent 
means. In stark contrast, Mao, Che Guevara, and other leaders facing 
dictatorial regimes spend a great deal of time elaborating the tactics of 
guerilla attacks (Gupta et al. 1993: 307). 

                                                 
29 For a definition of democracy see Dahl (1971, ch. 1), and Vanhannen (1990, ch. 2). 
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The mobilization theory states that democratic regimes will facilitate citizen 

activities in pursuit of political aims. As opposed to closed regimes, open ones are more 

responsive to citizens’ needs and demands, and there are multiple channels for citizens to 

influence the decision making. If they can not exercise influence through their 

representatives, then they can try to replace them. In other words, in democracies, 

opportunity structures are open for collective action (Eisinger 1973). Instability of the 

regime is another factor that is expected to increase the opportunities for group 

mobilization. Political instability breeds disorganization and state weakness and this, in 

turn, increases opportunities for insurgents to engage in violent activities (Fearon and 

Laitin 2003; Gates 2002; Barbieri and Reuveny 2005; Hegre et al 1998). 

Some scholars assume a curvilinear relationship between regime type and civil 

strife, because semi-democratic systems (anocracies) provide limited channels of political 

participation to their citizens.30 In dictatorships and closed regimes, even though there is 

widespread discontent, people do not have effective peaceful mechanisms to articulate 

their opinion. Since the repressive nature of the regime increases the costs of collective 

action dramatically, mobilization attempts are being hindered.  The relationship between 

regime type and civil strife is the same as the repression-political violence relationship. 

Extremely closed or repressive political systems will inhibit collective political actions 

(Schock 1996).  

Semi-democratic regimes “do not have sufficient institutional development to 

cater to the demands of the public”. Therefore, when people prefer to articulate their 

                                                 
30This argument has also been made by the following authors:   Hegre et al (2001), Fearon and Laitin 
(2003), Ellingsen (2000), Regan and Henderson (2002), Henderson and Singer (2000), Reynal-Querol 
(2002 a, b), Collier and Hoeffler (2000), Sambanis (2001) and Elbadawi and Sambanis (2002). 
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demands and interests using peaceful strategies of participation, they are faced with a 

limited range of options (Regan and Henderson 2002:131). Given that people are more 

likely to experience discontent in semi-democracies than in democratic regimes, and 

given that mobilization is not as difficult as in the case of autocracies, the likelihood of 

civil war is expected to be higher in semi-democracies as compared to democracies and 

autocracies.  

Based on the explanations above the hypotheses related to the regime type are as 

follows: 

H3 (Regime type 1): Democracies are less likely to experience civil wars than 

autocracies (negative relationship). 

H3a (Regime type 2):  The likelihood of civil war is highest in anocracies (curvilinear 

relationship) 

H3b (Regime type3): The likelihood of civil war is higher in unstable societies. 

 

c) Political and Religious Discrimination  

Does discrimination play an important role in the emergence of large-scale 

political violence and civil wars? Relative deprivation theorists and Fox’s (a leading 

expert on religion and conflict) answer to this question would be yes:  “A major, if not 

the primary, cause of ethnic conflict is discrimination by a majority group against a 

minority group” (Fox 2000b: 425), since it creates conditions that are responsible for the 

continuation of inequalities between groups (Gurr 1993a). In general, all groups expect 

the state to provide collective goods without discriminating against any group of people. 

However, when the government provides less tangible benefits (like education, health 
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services and infrastructure) or limits political or other rights of certain groups, this leads 

to increased feelings of injustice and resentment among disadvantaged citizens. From the 

relative deprivation point of view, the intensity of unjust differential actions of the state - 

political, religious or economic - provides the essential base for the mobilization and 

shapes the claims made by the leaders of the groups (Gurr 1993b). Therefore, 

discrimination has been hypothesized to increase the propensity of groups to rebel 

(Dudley and Miller 1998). 

Until this point, my discussion of grievances has been mainly based on economic 

factors. However, such a simple depiction fails to capture the complex reality. As much 

as people suffer from economic inequalities (like discrimination in taxation, public 

services like education and health care or accessing productive assets that are essential 

for livelihoods), they can suffer from non-economic deprivations, as well (Sayles 1984; 

Murshed 2005). Political and religious discrimination in addition to repression and 

gender inequality, are added to my model to account for the non-economic differentials 

and deprivations that might affect individuals. In order to be able to capture the effects of 

different types of discrimination, I will focus on two different types:  political and 

religious discrimination.31

Gurr (1993a:36) states that “groups that won out in conquest, state building, and 

economic development established patterns of authority and various kinds of social 

barriers to protect their advantages, including the policies and practices for which we use 

                                                 
31 The logic of economic discrimination is very similar to economic inequality; therefore I do not include a 
specific measure for economic discrimination to my model. As people realize that they are getting less than 
other group of people without any legitimate reasons, this discontent and frustration increase the bonds 
between the disadvantaged people. The stronger the grievances are of less well-off groups and individuals 
due to economic discrimination and inequality, the higher is the likelihood of internal political violence. 
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the shorthand label of ‘discrimination’”. As mentioned earlier, in his formulation 

(2000:71), the concept of collective disadvantages (defined as ‘socially derived 

inequalities in material well-being, political access, or cultural status by comparison with 

other social groups’), inter-group differentials and discrimination play a significant role 

in the emergence of frustration and civil strife.   

Political discrimination can be defined as the systematic limitation of 

opportunities of group members limiting their political rights, participating in political 

activities, accessing political positions by comparison to other groups in society (Gurr 

and Gurr 1983:52; Gurr 1993a: 46). Discrimination can also occur in the form of limiting 

the freedom of expression and movement of individuals and putting restrictions on 

political organizations and voting. When disadvantaged groups are denied power to 

advance their interests and to influence policies, they will become suspicious about the 

intentions of the dominant group and “it becomes quite possible that arbitrary actions will 

be blown out of proportion and increased insecurities will undermine cooperative 

behavior” (Hartzell et al. 2001: 186).  A good example for this is the exclusion of black 

representatives from the overwhelmingly Afrikaner cabinet in South Africa. It increased 

social distance and tensions between various groups. A similar example is the political 

discrimination against Turks in Bulgaria. During the early and mid-1980s, Turks were 

forced to change their names, and their collective existence was mostly denied. They 

were also banned from taking political party-related positions. The exclusion from power 

created the suspicion of aggressive intentions and significantly decreased the Turks 

allegiance to the state and created discontent (Gurr 1993; Lijphart 1985; Hartzell et al. 

2001).  
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Relative deprivation theorists would claim that as the level of economic, political 

and cultural discrimination an ethnic minority is faced with increases, the likelihood of 

violent rebellion against the state increases, as well32 (Hartzell et al. 2001; Regan and 

Norton 2005; Gurr 1970, 2000; Caprioli 2005; Gurr and Harff 1994; Harff and Gurr 

2004; Gurr 1993). Therefore, the hypothesis is: 

H4 (Political Discrimination): As the level of political discrimination increases in a state, 

the likelihood of civil war increases.  

The religious aspects of domestic conflicts have been largely ignored by 

mainstream international relations scholars. Contrary to the expectations of the 

modernization/secularization theory33 and functionalism, the influence of religion has 

been on the rise in the post cold war era (Fox 2004, 2000c). World events like the 

September 11 attacks, ethno-religious conflicts34 including Algeria, Afghanistan, Sri 

Lanka, Northern Ireland, the Balkans and Sudan and the rise of religious fundamentalism 

have encouraged scholars to think about the impact of religion on conflict more 

seriously.35 Following the 1980s, scholars started to realize that religion is a major source 

of domestic and international conflict, including terrorism (Stern 2003; Rapoport 1984; 

Huntington 1996; Fox 1997, 1999, 2000a, b, c, 2001, 2004a, b; Rummel 1997; Reynal-

Querol 2002a; Fox and Sandler 2004). For example, Huntington (1993; 1996) argues that 
                                                 
32 One interesting example for the political discrimination and collective violence relationship is the Roma 
population (Gypsies) in Eastern and Western Europe. They are one of the most politically, economically 
and culturally marginalized minorities in Europe (Fox 2001/2002). Despite considerable grievance 
formation due to discrimination, their actions were never organized and therefore did not reach the level of 
rebellion or civil war.  
33 While modernization theory expects the decrease in the salience of  primordial factors (like religion)  in 
modern society due to modernization, urbanization and economic development, the secularization theory of 
sociology assumes that the ethnicity and religion will be replaced by secular, rational and scientific 
developments (Fox 2004: 716). 
34 In this context ethno-religious refers to the ethnic minorities that have a different religion than the 
majority group in their state. 
35 In Huntington’s classification of civilizations religion seem to play a major role even though it does not 
explicitly expressed. See Fox (2004; 710, ft 9) for more information on this point. 
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the main division in the post-cold war world would be along the lines of culture, ethnicity 

and religion, rather than caused by different political systems or levels of economic 

development (Fox 1999, 2001). Therefore, his list of civilizations is largely determined 

by religion.  

Religion is a part of culture and it serves as a cultural marker distinguishing 

groups. It plays a major role in the construction, development and stabilization of 

individual and group identity by providing believers with a major framework, rules, 

standards and perspective, with which believers can make sense of the world around 

them.  It also contributes to their psychological needs by creating a sense of belonging, 

self-esteem and actualization (Seul 1999). Seul (1999) states that the preservation of old 

content, rituals, moral frameworks, rules and traditions acts as a safeguard for traditional 

order, brings predictability and continuity to peoples’ lives, helps them deal with the 

pressures of change and stabilizes their individual and group identity. “Religion often lies 

nearer to the core of one’s identity, in part, because the other elements of one’s identity 

typically do not address the full range of human needs, fears, and concerns as 

comprehensively or powerfully as religion does” (Seul 1999: 562). Therefore, when a 

religious framework or the integrity of a group’s identity is challenged due to various 

policies like discrimination, believers have a hard time dealing with reality. They 

interpret these threats against their group as threats against their own identity. It 

essentially becomes a challenge for a believer’s own values and deepest believes and 

feelings, strengthens group cohesion and creates a defensive, mostly conflictual reaction 

(Fox 2000c).  
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There is evidence in Gurr’s (1993) and Fox’s (1999, 2000, 2004) work that 

religion is a powerful source of individual and group identity. “Religion has a protean 

quality: it can divide groups that otherwise are culturally similar, as in the case of 

Yugoslavia, it can align fairly neatly with ancestral and linguistic markers, as it does, for 

example in Northern Ireland; or it can serve as the basis for differentiation among groups 

that are similarly diverse, as it does in the case of Indian Hindus and Muslims” (Seul 

1999: 565). Religious cleavages are perceived as a chronic source of deprivation which, 

in turn, can contribute to the emergence of domestic conflicts in a number of ways (Gurr 

1968: 1110; Fox 2004c).   

More specifically, religious discrimination refers to the extent of restrictions and 

limitations on religious activities and practices due to government policies or to 

widespread social practice (Fox 2000b). Some examples are the restrictions on the 

celebration of religious festivals, on building places of worship, restrictions on religious 

education and schools. Relative deprivation proponents claim that religious 

discrimination and limitations on religious expression will produce feelings of discontent 

and in turn, these motives can translate into violent political conflict (Fox 2004b).  

Schock (1996:127) briefly summarizes Gurr’s idea: “The combination of weak, 

illegitimate states and cultural divisions of labor, with their institutionalized 

discrimination provides a potent formula for violent conflict”. 

Mobilization theorists, on the other hand, put a spin to the relative deprivation 

argument and argue that the translation of religiously grounded grievances into violent 

political action is possible but contingent on some other conditions, like the political 

opportunity mechanism and means. The Islamic Salvation front in Algeria is an example 
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that clearly shows the importance of opportunity structures for religiously-based 

collective actions (e.g. Wald et al. 2005).  

In addition to serving as a factor that binds people and strengthens their identity 

religion in general can also be a great resource for the mobilization of a group. Wald et 

al. (2005:135) state that “compared to nonreligious social movements religious 

organizations have a real organizational advantage in communication”. Regular church or 

mosque meetings, for example, can be used as agencies for mobilization by the leaders to 

distribute information to the masses (Marty and Appleby 1992; Fox 2004c). Based on the 

discussion above the hypothesis concerning religious discrimination is as follows: 

H5 (Religious Discrimination): As the level of religious discrimination increases in a 

state, the likelihood of civil war increases. 

 

2.2.2. Repression 

Political repression36 is usually defined as the systematic violation of political 

rights (like human rights and the respect for people’s personal integrity) and civil liberties 

(like the freedom of expression) of individuals or groups by the government to weaken 

their resistance to the will of the authorities. Similarly, Goldstein (1978: xvi) defines 

political repression  as “government action which grossly discriminates against persons 

or organizations viewed as presenting a fundamental challenge to existing power 

relationships or key government policies, because of their perceived political benefits”. It 

can take many forms, like arbitrary arrest, detention, torture, disappearance and political 

killings. Political repression is widely perceived not only as another type of 

                                                 
36 To prevent redundancy in the text I will use repression interchangeably with ‘repressive behavior’, 
‘political repression’ and ‘negative sanctions’.  
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discrimination by the state (Fox and Sandler 2003) but also as a strategic choice that is 

made by governments to create or maintain the political quiescence and a climate of fear 

(Davenport 1999; Tilly 1978; Gurr 1986; Henderson 1991).   

The key question regarding repression in the domestic conflict literature is ‘how 

do people (groups) react to repression?’ It is commonly argued that repressive actions of 

the state play an important role in determining the likelihood of social movements and the 

participation of individuals in these collective activities. However, the impact of 

repression on domestic political violence is interpreted differently by various theories and 

their predictions are therefore different. Relative deprivation theorists argue that 

repressive acts of the state will have psychological reactions and increase a challenger’s 

anger, levels of dissatisfaction and frustration (Karmeshu et a. 1990). If people who are 

subject to repression perceive these acts as immoral and illegitimate, they will lose their 

trust in the established political order. The moral distress and the search for justice are 

expected to increase the level of participation in social movements (Barkan 1980).  

Similarly, the most prominent scholar of relative deprivation theory, Gurr (1970: 

238) states that “imposed sanctions are deprivations, the threat of sanctions is equivalent 

to the concept of anticipated deprivation, the innate emotional response to both is anger”. 

In these circumstances “the apathetic become politicized, the reformers become 

radicalized, and the revolutionaries redouble their efforts” (Lichbach 1987:269).  

Therefore, the general prediction is that intense repression will elicit aggression.37 Lenin 

and Khomeni can be given as examples for this argument. Both of them faced various 

policies of repression from the state, which led to the strengthening of their feelings and 

                                                 
37 For a positive relationship between policies of repression and rebellion see Eckstein (1965), Gurr (1969), 
Hibbs (1973), and Gurr and Duvall (1973). 
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political struggle (Lichbach 1987; Opp and Ruehl 1990; White 1989). As shown in the 

MAR model, repression has a positive association with grievances and also mobilization. 

Therefore, MAR scholars expect a high level of repression to increase peoples’ 

grievances and the likelihood of rebellion (e.g. Saxton 2005). 

[See the MAR model- Figure 2.2- here] 

The derived hypothesis can be stated as follows: 

H6 (Repression 1): As the level of political repression increases in a state, the 

likelihood of civil war increases (positive relationship). 

Mobilization/opportunity theorists, on the other hand, argue that repressive 

activities and tight social control will limit mobilization attempts of insurgency groups. 

These sorts of activities significantly increase the cost of collective action by impeding 

the capability of groups to challenge the government and to mobilize resources like 

people, money and guns (Tilly 1978; Oberschall 1973; Jenkins and Perrow 1977; Rasler 

1996; Barkan 1980; Eisinger 1973). They perceive political repression as ‘a cost’ and ‘a 

negative selective incentive’ (Opp and Roehl 1990: 522). Besides, if according to this 

logic rational individuals expect more repression due to participation in a collective 

movement, then they will be even less inclined to take part in violent collective action 

(Tilly 1978; Snyder and Tilly 1972; Olson 1965; Hardin 1982).Therefore, the general 

prediction of this theory is that a higher level of repression is associated with a low 

likelihood of civil political violence.  

H6a (Repression 2): As the level of repression increases in a state, the likelihood of 

civil war decreases (negative relationship). 
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A more refined version of the mobilization theory state that the relationship 

between repression and domestic violence is not a linear one but rather an inverted U 

shape (Tilly 1978; Weede 1987; Dudley and Miller 1998; Muller 1985; Boswell and 

Dixon 1990; Muller and Seligson 1987; Gurr 1970; Mueller and Weede 1990, 1994; 

Khawaja 1993). When the level of repression is very low or high, little collective activity 

is predicted because extreme levels of repression will make mobilization very difficult 

and costly. Similarly, a low level of repression is not going to make people believe that 

violence is essential to show dissent against the government policies. In states 

characterized by middle levels of repression “organization is possible, the cost of 

collective action is not prohibitive, but opportunities for effective participation are 

restricted” (Muller 1985: 48). Therefore, given that in semirepressive regimes are not so 

repressive as to prevent all collective action, and that some opportunities for mobilization 

are available the translation of discontent will be easier. Hence, more domestic violence 

is expected.   

H6b (Repression 3): The likelihood of civil is highest at the moderate levels of 

repression (curvilinear relationship).  

In short, “there are theoretical arguments for all conceivable basic relationships 

between government coercion and group protest and rebellion, except for no 

relationship”38 (Lichbach 1987: 267). The results of empirical research have been mixed 

and inconclusive with respect to the relationship between repression and collective 

political violence.  

 

                                                 
38 For recent empirical research on the relationship between repression and violence, see Rasler (1996), 
Opp and Ruehl (1990), Muller and Weede (1990), Henderson (1991), Oliver (1991), Hoover and 
Kowalewski (1992), Gupta et al. (1993) and Khawaja (1993). 
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2.2.3. Economic Development and Growth Rate 

States are expected to fulfill certain functions, like providing security internally 

and externally. One other important function of the state is to meet the fundamental 

socio-economic needs of its citizens (regardless of the group they belong to), raise the 

physical quality of life of the general population according to available resources and 

shape the distribution of the economic surplus (Moon and Dixon 1985). Individual 

welfare, in the broadest sense, shows the extent to which basic human needs are satisfied 

in a society. If there are sharp needs for housing, jobs, water, health and food and if the 

government is not handling the scarcity efficiently, these circumstances will increase 

discontent and the likelihood of civil war occurrence. When the level of economic 

development is high, people will be more satisfied and will not pressure their 

governments with these sorts of demands. 

Relative deprivation theorists claim that economic development plays a huge role 

in shaping peoples perceptions, opinions and grievances. In addition to basic needs, 

individuals and groups have some expectations and demands for change. While basic 

needs are more related to the absolute level of development, expectations of change in the 

ongoing processes of production and distribution of commodities are about relative 

perceptions. In other words, people can be concerned about change for private gains 

(“ego-focused image of change”), implying a rise in their income, and it can take place as 

a result of an upward class movement (Parvin 1973: 274). Countries that are not 

economically well-developed will experience social immobility problems and other sorts 

of social strain factors, and it will contribute to the accumulation of frustration (Gurr 

1970). Secondly, people can desire economic change for their group. Parvin (1973) calls 
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this type of change a ‘general-interest demand’ for change. While “a decrease in the flow 

of necessities implies biologically experienced frustration on the part of individuals 

directly affected”; “a decrease (relative or absolute)” in the flow of needs implies a 

psychosocially experienced frustration” (Parvin 1973: 276).  

Based on the strong association between individual welfare and the overall 

economic development level scholars expect to find a strong relationship between 

economic characteristics of a country and the incidence of civil wars (e.g. Blomberg and 

Hess 2002; Collier and Hoeffler 2004).  Indeed, after more than 30 years of empirical 

testing, there is near consensus among scholars that there is a negative relationship 

between the state of economy and domestic violence39 and that per capita income is the 

single most important indicator in explaining civil war across nations40 (Murshed 2005). 

Similarly, high growth rates are perceived as a positive development by 

deprivation theorists since it means not only the economy is expanding but also ‘more’ 

for everybody. High growth rates decrease the competition for goods, as well as the level  

of frustration and deprivation, unless there are extreme levels of inequality in society 

(Collier and Hoeffler 2002; Ellingsen 2000).41 There are cases like Brazil, where a rapid 

                                                 
39 For some examples see Gupta et al. (1993), Hibbs (1973), Gurr and Duvall (1973), Zimmerman (1983), 
Muller (1985), Hardy (1979), Sambanis (2002), Elbadawi and Sambanis (2002), Henderson and Singer 
(2000), Collier and Hoeffler (2004), Ellingsen (2000), Barbieri and Reuveny (2005), Regan and Henderson 
(2002), Blomberg and Hess (2002) and Walter (2004). 
40 Blomberg and Hess (2002) label this self-reinforcing phenomenon ‘poverty-trap’. 
41 See Hardy (1979) for the argument that the economic development level and growth matter but 
inequality does not contribute to the explanation of cross-sectional variation in the occurrence of political 
conflict. In addition, some scholars focus on the negative consequences of growth. It is argued that rapid 
growth rates create socio-economic imbalances, which in turn, can lead to relative deprivation. Olson 
(1963), for example, assumes that fast economic growth or decline, will break down the ties between 
people and therefore will make societies susceptible to violence. “Excessive social mobilization, creating 
wants which cannot be satisfied because of rather slow economic development, provides an example of 
such imbalances” (Weede 1987:97). 
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increase in growth did not decrease the aggravation and frustration of the people due to 

massive inequalities in the distribution of wealth, high inflation and low wages. 

In Gurr’s model (1985) the general economic decline, unemployment, high 

inflation rates, low GDP, unequal economic growth and greater scarcity appear as 

important factors that increase individual perceptions of absolute and relative deprivation. 

In addition it is argued that ethnic, racial or other antagonisms can easily get activated 

and group solidarity can be strengthened in times of economic hardship (Oliver 1989).  

Likewise, mobilization and rational choice theorists claim that the state of the 

economy and quality of life are the most important indicators that determine the cost of 

rebellion, and the level of participation in insurgency (supply of rebel labor). When an 

economy is in crisis or in decline, groups will hold the government accountable for their 

hardship and will be more interested about the benefits of the rebellion. In times of 

economic hardship, people will be more likely to engage in risky behavior because the 

expected benefits appear to outweigh the costs. Growing interest among the insurgency to 

change the status quo will strengthen the cohesion of the group and make mobilization 

easier.  

The opportunity cost of rebellion is significantly higher in countries with high 

levels of economic development and growth rates, and the likelihood of political violence 

is lower. The logic is very simple: A person with a very low level of income will have 

much less to lose by participating in violent domestic activities than those who are 

economically better off. Similarly, if the growth rate is low, the individuals’ economic 

expectations for the future (both in terms of income or employment) will be low.  

Therefore, in countries with low living standards, the incentives to change the status quo 
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by risking one’s own life will be higher, since people have ‘nothing to lose but chains’ 

(Parvin 1973: 282; Collier and Hoeffler 2004; Walter 2004; Fearon and Laitin 2003). 

While the empirical evidence for the association between GDP per capita and civil war is 

very strong, the evidence for the link between growth and civil war is modest.42

A good example for the importance of economic agendas for the emergence of 

civil wars is Georgia. After the collapse of the Soviet Union, Georgia experienced a 

strong struggle for state power and secessionist wars in South Ossetia and Abkhazia 

between 1989 and 1993.  Even though the country is not very rich in terms of natural 

resources, the availability of weapons from Soviet bases, dire economic conditions, the 

easy conditions for smuggling and the availability of volunteer fighters reduced the initial 

cost of civil war and provided the opportunity for it (Demetriou 2002; Wennmann 2003).  

In addition to economic development level, it is essential to take into account the 

role of economic inequality in civil wars, since per capita income or growth rates are 

insensitive to distributional variations within a society. The probability of civil war may 

depend not only on the average level of wealth but also on the manner in which it is 

distributed (Sigelman and Simpson 1977; Schock 1996). Inequality is less bearable in 

poor societies since “these countries have less ‘slack’, so resource crises will push more 

people more quickly to and below subsistence margin” (Gurr 1985:71). Henderson and 

Singer (2000) state that economically better off states have resources that can be 

distributed to disaffected people at times of hardship to continue to get their support of 

the status quo; however, poor states do not have this luxury. So, supplementing income 

indicators with inequality measures will allow researchers to better understand the 

importance of human welfare when it comes to civil wars (Moon and Dixon 1985: 662).  
                                                 
42 Fearon and Laitin (2003) do not find support for the economic growth argument. 
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In sum, economic development is expected to decrease the likelihood of political 

violence and the hypotheses are as follows: 

H7 (GDP per capita): The higher the per capita income in a state, the lower the 

probability of civil war. 

H8 (GDP growth): The higher the growth rates in a state, the lower the probability of 

civil war. 

 

2.2.4. Military Strength and Geographical Factors (Terrain and Contiguity) 

The military survival of rebel organizations is a function of various factors like 

the state’s military power, the cohesion and the financial capabilities of the organization, 

as well as geographic factors. States with weak military capabilities are not only expected 

to have difficulties in preventing the interferences of external enemies but also in 

preventing the emergence of violent movements within their borders (Schock 1996). 

Scholars argue that military capability is directly associated with domestic political 

violence, since the military capability of a state plays a major role for rebel groups’ cost 

and benefit calculations. “The larger the government’s army is to begin with, the greater 

its advantage and the more capable it will be of suppressing a nascent uprising before it 

has a chance to grow into a formidable challenge to the regime” (Mason and Fett 1996: 

550). An incentive for rebellion is conditional for victory, and a state with a large and 

powerful army will deter insurgency by decreasing their overall chances of wining a 

quick and easy victory (De Soysa and Sobek 2004). In this case, rebels are not only 

forced to take serious risks to challenge the government but also to find ways to finance 
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and sustain the war for longer periods of time. Therefore, the hypothesis is stated as 

follows: 

H9 (Military capability):  As the military capability of the state increases, the risk of 

civil war decreases. 

Opportunity theorists pay specific attention to geographic factors like topography 

and resources because they play a vital role in the mobilization efforts of rebel groups. 

Insurgents are militarily disadvantaged, meaning that they are militarily weaker than the 

government forces. In order to achieve their purposes, rebel groups have to build their 

forces from scratch in the shadow of the government’s already established professional 

army. A large, well-trained and equipped army can easily spread out and make it very 

difficult for rebels to recruit people (Mason and Fett 1996; Balch- Lindsay and Enterline 

2000). To make up for the lack of military power, rebel groups need to find ways to hide 

from government forces and their technologically advanced military attacks. 

Rough terrain and a large distance to the center of a state increase the survival 

chances of the insurgency and provide the opportunity for rebellion. The areas covered by 

jungles, rainforests and mountains limit the reach of state authority and are great for 

guerrilla warfare, because it is harder for government forces to find, capture and destroy 

the rebel groups.  Similarly, noncontiguous territories are thought to foster rebels’ efforts 

since they make it harder for a government to defend the national territory and monitor 

the activities of people (Fearon and Laitin 2003; Buhaug and Gates 2002; Barbieri and 

Rauveny 2005; Collier and Hoeffler 1998). The related hypotheses about the viability 

factors are as follows:  
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H10 (Mountains):  More mountainous countries are more likely to experience civil 

wars. 

H11 (Nomcontiguity): Countries with a territorial base that is geographically separated 

from the center of the state power (capital city) by land or water are more likely to 

experience civil wars.  

 

2.2.5. Demographic factors: Population, Social Pluralism, Fractionalization and 

Domination 

Population is one of the variables that has consistently been found to have a 

significant effect on civil strife (Fearon and Laitin 2003; Collier and Hoeffler 2002, 

2004). While population plays only an indirect role in relative deprivation, it plays a key 

role for the mobilization theories. It is assumed that when the population is large, the pool 

for rebel recruitment tends to be correspondingly larger. It is also argued that when the 

country is populous, not only the risk of one individual to be punished for his 

participation in a rebel movement is lower, but that it is also harder for the government to 

control what happens on the local level (Collier and Hoeffler 2004; Elbadawi and 

Sambanis 2002; Barbieri and Reuveny 2005; Regan and Norton 2005; Fearon and Laitin 

2003). Therefore, the opportunity theory perceives a large population as an opportunity-

enhancing factor for domestic violence. Furthermore, scholars prefer to control for this 

variable since the coding of civil wars depends on the 1,000 battle deaths threshold. It is 

obviously easier for more populous and larger states to reach this threshold and 

experience civil wars as compared to less populous states. 

H12 (Population): More populous countries are more likely to experience civil wars. 

 57



Most people assume that ethnic (cultural, religious, racial or linguistic) 

differences, inequalities and tensions among groups are among the root causes of civil 

wars. The impact of ‘social pluralism’ and diversity on democracy (Fish and Brooks 

2004; Lijpart 1977; Horowitz 1985), foreign policy behavior of countries (Davis and 

Moore 1997, Saideman 2000), human rights (Walker and Poe 2002;  Lee et al. 2002),  

domestic instability and political violence (Rummel 1997; Sambanis 2001; Annett 2001; 

Hibbs 1973; Ellingsen 2000), and economic growth (Alesina 2003 et al.; Easterly and 

Levine; Lian and O’Neal 1997) has always attracted great attention from scholars.43 

Given that so many diverse societies, especially in Africa, remain undemocratic, 

experience civil wars and other forms of conflict, scholars wonder about the impact of 

ethnic fragmentation on democracy and collective violence.   

Ethnic, linguistic and religious forms of diversity are widely perceived as 

important causes of domestic conflicts for three main reasons: (1) Discrimination at the 

group-level tends to coincide with ethnic or religious divisions (Sambanis 2002); (2) 

tensions among people are about non-divisive issues, like identity, and (3) cross-cultural 

interactions make compromise and consensus a challenging enterprise (Ellingsen 2000; 

Montalvo and Reynal-Querol 2005; Rummel 1997; Fish and Robin 2004; Annett 2003).  

From relative a deprivation (and primordialist) standpoint, social divisions and 

heterogeneity are important contributors to discontent, since the origin of tension among 

people is about non-divisive issues like identity.  High levels of social fragmentation 

make it easier for groups to perceive each other as adversaries and experience a security 

dilemma (Posen 1993). The dislike and hatred can contribute to the overall level of 

                                                 
43 For examples see, Collier and Hoeffler (2000, 2002), Tangeras and Lageroff (2003), Horowitz (1985), 
Reynol-Querol (2002a), Fox (2004), Collier and Hoeffler (2004), Elbadawi and Sambanis (2002), and 
Montavo and Reynal-Querol (2005). 
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hostility in society (Gurr 1993b; Gupta et al. 1993; Kelman 1973; Rummel 1997; 

Ellingsen 2000; Horowitz 1985). Often, discrimination at the group-level tends to 

coincide with ethnic or religious divisions (Sambanis 2002). When resources are 

distributed along the lines of identity and one group suffers much more than others from 

poverty, the grievances of have-nots can increase up to a level that can foment opposition 

to government and civil war. Such divisions can also provide political entrepreneurs with 

some opportunities to take advantage of the people.  Therefore, the related hypothesis is 

as follows: 

H13 (Ethnic/ religious  fractionalization 1): The higher the ethnic/ religious fractionalization 

in the  society, the higher the likelihood of civil war.  

Opportunity theorists, however, would claim that social fragmentation along 

ethnic, religious, linguistic or other lines will inhibit rapid rebel recruitment, reduce 

organizational cohesion among rebels and make the maintenance of the rebellion 

difficult. For successful large-scale organized violence, people need to rally around an 

idea and a common identity. When there are various divisions in society, this process will 

be more challenging. In addition, social heterogeneity makes it easier for government 

forces to divide the rebels. Therefore, a high level of fractionalization is expected to 

increase coordination (mobilization) costs and decrease the likelihood of civil violence.  

H13a (Ethnic/religious  fractionalization 2): The higher the ethnic/ religious fractionalization 

in the  society, the lower the likelihood of the civil war.  

Another dimension of ethnic composition is dominance. Collier (1998, 2001) and 

Auvinen (1997) assert that the existence of one powerful ethnic group can produce 

incitement, victimization and aggression if it excludes smaller groups through 
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monopolizing important positions in the government. This might foster self-defense and 

violence on the side of the minority (Ellingsen 2000).  

 “When the state is dominated by a single group or coalition of groups can 
acts aggressively toward out-group interests, exploiting and repressing 
their politically disadvantaged peoples, it can combine the hardness of 
military and police strength with the softness of political illegitimacy. 
Under these conditions the state itself can become the source of manifest 
grievances and opposition” (Hartzell et al 2001: 185). 
 
For the same reasons, Collier and Hoeffler (2000/2001: 17) argue that fragmented 

societies are safer than homogenous societies as long as they avoid dominance. As the 

exploitation of a minority by a dominant group increases, the likelihood of organized 

violence increases (Horowitz 1985; Auvinen 1997). The cruel actions of the Serbian 

army against Kosovo villagers in the late 1990s can serve as an especially unfortunate 

example for this argument. The policies adopted by Serbs created distrust, social 

polarization and discontent among ethnic groups and led to strong resistance from 

Albanians (Hartzell et al 2001). 

H13b (Ethnic dominance): The existence of a dominant group in the country increases 

the risk of civil war. 

It is my understanding that the relative deprivation theory does not only 

emphasize the structural pluralism and division (the number of competing groups in 

society) as shown in percentages in the census data. Obviously this measure does not 

distinguish between strong and weak groups or account for the relative size of existing 

groups and the degree of polarization between the competing groups. It is argued that 

ethnic diversity becomes problematic only when a large majority faces a large minority 

(Horowitz 1985) and therefore states that are dominated by two large groups are expected 

to be more conflictual and violent than diverse societies. Along these lines, Montalvo and 
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Reynal-Querol (2005) argue that it is more informative to understand how far the 

distribution of ethnic groups is from a bipolar distribution, since the risk of civil war is 

significantly higher when a society is polarized into two groups that are of almost equal 

size (like 45 percent of population). Collier and Hoeffler (1998) report that polarized 

countries have a 50% higher likelihood of facing civil war than either homogenous or 

highly fractionalized societies, since the coordination cost of rebellion is significantly 

lower in societies that exhibit a middle range of diversity. 

H13c (Ethnic/religious polarization): The greater the ethnic/ religious polarization in a 

society, the higher the likelihood of the civil war.  

 

2.2.6. Natural Resource Abundance 

The latest work on the economics of civil war has emphasized the fact that in 

order to understand civil wars, it is essential to know the role played by easy-to-procure 

natural resources like oil, gems, precious hardwoods and illegal drugs.44 There are 

diverse theoretical arguments with regard to the impact of natural resource dependence 

on the likelihood of civil wars and so far the empirical evidence has been inconclusive. 

Natural resources can have impact on civil wars in two different ways. First of all, 

as mentioned above, ‘greed’ can increase the value of controlling the state and motivate 

rebels to start a civil war45. Greed in the literature is used to refer to the role of rents from 

natural resources that can be easily appropriated (Murshed 2005). Capturing mining 

                                                 
44 For a recent discussion on the link between natural resources and civil war see for example Karl (1997), 
Fearon and Laitin (2003), Ross (2004), Le Billion (2001), Ron (2005), Collier and Hoeffler (2004), Ross 
(2004), Snyder and Bhavnani (2005), Lujala et al.(2005) Humphreys (2005), de Soysa (2002), DeRouen 
and Sobek (2004), Snyder (2001) and Fearon (2005). See also Journal of Conflict Resolution’s special issue 
on this specific issue (2005, vol 49, 4). 
45 Deininger (2003:583) states that “‘greed’ and the desire to appropriate economic resource appear to be 
key elements underlying the majority of civil wars”. 
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operations or drug processing facilities and getting rich can encourage people to mobilize 

themselves against the government (Gates 2002). Kofi Annan, the UN Secretary General, 

states “the pursuit of diamonds, drugs, timber, concessions and other valuable 

commodities drives a number of today’s internal wars. In some countries the capacity of 

the state to extract resources from society to allocate patronage is the price to be fought 

over” (Annan 1999: quote taken from Kalyvas 2001).   

Secondly, rebellion and war-making require financial resources to proceed. 

‘Lootable’ high-value natural resources can be used to pay the price of rebel labor, new 

recruits and weapons, and also to sustain the ongoing wars that were started for other 

reasons.46 The access to drugs like cocaine, heroin (Afghanistan, Columbia, Georgia), oil 

(Sudan, Nigeria, Angola, Chad), gemstones like diamonds (e.g. Liberia, Russia, Angola, 

Sierra Leone, Democratic Republic of Congo) or timber (Cambodia, Myanmar, 

Philippines) is vital for insurgency groups, since rent from these resources provides a way 

to cover the costs of rebellion.  Many scholars claim that the presence of natural 

resources, when controlled by insurgent forces, not only makes civil wars more likely; 

but also makes them longer and intractable (Addison, et al. 2000; Buhaug and Gates 

2002; Collier and Hoeffler 2004; Fearon and Laitin 2003; Ross 2004; Ballantine and 

Sherman 2003).   

Despite the theoretical appeal, the relationship between resource abundance and 

civil wars is constantly being empirically questioned. For example, Fearon and Laitin 

(2003) have found strong evidence for Collier and Hoeffler’s opportunity-based 

                                                 
46 Lootable resources are the ones that can be acquired by simple methods and cheap equipment by 
individuals or groups and that have low economic barriers to entry (easy to smuggle). While secondary 
diamonds are lootable the mining of primary diamonds are non-lootable since they require sophisticated 
techniques and equipment. Therefore type of the natural resource carries great deal of importance (Lujala et 
al. 2005). 
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explanation for civil wars but failed to find any support linking primary commodity 

exports to civil wars. Instead, Fearon (2005) argues that oil producers (countries that are 

dependent on oil exports) are more prone to civil wars than non-oil producers because 

rentier states tend to have weak state apparatuses, bureaucratic systems and tax structures 

to collect revenues. In their model these reasons can serve as a facilitating factor for the 

development of the insurgency, as it happened in the case of Azerbaijan, the Congo and 

Nigeria.  

There is substantial disagreement among scholars about how to best account for 

the natural resource dependence in predicting civil wars.  The most commonly used 

indicator - the ratio of primary commodity exports to GDP47 - is criticized because it not 

only includes commodities that are not highly valuable and amenable to loot (like coffee) 

but also excludes commodities that are easy to extort (like gems, timber and illegal 

drugs). The problem is even more obvious given that even not all diamonds are lootable. 

In short, the association between natural resources (especially non-fuel minerals) and 

civil war remains ambiguous (e.g. Elbadawi and Sambanis 2002; Ross 2004; Sambanis 

2002) and we are still far from understanding exactly why diamonds or gold brought 

resource curse in the form of political instability and civil war to some resource-rich 

countries like Sierra Leone, but not to others like Ghana and Saudi Arabia.  

Many scholars explain this puzzle with state strength (Ron 2005). The 

considerable amount of gold in Ghana has been extracted by seven or eight large 

industrial firms, and it served a strong tax base for the government. The government not 

only tried to regulate the activities of extractive industries but also used some of this 

money for education and other social services and to fight smuggling. In contrast, in 
                                                 
47 This is the key variable of Collier and Hoeffler’s opportunity model. 
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Sierra Leone income generated from diamonds was mostly used by Stevens to maintain 

patron-client relationships rather than to develop an efficient bureaucracy and state 

structures that are capable of raising revenue and offering services to citizens (Snyder and 

Bhavnani 2005).  Even though the exact causal mechanism behind the resource-conflict 

association is unknown, a direct positive relationship is expected, given that it provides 

some means to the continuation of the rebellion.  

H14 (Oil):  Oil exporting countries are more likely to experience civil wars.  

 [See Table 2.1-Summary of the hypotheses- here] 

 

2.3. Modeling Civil Wars 

The lively debate in the international relations literature with regards to the causes 

of civil wars mainly originated from Collier and Hoeffler’s early econometric work 

(2000, 2002) under World Bank auspices.48 They created a heavily-cited dichotomy 

(‘greed’ versus ‘grievance’) and developed an econometric model of civil war influenced 

by rational choice and mobilization approaches. This taxonomy and model have been the 

main axis of discussion, theorizing and testing of civil wars in contemporary international 

relations.  

According to the grievance-based explanations, justice-seeking behavior is the 

origin of civil wars. The main motivation and goal of the rebel groups is to achieve public 

goods like equal political rights or redistribution. According to this perspective it is the 

systematic exclusion of ethnic minorities from political power and the equitable division 

of economic resources that led to the emergence of separatist conflicts in Kosovo and Sri 

                                                 
48 There are multiple versions of the “greed versus grievance” paper. I refer to 1999, 2000 versions as the 
first drafts of their work. The latest version is dated 2004. 
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Lanka (Ballentine 2003).  This perspective is heavily influenced by the relative 

deprivation theory.  

The greed argument, on the other hand, is mainly based on private material gains 

and self-interested behavior. It suggests that the primary motivation of the rebel groups is 

economic rather than political/ideological and that insurgents are criminals acting in 

pursuit of material benefits (Collier 2000). The income that will be acquired either during 

the rebellion from looting or benefits that will follow after the successful rebellion is the 

main incentive for rebel groups (Collier and Hoeffler 1998). Several scholars claim that 

regardless of the motivation, rebel groups need to generate some revenue to build a large 

organization and cover the costs of rebellion (e.g. rebel labor, weapons). If the costs 

outweigh the benefits, then civil war is not likely. If it is the other way around, then civil 

war is likely. 

Collier (2000) and Collier and Hoeffler (1998, 1999, 2002, 2002c) argue that 

greed/opportunity/viability arguments (economic factors) have more explanatory power 

than grievance arguments (originating from deep problems in the social structure) in 

predicting the risk of civil wars, since individuals decide to join the insurgency only if 

expected economic benefits from violence outweigh perceived risks associated with 

violence. They claim that grievances are not enough to initiate or sustain large-scale 

collective action. It “depends on the degree to which the prevailing opportunity structure 

creates conditions permissive to mobilization” (Ballentine 2003: 262). Natural resources 

like diamonds provide lootable income over which to fight and this, in turn, makes costly 

strategies of violence sustainable and helps overcoming collective action problems. 

Without adequate financing, arms and new recruits, it is impossible for rebel 
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organizations to survive (Elbadawi and Sambanis 2002; Olson 1965; Lichbach 1995; 

Hegre 2004).  

Similarly Fearon and Laitin (2003:75), in their attempt to extend Collier and 

Hoeffler’s model, argue that ethnic antagonisms, nationalist sentiments and objective 

political grievances are broad factors that are too common in order to distinguish between 

cases of civil war emergence. Thus, “the factors that explain which countries have been at 

risk for civil war are not their ethnic or religious characteristics but rather the conditions 

that favor insurgency”.  

In it important to mention that there are problems with modeling civil wars as 

‘greed’ versus ‘grievance’ (or the ‘justice model’ versus ‘loot model’). Collier and 

Hoeffler (1998, 1999, 2000, 2002c) and Collier (2000) claim to test a ‘greed’ theory 

focusing on the ability to finance rebellion (opportunity structures), against a grievance 

theory emphasizing social division and inequalities. Based on strong empirical 

association between primary commodity exports and civil war, they claim that ‘greed’ 

(capture of loot), not grievance, is the main motivating factor behind domestic violence. 

They did not find a robust relationship between socioeconomic inequality between or 

within groups and conflict risk. Therefore, their economic model mainly provides support 

for the resource mobilization theory. 

In their early formulations, the distinction between ‘greed’ and ‘opportunities’ is 

not clear.49 They state that “opportunity as an explanation of conflict risk is consistent 

with the economic interpretation of rebellion as greed- motivated” (Collier and Hoeffler 

2000/2001: 17).Their understanding of looting is “analytically problematic because it is 

                                                 
49 They define greed as “the extortion of economic rents on a grand scale by quasi-criminal rebel groups” 
(Collier and Sambanis 2002: 4). 
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unclear whether it refers to the causes of war or the motivations of the combatants (or 

both)” (Kalyvas 2001:103). Greed and natural resources seem to refer not only to 

motivation for civil war, but also the opportunities for mobilization. In other words, the 

direction of the causality is not clear. Does looting take place in order to facilitate the 

waging of war? Or do people wage war in order to loot? These questions are left 

unanswered.   

In their later work, Collier and Hoeffler (2004) tried to clarify the distinction 

between motivations (greed and grievance) and opportunity. This time, they perceived 

‘greed’ as one specific type of motivation for rebellion and stressed the importance of 

economic agendas and opportunities in the emergence of civil wars.50 In this new 

understanding, looting is one of the factors that contributes to the opportunity for 

insurgent mobilization. They argue that the main determinants of civil wars are not the 

injustice feelings (grievance) but the costs of recruiting and organizing insurgency to 

fight with government forces (opportunity), which is measured by natural resource 

dependence. They assert that “without resources, even the most extreme grievances will 

be insufficient to generate civil unrest” (Regan and Norton 2005: 322). 

There is no doubt about the importance of resources for the emergence of civil 

wars.  Kalyvas states that (2001:106) “looting is a recurring element of civil wars, 

including the most ideological ones such as Russian and Chinese revolutions and anti 

colonial rebellions such as the one in Indonesia in 1940s”. Kalyvas (2001: 104) asks “can 

we seriously reduce the 1992 Los Angeles riots to a phenomenon of “looting” even 

though much of looting - among many other things - did take place?" He also claims that 

                                                 
50 Keen (1994, 1998), De Waal (1997) and Duffield (1994) are other examples that stress the importance of 
economic motivations and agendas behind civil wars. 
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putting the war in Sierra Leone, Columbia, Sudan and Somalia in the ‘looting box’ due to 

role of diamonds would be a “gross simplification”.  

In the absence of a cause or motivation, the mobilization of insurgency to 

challenge the state would be nearly impossible. Therefore, the linkages between looting 

and grievances are very complex and fluid (Kalyvas 2001). Collier and Hoeffler (2004) 

accept the fact that both motivation and opportunity are needed for civil wars to emerge 

but they believe that ‘opportunity’ (viability) arguments are more realistic and have more 

explanatory power than grievance in explaining the occurrence of civil wars. Their 

conclusion is “loot is not usually the root motivation for conflict, but it may become 

critical to its perpetuation, giving rise to conflict trap” (Collier et al. 2003:79). 

Civil wars in the Democratic Republic of Congo in 1990s are the prime examples 

that exhibit the importance of a combination of the grievance motivations and 

opportunity structures in the emergence of collective violence. Since 1998, the civil war 

caused displacement of 2.5 million people in addition to a death toll of 3 million. They 

claim that at the initial stages of the civil war, grievances both against Mobutu and the 

Kabila regime played a big role in initiating the fighting. However, once the fighting 

emerged what motivated the rebel groups, kept the movement going and what determined 

its intensity was greed. Capturing the natural resource fields and rents provided rebels 

and warlords with a great incentive to continue fighting (Olsson and Fors 2004). 

Why is this discussion vital for my study? Unlike some scholars, rather than 

perceiving ‘greed and grievance’ as competing theories or explanations of conflict, I 

perceive them as equally important (and not mutually exclusive) explanations for 

domestic collective violence. They seem to complement each other especially in poor 
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country settings (Murshed 2005; Collier et al.  2003). They “can co-exist simultaneously; 

it is difficult to motivate groups to fight one another without historical grievances even 

when valuable resource rents are at stake” (Murshed 2005: 1). Also, wars originally 

motivated mainly by grievances can degenerate into greed, as they unfold and provide 

new opportunities for profit for the few. Thus, greed and grievance are inextricably 

intertwined” (Murshed 2005:1). 

Besides, if the categorization of civil war models is absolutely essential, it is more 

meaningful and accurate to divide it as ‘motivation’ versus ‘opportunity’. Even this 

distinction has its problems because it forces scholars to evaluate their explanatory 

variables in isolation, favor one model over the other and neglect the interaction between 

various factors across categories. Contrary to Collier and Hoeffler (2000), I do not think 

that proxies for opportunity and grievances are distinct and therefore they can be 

compared as two non-nested economic models. I think the models are not mutually 

exclusive; one can easily argue that the level of economic development, regime type, 

repression and ethnic fragmentation can be included in both models since they create 

both motivation and opportunity for the insurgency movements.  The discussion should 

be more on the question of how grievances and opportunities for mobilization interact 

with each other and civil wars take place rather than the question of what proxies to 

include in each model and which model is more capable to predict civil war incidence. I 

think perceiving ‘greed and grievance’ (or even ‘motivation and opportunity’) as 

competing explanations significantly limits our understanding of civil wars. “Separating 

the explanations of civil war into ‘greed versus grievance’ has imposed an unnecessarily 

limiting dichotomy on what is, in reality, a highly diverse, complex set of incentive and 
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opportunity structures that vary across time and location” (Ballentine and Sherman 2003: 

6).What is needed is, as Collier and Hoeffler (2001, 2004) mention, an integrated 

comprehensive approach and model which combines opportunities and motivations in 

explaining civil wars.51  

Even Gurr, who is the founder of the modern relative deprivation idea,  points out 

the necessity of synthesis of relative derivation and mobilization theories, rather than 

perceiving them as competing theories. Grievances are obviously essential but not 

sufficient conditions for mobilization. Deininger (2003:583) summarizes this idea as 

follows: 

the most comprehensive empirical model to date combines three factors, 
namely (i) economic or ‘greed’ factors such as the presence and the size of 
primary exports, population density, and the availability of a financially 
potent diaspora that can finance the substance of at least one of the 
warring parties; (ii) social factors causing ‘grievance’ or making it easier 
to feel and express grievance such  as ethnic dominance, social 
fractionalization , demography and inequality in the access to resources; 
and (iii) factors relating to ‘conflict technology’ or ‘ cost’ in the widest 
sense. 
 

He clearly tries to point out the complexity of the causal mechanism behind civil wars 

and the necessity of combining factors that have strong bearing on the mobilization of a 

violent group and that motivates potential rebels to challenge the government. This is the 

approach I adopt in this dissertation. In order to make sure that my results are comparable 

to other scholars’ results (especially to Collier and Hoeffler model 2000/2001, 2004), 

first, I will construct these two models separately and report the results.  

[See Table 2.5& 2.6- opportunity and grievance models- here] 

                                                 
51 Collier and Hoeffler (2000/ 2001) explicitly state that they can not reject one model (grievance or 
opportunity) in favor of other, based on the results of their J-test. They find, however, the opportunity 
model superior in terms of its explanatory power. 
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Later, I will construct the comprehensive model, which combines grievance and 

opportunity models to test the claim made by the most prominent scholars: Grievances 

and inequalities are too common to distinguish countries with civil wars; economic 

motivations provide a superior explanation for civil war incidences. 

[See Table 2.4-Comprehensive model- here] 

 

2. 4. What is Missing in this Framework? State and the Quality of Governance 

One factor that is not accounted for in the general model presented here is the 

‘quality of governance’. Even though state strength is a factor that both determinates the 

political opportunity structure and creates discontent/grievances among people (Goodwin 

and Skocpol 1989), in the models I presented and in the models in the existing literature, 

the state’s role is only partially accounted for. 

 [See Figure 2.3-MAR model and the state- here] 

As explained earlier, the main focus of scholars has been on the following 

questions: What motivate rational people to take all the risk and join a rebel group? What 

factors do affect the recruitment and mobilization of a rebel army? (De Rouen and Sobek 

2004; Gates 2002). Most studies of civil war onset are at the state level and both the 

relative deprivation and opportunity/ mobilization theory acknowledge that the state and 

its characteristics (its capacity, quality of governance, institutions, regime type and 

regulatory power) play a considerable role in shaping the context of political action and 

the likelihood of civil violence. Despite this connection, thus far, the civil war literature 

lacks a thorough examination of the role of the state in the emergence of civil wars. 

Through what mechanisms the state capacity contributes to civil wars remains mostly 

 71



unexplored. How do the state, its actions and governing ability affect citizens’ attitudes? 

What is the role of the state in generating grievances and/or in creating opportunities for 

insurgent groups? In the following section, I will try to address the limitations of the 

literature with regard to the role of the state and offer answers to the above mentioned 

questions. 

Many scholars claim that state strength is a nebulous concept (Schock 1996). 

Therefore, they limit their understanding of state capacity and strength to regime type 

measures (to account for institutional aspects), in addition to GDP and military capability.  

However, this kind of approach is not capable of creating an understanding of the 

mechanism behind civil wars and state capacity in its entirety. Due to the importance of 

the subject and the necessity of developing the theoretical linkage between civil war and 

quality of governance, I excluded these factors from the first part of the theoretical and 

empirical test and devoted a separate analysis and theoretical discussion for the ‘quality 

of governance’.  

 

2. 5. The Role of the Quality of Governance in Civil Wars 

No matter which civil war definition is used, it always involves fighting between 

the military forces of a state and the insurgent forces that have certain goals and agendas 

(i.e. taking control of a government, taking power in a region, or using violence to affect 

government policies). Therefore, the state is and always has been one of the most 

important actors in explaining the emergence of civil wars. State policies, structure, 

institutions and capacity play a major role in citizens’ everyday lives, attitudes, actions 
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and in turn, reactions. Despite this background, the importance of state capacity has been 

rarely examined.52

In this dissertation, I define state capacity as “the ability of the state to formulate 

and implement strategies to achieve economic and social goals in society” (Kjaer et al. 

2002:2), while governance refers to something slightly different but closely connected. It 

does not only account for the ability of the state to formulate and implement various 

strategies (institutional/administrative capacity), but also for its ability to do this in an 

efficient, effective, transparent, impartial and accountable manner. Therefore, governance 

should be perceived as a concept that is located in between state and society, structures 

and actors (Kjaer et al. 2002: 11). 

What are the specific limitations of the existing understanding in the civil war 

literature with regard to the state and its capacity? First of all, there are theoretical issues.   

When the state capacity is mentioned in the civil war literature, the discussion usually 

revolves around the relative strength of the state against insurgents. This notion of state 

strength mainly rests on the ‘autonomy’ and ‘repressive capacity’ of the state, and lower 

state capacity is often perceived as a viability-enhancing factor since it creates 

opportunities for the insurgency and increases the probability of success of the rebel 

groups (Fearon and Laitin 2003; Synder 2001).  

Defining the state capacity as a function of an insulated centralized body is fairly 

common and originates from Skocpol’s structuralist understanding of the state. She 

defines state the as “… a set of administrative, policing, and military organizations 

headed, and more or less well coordinated by, an executive authority” (Skocpol 1987: 

                                                 
52 De Rouen and Sobek (2004) is the first piece that brought the role of state capacity to the forefront as 
opposed to rebel-centric approaches. 
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29). In her conceptualization, state capacity originates from its autonomy. The 

autonomous state can be seen as one that claims control over people and territory, 

formulates policies that are not simply reflective of the demands of society and its various 

classes and social groups and that shapes societal outcomes (Evans et al. 1985). 

According to the structuralist understanding of the state, only a strong centralized state 

with an autonomous structure can formulate and pursue policies that are not necessarily 

the reflections of societal demands. In other words, a state’s capacity in society is 

associated with the degree to which the state can impose its despotic power over the 

citizens. This approach however, overlooks the importance of how the governance of a 

state as an institutional body is conditioned by society and whether the state is received 

by its citizens as a legitimate body (Kjaer et al. 2002).  

Perceiving the state capacity only in terms of a state’s repressive power over 

society and overlooking the interactions between a state and its citizens is problematic. 

“The state capacity arguments rest on notions of strength and not quality of institutions 

and do not capture any aspect of social realities that may interact with state capacity in 

crucial ways” De Soysa and Wagner (unpublished: 14). The structuralist definition of the 

state falls short of considering the state’s success or failure in functioning effectively 

(beyond the suppression of anti-government violence), providing necessary services like 

securing property rights, fulfilling the responsibilities of the impartiality and fairness in 

implementing public policies, and ensuring strong rule of law. The state as an 

organization needs to provide public services and ensure public safety and wealth in an 

effective manner, and in the meantime they need the support and deference from citizens 

to maintain their institutional legitimacy. Thereby, I believe that in order to have a more 
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complete understanding of the state and its performance it is vital to account for the 

quality of governance. 

For instance, in their seminal piece, Fearon and Laitin (2003), assert that weak 

central governments will less likely succeed in repressing rebellion and thus, will render 

feasible conditions for insurgency to recruit non-combatants. The essence of this 

argument is that the states that lack strong police and military capabilities, as well as 

strict administrative control in rural areas, will make insurgents more likely to survive 

longer against a weak central government and military. In other words, “the greater 

capacity a state has, the more effectively it can repress rebellion” (Mack 2002: 521). This 

understanding is heavily influenced form the opportunity/ mobilization theory. 

In this discussion, the works by De Rouen and Sobek (2004:305) and De Soysa 

(2002) need to be singled out, because they brought the ‘role of state capacity’ and 

institutions to the forefront of civil war literature. De Rouen and Sobek (2004) argue that 

“the rebel-centric approach essentially underemphasizes the importance of state capacity 

and grievances by focusing on viability”. Instead of perceiving state as a single concept 

they perceive it as a combination of various factors like regime type, army size and 

effectiveness of bureaucracy. Altogether, the factors that indicate state capacity show the 

ability of the government to hold the state together (2004: 306).  

De Soysa (2002: 399-400), on the other hand, claims that existing civil war 

models, including Collier and Hoeffler’s, lack an institutional component. “Institutional 

factors fashion the opportunity costs of people and help to solve collective action 

problems at the level of the group, or society at large.” He argues that there is a link 

between the institutional environment and civil wars and uses the ‘ratio of total trade to 
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GDP’ as proxy for the ‘quality of governance’. Therefore, what he really means and tests 

is the impact of institutional factors (trade openness) in predicting civil wars. While he 

makes an important contribution to the civil war literature, his understanding of 

governance is very limited.  

Another line of research tries to link low state capacity to civil wars through 

analyzing the factor of natural resource abundance. As mentioned earlier Fearon (2005) 

argues that oil exporters are more prone to civil war, because oil wealth reduces 

incentives to develop a strong administrative capacity especially to extract taxes from 

citizens, which consequently results in weaker and less reliable state institutions. It has 

been argued that natural resource abundance - in the form of oil, diamonds, etc. - leads to 

weaker state apparatuses and makes states unstable. This, in turn, can serve as a catalyst 

for civil wars.  

In their latest piece, Collier and Hoeffler (2004:567) go one step further and state 

the following: “primary commodities are associated with other characteristics that may 

cause civil war, such as poor public service provision, corruption and economic 

mismanagement” (Sachs and Warner 2000). Potentially, any increase in conflict risk may 

be due to rebel responses to such poor governance rather than to financial opportunities” 

(emphasis added). In the same article, they also point out the possibility that primary 

commodity dependence can worsen governance and, in turn, can generate stronger 

grievances (2004: 588). The implication here is that there can be another important 

mechanism –poor governance– that might lead to civil war.   

Following Collier and Hoeffler’s lead, Ross (2004: 338) claims that the 

correlation between natural resource dependence and civil war can be spurious.  
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Both civil war and resource dependence might be independently caused by 
some unmeasured third variable, such as weak rule of law. A state where 
the rule of law is weak might be unable to attract investment in its 
manufacturing sector, and hence would depend more heavily on resource 
exports; it might also face a heightened risk of civil war through a 
different process.  
 

Besides stressing the importance of “other potentially significant missing 

variables” like rule of law and securing property rights, he acknowledges the difficulty of 

measuring these indicators across countries and over time (338). Unfortunately, neither 

Collier and Hoeffler nor Ross provides a complete theoretical framework to grasp how 

the components of poor governance play in the well-known grievance and opportunity 

model of civil wars. In sum, another essential aspect of civil wars that needs a more 

systematic analysis is the link between the quality of governance and domestic violence.  

In addition to theoretical limitations of the structural approach, I also find it 

problematic to account for state capacity mainly using the Gross Domestic Product 

(GDP) per capita. To account for their Hobbesian interpretation of the state, Fearon and 

Laitin (2003:80) use per capita income as the proxy for a state’s overall financial, 

administrative, police and military capabilities relative to potential insurgents. I believe 

the GDP is a good measure to account for the military and financial capability of a state; 

because  

a country's economic status or relative affluence dominates all 
other factors in predicting the risk of civil war onset. This is 
because poorer countries tend to have correspondingly inferior 
institutions of conflict management, greater short-termism in 
decision making and less to loose from war. In order words per 
capita income and governance standards are strongly and 
positively correlated (Murshed 2005: 2). 
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However, it is problematic to presume that it is also capable of accounting for governance 

performance. It does not tell us much about how the state efficiently maintains its 

impartiality and fairness in implementing policies, securing property rights, and ensuring 

the competence of the rule of law in the country. Simply put, I believe per capita income 

should be one of the indicators in particularly measuring a state’s structural capacity, but 

caution should be exercised in interpreting those results and making generalizations when 

there is only one indicator used to account for state capacity.53

 To summarize, what we do not know about the state is the role its governance 

plays in paving the way for the emergence of domestic violence. To account for the 

state’s role, it is essential to look beyond the obvious. This is the task I take on. In the 

following section, I will first define theoretically important concepts with regard to 

governance; then I will establish the link between the quality of governance and civil war 

incidences using relative deprivation/grievance and opportunity/mobilization theories. 

 

2.5.1. Conceptualization of State Capacity and Quality of Governance  

Acknowledging the lack of a broad conceptual consensus on the exact definition 

of governance in the literature, in this dissertation I define governance as “the 

institutional capability of public organizations to provide the public and other goods 

demanded by a country’s citizens or their representatives in an effective, transparent, 

impartial and accountable manner, subject to resource constraints”54 (World Bank 2000: 

48). This definition not only emphasizes the administrative capacity of the government to 

                                                 
53 DeRouen and Sobek (2004), in their piece on the duration and civil war outcome, use regime type, army 
size and effective bureaucracy to account for ‘state capacity’. While they find no support for the regime 
type and the army size variables, they find a weak support for effective state bureaucratic capacity. 
54 There is no consensus among the scholars on what exactly the concept of governance constitutes. For an 
excellent review of different conceptualizations of governance see Weiss (2000). 
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manage its resources, but also stresses the respect of citizens and the agents to oversee 

economic and social interactions among them. I perceive governance as a relatively 

narrow concept that is part of the state capacity. 

The  governance definition I adopt is very similar to the conceptualizations of the 

World Bank and United Nations’ political economists who have been examining the 

impact of the quality of governance on the socio-economic conditions of various 

countries during the last two decades (see for example Knack and Keefer 1995; Easterly 

2002). The UN Economic and Social Commission for Asia and the Pacific states that 

‘good governance’ entails eight characteristics:  

It is participatory, consensus oriented, accountable, transparent, 
responsive, effective and efficient, equitable and inclusive and follows the 
rule of law. It assures that corruption is minimized, the views of minorities 
are taken into account and that the voices of the most vulnerable in society 
are heard in decision-making. It is also responsive to the present and 
future needs of society.55  

The UN’s and my own perception of governance are fairly broad and have a lot in 

common. To offer a comprehensive understanding of governance, following Knack and 

Keefer (1995), I identify five interrelated factors as the components of governance: 

corruption in government, the rule of law tradition, bureaucratic quality and the 

mechanisms for securing property rights and private economic transactions – namely 

expropriation risk and repudiation of contracts by the government.  

Corruption in government is be defined as “the misuse of public office for private 

gain” (Sandholtz and Koetzle 2000: 32). The degree of corruption can be perceived as a 

proxy for the general efficiency of the government in providing its services and also the 

                                                 
55 Taken from http://www.unescap.org/huset/gg/governance.htm. 
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extent of the damage of rent-seeking behavior56 (Knack and Keefer 1995). Rule of law as 

another component of governance refers to the existence of established institutional 

mechanisms such as sound political institutions and a strong court system that manage 

the interactions between citizens. It shows a government’s administrative capacity in 

making and enforcing the law and establishing peaceful mechanisms to adjudicate 

disagreements. It is well established among scholars that without rule of law, the citizens’ 

rights will not be safe and their equality will be at risk (Carothers 1996, 1998; Knack and 

Keefer 1995; Keefer 2005; O’Donnell 2004; Diamond and Morlino 2004). Like 

corruption, the rule of law tells us a lot about the efficiency of the government and its 

institutions in providing services to its citizens (Back and Hadenius 2005). 

Bureaucratic quality refers to a bureaucratic structure that is independent of any 

political or governmental influence and especially efficient in providing basic public 

services. It is a useful indicator of the tradeoff that governments have to make between 

the pursuit of private and general interests (Keefer 2005; Easterly 2001).  

The two other components of a state’s governance capacity are expropriation risk 

and repudiation of contracts by government (Acemoglu, et al.  2001; Knack and Keefer 

1995; Easterly 2001). These measures  not only show how state agents as independent 

actors perform in securing property rights and dealing with contracts but also delineate 

the impartiality, accountability and efficiency of the state agents in adjudicating the 

economic transactions between two private actors. They both reveal the institutional 

capacity of the state, since good institutions are the ones that can guarantee freedom from 

                                                 
56 Keefer defines rent seeking as “the diversion of economic resources to the private requirements of 
political decision makers” (Keefer 2005:12). 
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expropriation, grant freedom from repudiation of contracts and constrain the actions of 

government officials (Acemoglu et al. 2001; Easterly 2001).  

How does the quality of governance affect civil war incidences? What is the 

theoretical link between the two? Following the literature, I will inquire about this 

relationship in the light of two broad theoretical approaches: relative deprivation 

(grievance) and mobilization (opportunity). 

According to the MAR model and relative deprivation perspective, “if the state is 

weak, personalistic, ineffective at channeling political participation, or nonreponsive to 

the needs of its citizens, then it is more likely that its legitimacy will be questioned and 

more likely that violent challenges to the state or its policies will develop and be 

sustained” (Schock 1996: 107). Therefore, as the state penetrates in the society and as its 

power increases the likelihood of civil strife decreases (Gurr 1993b; Lindstrom and 

Moore 1995; Gurr and Moore 1997). This negative relationship is depicted in Figure 2.3. 

[See Figure 2.3-MAR model and the state- here] 

 How does the poor governance in a country lead to grievances and discontent 

among citizens? Absence of an effective governance structure in general terms - in the 

form of a highly corrupt government, inefficient administrative capabilities, a weak court 

system, or insecurity of property rights - indicates state weakness. It is expected to 

decrease people’s faith and confidence in the political system, create a gap between 

ordinary citizens and inefficiencies in the delivery of public services, and to lead to 

domestic violence. 

The prevalence of corruption in a government provides privileged access to 

political power for some groups while excluding others. In corrupt political systems, 
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public services assist those who pay bribes or who have connections (or both), while 

denying the same services to those who do not (Treisman 2000). Differential treatment 

not only leads to uneven and often inferior services to many people but also to an 

inefficient and ineffective government when it comes to responding to public needs 

(Selingson 2002; Della Porta and Vannucci 1999; Rose-Ackerman 1999).  Since corrupt 

administrative bodies violate the norms of equality, fairness, impartiality, openness and 

accountability, as the level of corruption increases in the society, citizens will perceive 

administrative corruption as illegitimate and improper and therefore will have lower 

levels of support for the political system. While corruption and clientalism breeds 

political bossism and increase the trust between only patron and client; it significantly 

reduces the “trust for the political system, which is viewed as being at the service of the 

highest bidder” (Selingson 2002: 412; Hadenius and Teorell 2005: 90; Gibson and 

Caldeira 1995; Tyler 1990). Therefore, in political systems with high levels of corruption, 

people will experience high levels of mistrust and lesser appraisal of the existing political 

system57 (Della Porta and Pizzorno 1996; Della Porta 2000; Sandholtz and Koetzle 2000; 

Anderson and Tverdova 2003; Warren 2004; Johnston 1979; Kurer 2005).   

By definition, rule of law entails a system in which the laws are public 

knowledge, non-retroactive, clear in meaning and are  applicable equally to everyone; 

courts, prosecutors and police are fair, impartial, competent, independent and efficient 

and most importantly, the state institutions are law-abiding. Similarly, countries with low 
                                                 
57 Some people argue that there are benefits associated with corruption. They perceive corruption as the 
grease that gets the bureaucracy moving in some developing countries (Merton 1957; Huntington 1968; 
Seligson 2002). In addition, the perceptions of the citizens about the government are mainly determined by 
the culture. Therefore, it is difficult to show the linkage between corruption and citizens’ perception of the 
government.  Since culture provides the lens for how people view the world, Anderson and Tverdova 
(2003) claim that in some societies corruption can be seen as an acceptable or benign  behavior that 
increases the efficiency of government. Hence, showing the relationship between corruption and attitudes 
toward the government is a challenging enterprise, both theoretically and empirically. 
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bureaucratic quality, the bureaucratic structure is likely to have no procedural clarity 

and/or technical efficiency in provision of public services such as police protection 

(Knack and Keefer 1995). When bureaucracy is effective, on the other hand, the 

promotions and recruits will be on professional grounds and decision - making rules will 

be clear, impartial, open and accountable towards the other branches of the state and the 

public in general.  

Another deadly impact of corruption, weak rule of law and the lack of 

bureaucratic quality is that differential treatment and exclusion deepen the political and 

economic inequality in the society (Gupta et al. 1998; Della Porta and Pizzorno 1996; 

Sandholtz and Koetzle 2000; Warren 2004). The impact of inequality on civil violence 

has been mentioned in the earlier part of this chapter in detail. Therefore I will keep it 

fairly brief here. Inequality “generates discontent among those who go without, resulting 

in large-scale political violence that, if handled poorly by the state, can evolve into civil 

war” (Regan and Norton 2005: 320). In the long run, corruption in government will 

reduce the possible fair allocation of resources and economic activities that harm the 

material gains of the excluded groups and thus create a greater economic gap between 

different societal groups (Gupta et al. 1998). Therefore, the misuse of political authority 

and public resources and services for private gain creates grievances in society by 

deepening socio-economic inequalities, which can lead to a cycle of international anarchy 

(Le Billion 2003; Seligson 2002; Theobald 1990).  

Well-functioning and fair bureaucratic institutions and the application of laws 

without favoring any political or private interests are essential for just and peaceful 

interactions between citizens. Unequal treatment due to political and judiciary 
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mechanisms only worsen the public’s perception of state institutions, while boosting 

mistrust and dissent towards the established system. A weak practice of rule of law will 

likely lead to the suppression of marginalized groups, common abuse of political power 

by the political elite, unfair political competition and overall unresponsiveness of state 

institutions to citizens (Diamond and Morlino 2004). As Roger (2004) points out, when 

citizens do not trust their state officials and the existing political system, they are unlikely 

to choose to participate in the peaceful democratic political life of their nation and 

express their demand for radical changes and frustration through non-violent and 

legitimate channels. This, in the long-term can bring instability (Anderson and Tverdova 

2003).   

The other essential components of governance, effective protection of private 

property and contract enforcement, are two important roles that states are expected to 

play, and they are crucial for the economic advancement of countries (Acemoglu and 

Verdier 1998, 1381). Secure property and contractual rights create institutional 

roadblocks to expropriation (Keefer 2005; Clague et al 1996; Acemoglu et al. 2001). In 

the absence of peaceful mechanisms for protection of property rights and vast misuse of 

bureaucratic channels to enforce contracts and accept bribes, the state and its employees 

will be perceived by private entrepreneurship and the public in general as less credible 

(Knack and Keefer 1995). Examples of expropriation of land and resource rents are 

Angola and Belgian Congo (Murshed 2005). The lack of trust and confidence in the state 

and its institutions in regulating economic transitions can cause grievances among those 

who are economically damaged in this process. Consequently, it is likely that those 

disadvantaged groups can find the solution in using or supporting violent anti-
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government acts and groups in return to secure their property rights and advance 

economic benefits.  

Knack (2001:311) argues that the impact of good governance seems “to be 

progressive, while at worst neutral effects on the distribution of incomes within countries, 

and some evidence of egalitarian effects on income distributions”. What this implies is 

that good governance is very important for sustained and rapid growth, especially for 

poor countries; furthermore, it helps decreasing income inequalities to some extent 

(Knack 2001). Given the importance of inequalities in increasing grievances and the 

meaning of grievances in civil wars, the role of a state in governing its society appears as 

a crucial factor in predicting civil wars.  

The quality of governance also plays a vital role in decreasing the negative 

repercussions of ethnic fragmentation. Ethnically divided and polarized societies are 

already fragile and more susceptible to political instability than ethnically homogenous 

states (Montalvo and Reynal-Querol 2005). Bad governance can be more disastrous for 

ethnically diverse societies, which are characterized by polarization and social conflict, 

like Nigeria, Sudan, and Ethiopia. When the quality of governance in a country is high, 

this implies that the rules of the game are clear, effective and fair, the number of broken 

contracts is low and bureaucracy is effective.  This “may substantially reduce or eliminate 

costly rent-seeking behavior associated with ethnic diversity” (Easterly 2001: 693) and 

“lower the risk of wars and genocides that might otherwise result from ethnic 

fragmentation” (703). 

To summarize, according to the relative deprivation perspective, low quality of 

governance is an essential source of socio-economic and political inequalities, and those 
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who suffer most from poor governance will be more likely to develop grievances against 

the established governing body. It is important to remember that these grievances can be 

resolved within existing state arrangements. However, when the demands of 

disadvantaged groups are not met, then these groups will be likely to look for alternative 

solutions, such as giving support to violent groups to ensure their safety and material 

well-being. The grievances of frustrated people can lead to supporting violent anti-

government activities (e.g. Gurr 1970; 2000). This is the perfect time for political 

entrepreneurs to begin mobilizing supporters opposing existing state of affairs (Regan 

and Norton 2005: 325).  

In addition to fueling new grievances or fostering the existing grievances among 

citizens, quality of governance can play a major role in providing the necessary 

opportunity structure for the insurgency. For opportunity/mobilization theory the 

theoretical connection between governance and civil wars lies in the adverse economic 

effects of bad governance. It is well-established in the literature that low levels of 

economic development increase the likelihood of civil war occurrence. As mentioned 

earlier poor economic conditions and low economic growth create a great opportunity for 

insurgents to recruit rebels for unconstitutional political change (Alesina et al. 1996). As 

the level of economic development increases in a country, the deterrent and repressive 

capacity of the state and the opportunity cost of losing income and becoming rebel 

increase (Elbadawi and Sambanis 2002; Collier and Hoeffler 2004). Therefore a decrease 

in the likelihood of civil wars is expected.   

 Then the key question is ‘how does poor governance affect the level of economic 

well-being in a society’?  Previous research by economists has established that countries 
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with high corruption, inefficient bureaucracy with long bureaucratic delays, weak rule of 

law, lack of security of property rights and frequent distortionary state policies suffer 

from low economic growth (Mauro 1995, 1997; Shleifer and Vishny 1993; Drury et al. 

2006; Knack and Keefer 1995, 2001; Keefer and Knack 1997; Clague et al 1996; 

Acemoglu et al. 2001; Ades and Ditella 1996; Fishman and Swensson 2000; Friedman et 

al. 2000).58  When conditions like these exist (e.g. high levels of corruption and not 

awarding contracts to highest quality bidders) transactions become irrational for investors 

from an economic point of view (see Clague et al 1996; Acemoglu et al. 2001). Shleifer 

and Vishny (1993: 615) illustrate this point well: 

To invest in a Russian company, a foreigner must bribe every agency 
involved in foreign investment, including the foreign investment office, 
the relevant industrial ministry, the finance ministry, the executive branch 
of the local government, the legislative branch, the central bank, the state 
property bureau, and so on. The obvious result is that the foreigners do not 
invest in Russia (Quoted in Drury et al. 2006: 122-123). 
 
Effective enforcement of property rights and contracts are of vital importance to 

investors and in turn, to overall economic development of the country. A third party, 

namely the state, is expected to enforce the contracts and reward the suppliers’ 

investment (Acemoglu and Verdier 1998). If there is no effective institutional mechanism 

to enforce the contracts, the private entrepreneurs will have no interest in investing in 

such a country. If property rights are not respected, corruption is widespread, then 

contacts will “fail to accomplish their allocational role, and agents do not invest” 

(Acemoglu and Verdier 1998: 1382; North and Thomas 1973; Knack and Keefer 1995; 

Rodrik 1999). 

                                                 
58 For the relationship between quality of governance indicators and economic growth see  for example  
Mauro (1995, 1997), Sartre (1997), Shleifer and Vishny (1993), Sartre (1997), Knack (2001), Drury et al. 
(2006), Knack and Keefer (1995), Keefer and Knack (1997), Clague et al. (1999), Acemoglu et al. (2001), 
Seligson (2002), Ades and Ditella (1996), Fisman and Svensson (2000) and Friedman et al. (2000). 
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Another pernicious impact of bad governance is the misallocation of public 

expenditures (as a result of rent-seeking and other unproductive activities) which would 

otherwise be used for productive outcomes. Bad governance increases the likelihood of 

the use of public resources for personal gains rather than channeling those resources for 

economic growth, provision of public goods or other activities that would be beneficial 

for the society as a whole like investment in public education. Therefore, the adverse 

economic effects of governance will make it much easier for insurgent groups to attract 

hopeless people to join their forces fighting against the established system (Le Billon 

2003; Drury et al. 2006).   

In short, assuming that participation in collective violence is a result of rational 

calculation (e.g. Lichbach 1990; Heath at al. 2000; Regan and Norton 2005), I argue that 

given the devastating impact of bad governance on the economic development of a 

country, economically disadvantaged groups that live in states with low levels of 

governance are more likely to support anti-government activities with the hope of 

change.  

Even though the explanations of the two theories are quite different, they both 

expect a direct association between quality of governance and civil wars. Although I 

make a clear distinction between the expectations of the two theories for analytical 

purposes, in reality, as mentioned earlier in the chapter, they are not always mutually 

exclusive and independent from each other. Civil wars, by nature, are complex events and 

therefore, determinants of civil wars can not easily be understood in isolation. To 

illustrate the difference and interconnectedness between the two explanations and the 

 88



importance of a functioning state in preventing domestic conflicts, I will provide an 

example: Sierra Leone.   

Sierra Leone is a textbook example of the importance of a functioning state. In his 

seminal book, Strong Societies, Weak States, Migdal (1988) uses Sierra Leone as the key 

example of ‘strong society, weak state’. He argues that the British strategy of 

fragmenting social control has had an enduring effect in Sierra Leone, which led to the 

continuing weakness of the  postcolonial state, meaning that its capacity to control 

society, to regulate social relations, to extract resources and use these resources in an 

effective way is very limited. 

The civil war in Sierra Leone started in 1991 after 24 years of mismanagement, 

manipulation, corruption, abuse, suppression and exploitation (Keen 2002, 2005). During 

the course of the civil war (1991-2002) between 20,000 and 75,000 people were killed 

and more than 4.5 million people had to endure forced displacement. The existence of 

diamonds, poor economic conditions, adverse effects of forced liberalization, high levels 

of corruption, increasing inequality and declining education and health services all led to 

the emergence of violence in Sierra Leone. 

After winning the contested elections in 1967, the All People’s Party (APC) came 

to power with its leader Siaka Stevens. He remained the head of state until 1985. The 

period between 1968 and 1985 is usually characterized as a repressive and corrupt one-

party regime of Stevens. In 1985, Saidu Mamoh became the president, and a multiparty 

system was reestablished in 1991. 

The civil war in Sierra Leone was initiated by a small rebel group - Revolutionary 

United Front (RUF) in 1991. It was sponsored by the Liberian rebel Charles Taylor. RUF 
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was full of grievances towards the corrupt and tribalistic political regime of APC. Their 

main purpose was to overthrow the corrupt government and reestablish multiparty 

democracy.  

As mentioned earlier, the APC rule was mainly characterized by clientalism and 

weak state structures. The state failed not only to collect taxes, but it also failed to 

redistribute resources effectively (and fairly) and provide basic services such as 

education. In the 1980s, inflation rose to 50% and the economic growth was at very low 

levels (Chege 2002). The army failed to provide security for the people. In the meantime, 

the country became dependent on foreign aid and loans from international financial 

institutions (Lord 2000).  

As the state continuously failed to fulfill its duties, controlling the diamonds 

became one of the biggest motivations of the RUF. The lack of state capabilities, 

mismanagement and prevailing corruption made the existence of vast natural resources 

especially attractive for young people who were largely unemployed, poor, vulnerable 

and uneducated. During the dictatorial rule of the APC, the conditions were very 

favorable for manipulation and mobilization of such marginalized youths into organized 

violence (Mama 2003). Conteh-Morgan and Dixon-Fyle (1999) claim the reason rebel 

factions easily attracted young men is not the love of war but political vengeance and the 

possibility of economic gain. Lord (2000: 7) states:  

The long years of neglect of youths in the development programmes of 
successive governments in Sierra Leone has been widely acknowledged as a 
major cause of the war. Indeed, during the dictatorial rule of the APC [All 
People’s Congress], youths were groomed in violence and used as hired thugs in 
election campaigns but abandoned afterwards and left to sink into drugs, crime 
and other vices on the margin of society. By the time of the outbreak of the war, 
the conditions were favourable for manipulation and mass mobilization of such 
marginalized members of society into organized crime and violence. 
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The insurgents’ control over the diamond fields was of special importance for the RUF 

not just because they were motivated by ‘greed’, but also diamonds provided certain 

opportunities for them - money for buying arms, recruiting new people and sustaining the 

violence. In other words, during times of civil unrest, diamonds were the key to the 

power. Despite this, many Sierra Leoneans often describe the nation’s diamond wealth as 

a curse, given that it has brought nothing but mismanagement, misappropriation and bad 

government. 

Similarly, Keen (2005:74) argues that what happened in Sierra Leone cannot be 

totally understood by just ‘greed’ or ‘opportunity’ arguments. “A detailed examination of 

Sierra Leone case suggests that grievances were just as important as greed” (Keen 2005: 

75).  He claims that externally encouraged liberalization attempts in the 1970s and 1980s 

affected the conflict, because privatization led to increasing inflation, devaluation, 

significant cuts in wages of state employees, private oligopolies, rampant corruption and 

the worsening of state services like education. As revenues continued to fall, the 

infrastructure deteriorated and smuggling escalated (Keen 2005; Bradbury 1995). At that 

time, the APC government was trying to continue the patronage system at the expense of 

its citizens by cutting government spending for important services like health care. While 

some people had access to education and private lessons, many did not have the 

opportunity to go to school. As mentioned earlier, the decline in public services not only 

made the rebel recruiting easier but also generated strong resentment in society. In 

addition to the failure to provide public services, widespread discrimination by providing 

services only to clients or the ones who can pay the bribe made citizens question the 

legitimacy of the state. Sierra Leone turned to a “shadow state” in which the ones in 
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power try to hijack the state for private gain (Reno 1995). As corruption and inequality 

increased, anger and fear mounted in society. It eventually led to violence (Keen 2005). 

Not surprisingly, right after the civil war, the British government started a good 

governance program and the World Bank pronounced its plans to focus on institutional 

reform and capacity building, legal and judicial reform and strengthening property rights 

(Keen 2005: 84). The effects of these attempts remain to be seen. 

 

2.5.2. Hypotheses: Quality of Governance  

Based on the theoretical framework outlined above, I facilitate my argument with 

regard to quality of governance using six hypotheses, including one general hypothesis 

on governance and five individual hypotheses to examine each governance component 

separately: 

H1 (Corruption): As the extent of corruption in a government increases in a political 

system, the likelihood of civil war increases. 

H2 (Rule of law): As the rule of law tradition gets stronger in a state, the likelihood of 

civil war decreases. 

H3 (Bureaucratic Quality): As the quality of bureaucracy increases in a state, the 

likelihood of civil war decreases. 

H4 (Repudiation): As the risk of repudiation of contracts by government increases, 

the likelihood of civil war increases. 

H5 (Expropriation): As the risk of expropriation of private investment increases, the 

likelihood of civil war increases. 
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H6 (Quality of governance): As the level of quality of governance increases in a state, the 

likelihood of civil war decreases. 

[See Table 2.2-Summary of the hypotheses- here] 

 This chapter laid out the theoretical foundations that guides my study and  

presented the relevant hypotheses derived from the theory. While the conceptual basis for 

the above mentioned linkages is relatively straightforward, like all scholars doing 

empirical work, I am constrained by the problem of finding good proxies for the variables 

of interests. The proxies, data, measurement and the methods used to conduct the 

empirical testing of the hypotheses are explained in the next chapter, the research design. 
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Table 2.1 
Determinants of Civil Wars- Summary of Hypotheses  
 
H1 (Income  inequality): As income inequality increases, the likelihood of civil war increases. 

H2 (Gender inequality): As the level of gender inequality in a society increases, the likelihood 

of civil war increases. 

H3 (Regime type 1): Democracies are less likely to experience civil wars than autocracies 

(negative relationship). 

H3a (Regime type 2):  The likelihood of civil war is highest in anocracies (curvilinear 

relationship) 

H3b (Regime type3): The likelihood of civil war is higher in unstable societies. 

H4 (Political Discrimination): As the level of political discrimination increases in a state, the 

likelihood of civil war increases.  

H5 (Religious discrimination): As the level of religious discrimination increases in a state, the 

likelihood of civil war increases. 

H6 (Repression 1): As the level of political repression increases in a state, the likelihood of 

civil war increases.  

H6a (Repression 2): As the level of repression increases in a state, the likelihood of civil war 

decreases. 

H6b (Repression 3): The likelihood of civil is highest at the moderate levels of repression. 

H7 (GDP per capita): The higher the per capita income in a state, the lower the probability of 

civil war. 

H8 (GDP growth): The higher the growth rates in a state, the lower the probability of civil 

war. 
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H9 (Military capability):  As the military capability of the state increases, the risk of civil war 

decreases. 

H10 (Mountains):  More mountainous countries are more likely to experience civil wars. 

H11 (Noncontiguity): Countries with a territorial base that is geographically separated from 

the center of the state power (capital city) by land or water are more likely to experience 

civil wars.  

H12 (Population): More populous countries are more likely to experience civil wars. 

H13 (Ethnic/ religious  fractionalization 1): The higher the ethnic/religious fractionalization in the  

society, the higher the likelihood of the civil war.  

H13a (Ethnic/ religious  fractionalization 2): The higher the ethnic/religious fractionalization in the  

society, the lower the likelihood of the civil war.  

H13b (Ethnic dominance): The existence of a dominant group in the country increases the risk 

of civil war. 

H13c (Ethnic/religious polarization): The greater the ethnic/ religious polarization in a society, the 

higher the likelihood of the civil war.  

H14 (Oil):  Oil exporting countries are more likely to experience civil wars.  
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Table 2.2 
Quality of Governance and Civil Wars- Summary of Hypotheses  
 
 
H1 (Corruption): As the extent of corruption in a government increases in a political system, 

the likelihood of civil war increases. 

H2 (Rule of law): As the rule of law tradition gets stronger in a state, the likelihood of civil 

war decreases. 

H3 (Bureaucratic Quality): As the quality of bureaucracy increases in a state, the likelihood of 

civil war decreases. 

H4 (Repudiation): As the risk of repudiation of contracts by government increases, the 

likelihood of civil war increases. 

H5 (Expropriation): As the risk of expropriation of private investment increases, the 

likelihood of civil war increases. 

H6 (Quality of governance): As the level of quality of governance increases in a state, the 

likelihood of civil war decreases. 
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Figure 2.1 
Gurr’s 1968 Causal Model of Civil Strife 
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Source: Gurr (1968:1105) 
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Figure 2.2 
MAR Model of Ethnopolitical Rebellion: Linkages Among Core 
Concepts 
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Source: Adapted from Saxton (2005:91), Lindstrom and Moore (1995: 173), Gurr and 
Moore (1997: 1081) 
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Figure 2.3 
MAR’s Model of Ethnopolitical Rebellion: Importance of State 
 
 
 

 
 
 
 
 
Source: Adapted from Saxton (2005:91) and Lindstrom and Moore (1995: 173) 
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3. Research Design  
 
 

 

In this chapter I outline the research design utilized to carry out the empirical tests 

of the hypotheses listed in the previous chapter. I will start by explaining the three models 

(grievance, opportunity, and comprehensive) that will be the focus of the first data 

analysis (determinants of civil wars- chapter 4). Later, I will explain the data, proxies, 

measurements and the statistical methods used in the data analyses (chapters 4 and 5).  

 

3.1: Determinants of Civil Wars: Grievance, Opportunity and Comprehensive 

Models 

The main point of contention in the literature since 1990s has been the relative 

explanatory power of economic factors vis-à-vis social and political grievance factors in 

predicting civil war initiation. In order to contribute to this debate, in the first part of the 

empirical analysis, I will evaluate the impact of various economic, political, and social 

factors on the likelihood of civil violence. This sort of investigation can best be achieved 

by constructing a comprehensive model that includes all the theoretically relevant 

grievance and opportunity variables since the arbitrary division of the models causes 

some complications. As mentioned in the theory section, the relative deprivation/ 

grievance and opportunity/mobilization theories are not mutually exclusive. Therefore, 

placing some variables in one model, while excluding them from another, is not only 

challenging but also problematic. Comprehensive models have advantages over 

individual models given that real world civil wars are the results of complex interactions, 
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rather than simplistic assumptions. I will clarify and illustrate my argument in this 

aragraph with some examples.  

In the literature, economic development is accepted as the key variable in the 

opportunity models since it is assumed to determine the opportunity cost of rebellion. 

However, as indicated earlier, relative deprivation theory claims that individuals care not 

only about relative deprivation but also about absolute deprivation; and low levels of 

economic development will contribute to the development of grievances. Even Collier 

(1999) includes economic incompetence of the government as a source of grievance since 

it can inflict economic misery on its citizens. Furthermore, scholars argue that the impact 

of low economic development and growth can be even more devastating when high 

levels of inequality exist among citizens. Therefore, the evaluation of economic 

development can be best conducted in a setting that includes both relevant grievance and 

opportunity factors. 

Similarly, repression, ethnic fractionalization and regime type have been accepted 

as classic indicators of discontent since brutal repression, ethnic hatreds, and limited 

rights/freedoms are expected to generate grievances and domestic discontent. However, 

the same indicators can limit mobilization attempts. As much as repressive acts can be a 

motivation for people, it can also serve as a negative incentive and inhibit the growth of 

collective political action.  Likewise, high levels of heterogeneity in a society can lead to 

more frictions, hatred, and grievances among different groups. Therefore, ethnic or 

religious fractionalization can serve as opportunity-inhibiting factor given the difficulty 

of mobilizing people around a common idea when they have different identities and 

backgrounds.  Following the literature, I include these indicators in my grievance model; 

p
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but I am fully aware of the fact that their real impact can only be seen in the 

comprehensive model. 

 [See Figure 2.4-Comprehensive model- here] 

Based on the discussion above, and following the literature, I will first construc

the grievance and opportunity models separately. Then, I will incorporate both models 

into a single comprehensive model to assess the relative contributions of the argument

systematically. Even though I will evaluate and discuss the results of the grievance and 

opportunity models individually, my main focus will be on the combined model. In 

constructing and testing my models, I basically follow the research design of Collier and 

Hoeffler (2004) since they were the first scholars who initiated the ‘greed versus 

grievance’ debate, and constructed the opportunity and grievance models in the c

literature.  

 

t 

s 

ivil war 

 Grieva

nd 

 

, 

, 

nce model  

The grievance model is heavily influenced by the idea of relative deprivation a

it is principally concerned with political and social/demographic factors. In the literature,

grievances are commonly perceived as the result of historical injustices, ethnic or 

religious divisions/hatreds, inter-group inequalities, lack of political and economic rights

and repression (Murshed 2005; Olsson and Fors 2004; De Soysa 2002; Collier and 

Hoeffler 2004). In testing the grievance model, I consider the following objective 

measures of grievances:  political and religious discrimination, income and gender 

inequality, regime type (political rights), repression, and social divisions (domination

fragmentation and polarization). Further, following Collier and Hoeffler (2004), I control 
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for population for two reasons: (1) opportunities and grievances increase with

(Collier and Hoeffler 20

 population 

04: 588); and (2) the civil war coding is dependent on the number 

of battle deaths, and t y to experience civil 

wars.  

r 

nity cost of rebellion.  Another dimension of opportunity is natural resource 

abundance, which is used as a proxy for the availability of finance through extortion. The 

f the state and the geographical indicators (e.g. mountains, 

contigu

e rebel 

 of 

                                                

herefore more populous countries are more likel

 [See Figure 2.6- Grievance model- here] 

 

Opportunity Model  

This model1 examines mainly the importance of various factors in creating 

opportunities for political violence and the increasing feasibility of rebellion. However, it 

does not take into account the feelings of injustice, inequality, grievance, hatred, o

political exclusion. GDP per capita and its growth rate account for foregone income and 

the opportu

military capability o

ity) are proxies for military advantage and are influential in determining the 

feasibility, mobilization and the success of the rebel movement. Demographic factors 

(population) carry a great deal of importance for the insurgency since the size of th

pool can limit both the recruitment and effective functioning of rebel organizations. 

Finally, regime stability is included in the model since instability provides a window

opportunity for rebel groups to mobilize and be successful. 

 [See Figure 2.5-Opportunity model- here] 

 

 
 

1 This model can also be called the viability or economic model. 
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3.2. Quality of Governance: Second Data Analysis  

In the second part of the data analysis my focus will be on the importance of 

quality of governance in explaining civil wars. To properly determine the impact of 

quality of governance on civil war incidence, I need to control for the variables that are 

also expected to have an  follow the research 

esign of Fearon and Laitin (2003) since it has become a common practice in the civil 

rol for the factors that they have found to be significant. By 

followi f 

who 

t 

(3) killed at leas luding civilians 

attacked by rebels).2  

                                                

 impact on civil war incidence. This time I

d

war literature to cont

ng their logic, not only do I have strong empirical backing for my selection o

controls, but my results can be also then be compared to the many scholars that have used 

their structure (e.g. Barbieri and Rauveny 2005). 

 

3.3. Data and Methodology 

In order to conduct the empirical testing of both sets of hypotheses stated in 

chapter 2, I adopt the civil war definition used by Fearon and Laitin (2003: 76), 

define civil war as a conflict that:  

(1) involves fighting between a state and a non-state group who seeks to take 

control of a government, to take power in a region or to use violence in order to change 

government policies to achieve certain goals;  

(2) killed at least 1000 people overall, from both sides, with a yearly average of a

least 100 and  

t 100 people on average from each side (inc

 
2 This definition is similar to the Correlates of War (COW) in the sense that it emphasizes three dimensions 

ce (Small and Singer 1982:210-218). The of civil war: internality, type of participants and effective resistan
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Fearon and Laitin’s (2003) list of civil wars covers all civil war incidences from 

1945 to  time 

f 

es 

inally 

eaths for the entire conflict (Small and 

Singer 1994; Sarkees 2000). Doyle and Sambanis (2000) also relaxed the annual 1,000 

ted their own civil war data set which includes 124 civil 

wars be  79 

ars 

above mentioned data sets are relatively similar, given 

that the

 others. It includes conflicts with 25 or 

more b

ted in 25 to 1,000 battle related deaths during the course of conflict. 

‘Interm flict 

 ones that resulted in a minimum of 1,000 battle deaths per year 

                                                                                                                                                

 1999. In both of my empirical tests, I use a sub-section of their list, since my

span is shorter.  

 [See Table 3.1 -List of civil wars- here] 

It is important to note that there are other data sets using alternative definitions o

civil war. The COW data set, which is one of the most commonly used data sets, includ

214 civil wars between 1816 and 1997 (Singer and Small 1994). This data set orig

included cases if they met the criteria of 1,000 battle related deaths in any given year 

(Small and Singer 1982). In the later updates of the data set they modified this rule and 

the threshold for civil war was set at 1,000 battle d

battle death threshold and crea

tween 1944 and 1997. While Collier and Hoeffler (2000) have a data set with

civil wars from 1960 to 1999, Fearon and Laitin’s (2003) data set includes 127 civil w

between 1945 and 1999. All of the 

y all use some 1,000 battle death threshold, either strictly or loosely.3  

However the data set collected by Uppsala University - namely the Armed 

Conflict Dataset (ACD) - is quite different from

attle related deaths and the conflicts are classified into three groups: ‘Minor armed 

conflicts’ resul

ediate armed conflicts’ resulted in a minimum of 1,000 battle deaths per con

and ‘civil wars’ are the

 
most important difference is that this coding does not presume one thousand deaths per year, but rather uses 
one thousand deaths as the threshold for the entire conflict.  
3 For further discussion on definition and coding of civil wars, see Sambanis (2004). 
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(Waller

nd Strand 2004). 

 The differences in th mplications for the 

results 

rt 

 

d, 

ibility that 

the cau also 

 

 

steen and Sollenberg 1999; Gleditsch et al.2002). Using this threshold, between 

1946 and 2000 they code 220 intrastate conflicts of which 95 are civil wars (Gledisch et 

al. 2001; Gates a

e definitions and codings have important i

of any research (Sambanis 2004). Gates and Strand (2004:7) provide one example 

that summarizes the problem clearly: “Low level secessionist movements such as the 

Karen in Burma/Myanmar can be counted as one very long civil war as with the ACD 

data, or as three shorter wars as coded by COW, or as two wars, one long and one sho

as coded by Doyle and Sambanis (2000).” Acknowledging these limitations, Fearon and

Laitin’s data are selected as the main source for this dissertation for three reasons. First, it 

is the latest data collection and their coding decisions are fairly close to the other data 

sets. Second, their coding decisions are consistently applied and well-documented. Thir

the data set has been commonly used by other scholars, and therefore such a selection 

allows for accumulation of findings and knowledge. However, given the existence of 

different data sets and the huge difference in terms of coding between armed conflicts 

and civil wars, robustness checks are essential and important. There is the poss

sal mechanisms behind civil wars and armed conflicts can be different. It is 

important to remember that since the 1,000 battle death threshold is used in coding civil

wars, the results offered will only be relevant for these extremely violent civil war cases, 

but not for low level conflicts or non-violent large scale protest activities. 

The hypotheses are evaluated using time series-cross-sectional panel data. In the 

civil war literature, it is standard procedure to employ pooled time series-cross sectional

data given that time series analyses are good for tracking relationships over time. Cross-
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sectional analyses, on the other hand, are good for identifying trends and tendencies 

across many cases (Jackman 1985). Using global data and examining a large number of 

countries allows researchers to understand global patterns and reach general conclusions 

at mi

e 

). 

 as 

es from 108 

states. M

 

th ght not be possible by examining a small number of cases (King et al. 1994). 

However, it is important to remember the disadvantages of this selection. The details and 

richness of case studies are sacrificed and explanations are probabilistic, rather than 

deterministic.  

The unit of analysis is the state-year which is the annual observation for each stat

that had a population of at least half a million in 1990. Analyzing the data in the country-

year format allows us (1) to have greater consistency when lagging several independent 

variables and (2) to treat the quickly renewed civil war cases better (Fearon 2005). By 

using state-year as the unit of analysis I am making the assumption that various groups 

within states respond similarly to conditions that foster rebellion. This assumption is 

commonly utilized in the literature despite being sub-optimal (Dudley and Miller 1998

The other option available is to use communal groups or minorities at risk within states

the unit of analysis in order to account for communal relationships and their impact on 

political violence (Gurr 1993).  However, that selection is also not problem-free. Due to 

data limitations and comparison purposes, I chose state-year as the unit of analysis.  

The first empirical analysis (determinants of civil wars) is limited to 23 years 

(1975-1997) and the comprehensive model includes 354 civil war incidenc

ost of my indicators are available for this period. The most important exception 

is the religious discrimination variable, which is only available for the 1990s. Therefore, 

the model including this variable is limited to 702 cases. In addition, the gini coefficient,
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despite being available for the time span stated above, has many missing values. Even

after interpolation this variable drops significantly from 1727 to 1089 observations.

 

. In 

the 

 1975- 1997. All other indicators that lower the number of observations 

will be

 

 

s in 

the lite f 

 

                                                

4 

When religious discrimination and the interpolated version of the gini coefficient are 

added to the base comprehensive model, the number of observations decreases to 466

order to maximize the number of cases, I will construct each of the three base models 

(opportunity, grievance and comprehensive) from the variables that are available for 

period between

 included in successive steps and be reported accordingly.  

The quantitative analysis of ‘quality of governance’ includes 345 civil war 

incidences for 104 states and is limited to 16 years (1982 -1997). The time span in this 

analysis is dictated by the availability of the quality of governance indicators. Given the

limited temporal domain in both analyses, caution about generalizability of any findings

is warranted.  

 

3.4. Operationalization of the Variables 

In this dissertation, I was faced with the problem every researcher in the field 

faces: selecting the best indicators from among a large number of possibilities. The 

selection and measurement of proxies have been constantly questioned by researcher

rature. My selection of the variables is based on two criteria: (1) the relevance o

the proxy to the theory and the validity of the indicator; (2) the relevance of the concept

to the existing treatments in the literature (to contribute to the accumulation of 

knowledge).  

 
4 Without interpolation, the model that includes the gini coefficient has 549 cases. 
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The data used here are taken from extant data sets. Therefore, variables 

constructed and coded based on judgments of the coders were not changed. The 

measurement of the independent and dependent variables is consistent with the literatu

mentioned above, so we will keep the discussion relatively short.

re 

ar 

The outcome variable - Civil war incidence - is binary, coded 1 when a country is 

at war, and 0 otherwise (i.e. no ongoing war). The purpose of using the presence of civil 

war as the main dependent variable is to account for the role of the quality of governance 

in every year that the civil war continues to take place. Throughout this study, civil war 

presence, prevalence and incidence are used interchangeably. Similarly, civil war onset 

and initiation are used to refer to the same concept. 

Some authors in the literature have investigated civil war onsets (e.g. Fearon and 

Laitin 2003; Collier and Hoeffler 2004; Sambanis 2001a; Hegre et al. 2001), while others  

focused on the incidence of civil war (e.g. Elbadawi and Sambanis 2002; Reynal-Querol 

2002; Montalvo and Reynol-Querol 2005; Caprioli 2005). The reason behind choosing 

civil war ‘incidence,’ rather than ‘onset’ as the dependent variable is because civil war 

onsets are rare events (based on Fearon and Laitin’s [2003] definition). They constitute 

5 I will address the 

quality of governance measures in detail since they have never been used in the civil w

literature.  

 

3.4.1. Dependent Variable 

                                                 
5

standard Fearon an
these two additio

 In the empirical testing of quality of governance two additional controls are added in addition to the 
d Laitin (2003) controls: ethnic dominance and political discrimination. The reason for  

nal controls is that they have been found to affect the likelihood of domestic conflicts. 
Gates (2002: 9) states that “The following variables are generally agreed to be associated with a higher risk 
of civil war: (1) poverty, lack of economic opportunities and level of economic development, (2) time since 
previous civil war and conflict history, (3) ethnic dominance, and (4) political instability.” 
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less tha 2001a, 

5 civil 

ng 

inary nature of the dependent variable, in both analyses, the estimations are 

made by using a logistic regression random effects (RE) model. 

3.4.2. Independent and Control Variables  

Before describing the variables two important issues regarding the data should be 

mentioned. First, the independent variables that I include to test for the grievance/ 

relative deprivation argument are not indicators that measure ‘relative deprivation’ 

directly at the individual level. They are cross-national aggregate measures in the form of 

scales that indicate the conditions that are collectively frustrating for people (Gurr 1968). 

While this is a less-than-perfect solution and has some problems, due to the difficulty of 

acquiring individual data as compared to aggregate data, it has been the conventional way 

of testing in the literature since the 1950s.6 Second, it is important to mention at the 

beginning that some of the independent variables that are used in the first empirical 

analysis are used as control variables in the analysis of quality of governance in the 

second part. In this section I will list all of the independent and control variables. 

n 2% of the data given the 1,000 battle-deaths threshold (King and Zeng 

b). While there are only 26 civil war onsets between 1982 and 1997, there are 34

war incidences. In addition, it appears that quality of governance is more relevant in 

explaining whether a civil war takes place in a given year rather than directly predicti

the onset or initiation of civil wars. This variable is taken from Fearon and Laitin (2003). 

Given the b

 [See Table 3.2 – Operationalization of variables- here] 

                                                 
6 “The conditions which are assumed to bring about deprivation are positively correlated with violence” 

almer and Thompson 1970: 292). (P
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Discrimination 

Political discrimination  

From an individual’s standpoint, discrimination is all about a sense of limitati

deprivation or inequality. Various scholars have attempted to tap into this idea but like 

other measures of relative deprivation, individual level data are hard to obtain. Instead, 

many scholars have tested the idea using objective aggregate macro-level indicators such

as political, economic or cultural discrimination (e.g. Gurr and M

 
on, 

 

oore 1997; Moore and 

Gurr 1998; Lindstrom and Moore 1995). 

The political discrimination index is taken from Regan and Norton (2005: 328). It 

measur

tes, 

28). 

 

participation or both, due to historical neglect or restrictions. 
Explicit public policies are designed to protect or improve the 
gr

 
2= Substantial underrepresentation due to historical neglect or 
restrictions. No social practice of deliberate exclusion. No formal 

es how public policies and social practices are used to decrease or promote 

political inequalities. The authors make the assumption that “political access transla

even if indirectly, into economic access/discrimination.” (Regan and Norton 2005: 3

The political discrimination index is selected because it is the key to grievance-based 

explanations of civil wars. The variable ranges from 0 (no discrimination) to 4 

(substantial restrictions on political freedoms) and it is adopted from the MAR data.  

The original five-category ordinal scale severity of political discrimination 

variable in MAR is coded as follows (Gurr 1993a: 47): 

 

 0= No discrimination 

Low  1= Substantial underrepresentation in political office holding or 

oup’s political status. 

exclusion. No evidence of protective or remedial public policies. 
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3= Substantial underrepresentation due to prevailing social practice 

nt groups. Formal public policies toward the group are 
neutral or, if positive inadequate to offset discriminatory practices. 

High 4= Public policies (formal exclusion or recurring repression nor 

comparison with other groups. 

The mean value of this variable is 2.22 in the comprehensive model. The simple 

correlation of the political and religious discrimination variables yields a chi-square 

coefficient of .27, suggesting a positive relationship between the variables but also 

confirming that each of them captures a different dimension of the discrimination within 

each country. 

 

Religious discrimination 

The religious discrimination variable is taken from Fox’s Religion and State data 

set (2004). It is designed to measure restrictions the government places on the practice of 

religion by minority groups. Fox (2004) states that this variable focuses only on 

restrictions on minority religions. In addition it focuses on the practice of religion itself 

and does not measure other types of restrictions on religious minorities. Religious 

discrimination is a composite variable that ranges from 0 to 48 and it is only available for 

1990- 2002. The mean of this variable is 4.13. It combines all the following variables: 

 
• olidays, 

including the S
• Restric p.  
• Restric or worship.  
• orced observance of religious laws of other group.  
• Restric
• Restric  in 

general

by domina

 

both) substantially restrict the group’s political participation in 

 

Restrictions on public observance of religious services, festivals and/or h
abbath.  
tions on building, repairing and/or maintaining places of worshi
tions on access to places 

F
tions on formal religious organizations.  
tions on the running of religious schools and/or religious education
. 
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• Arrest, continued detention, or severe official harassment of religious figures, 
official

• Restric ligious 
rites, cu

• Restrictions on the ability to write, publish, or disseminate religious publications.  
• , 

includi
• estric  access to clergy.  
• 
• 

iables is a list of specific kinds of religious restrictions that a government 

an place on minority religions. Each of these specific types of restrictions is coded 

 scale: 

 

 

o  

es is 

rela e opment (Fearon and Laitin 

200  

cost of rebellion and serve as an indication of state strength. Average GDP growth rate is 

s, and/or members of religious parties.  
tions on the ability to make and/or obtain materials necessary for re
stoms, and/or ceremonies.  

Restrictions on the observance religious laws concerning personal status
ng marriage, divorce, and burial.  
tions on the ordination of and/orR

Restrictions on conversion to minority religions.  
Forced conversions.  

• Restrictions on proselytizing.  
• Requirement for minority religions (as opposed to all religions) to register in 

order to be legal or receive special tax status. 
• Restrictions on other types of observance of religious law. 

 

This set of var

c

according to the following

0= Not significantly restricted for any minorities. 
1= The activity is slightly restricted for some minorities. 
2= The activity is slightly restricted for most or all minorities or sharply restricted 
for some of them. 
3= The activity is prohibited or sharply restricted for most or all minorities.

Economic Development: The GDP Per Capita and Growth  

The log of GDP per capita (measured as thousands of 1985 dollars) and average 

GDP growth rate  are used as proxies for the absolute level of welfare or deprivation 

am ng the citizens and for the ability of the state to meet the demands emanating from 

soci y et (i.e. state strength) (Parvin 1973).  Recruiting young men into guerilla forc

tiv ly easier when there are low levels of economic devel

3). Both GDP per capita and average GDP growth rate also measure the opportunity 
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mea r

mea lo

Fea

(200 ).

inse i ember that the GDP 

percapi te social wealth, and it is “less-than-perfect 

pre t ator 

 m e ext. 

A completely satisfactory measure for income inequality has yet to be found. 

Given t  measure of relative 

depriva

and it r  

and the diagonal (representing full equality) to the area under the diagonal. A high ratio 

indicate

su ed as a 5 year average (t-1) using GDP per capita in constant US dollars. The 

n g transformed GDP per capita is 7.90. The GDP per capita data are taken from 

ron and Laitin (2003) and the economic growth measure is taken from Caprioli 

5  Both indicators reflect the level of economic well-being of the society and are 

ns tive to the distribution of wealth. It is also important to rem

ta measure captures the aggrega

dic or of individual well-being” (Moon and Dixon 1985:664). The inequality indic

is or  sensitive to distributional variations and will be discussed n

 

Inequality 
 
Economic inequality 
 

his fact, I will use inequality in income distribution as one

tion. The gini coefficient is most commonly used to measure income inequality, 

anges from 0 (perfect equality-theoretical maximum) to 1 (perfect inequality-

theoretical minimum). It is measured as the ratio of the area between the Lorenz curve 

s higher income inequality. The data are taken from UN-World Institute for 

Development Economic Research (WIDER), World Income Inequality Database 

(Version 2.0a).7 These data are the most updated, recent, and refined data on income 

inequality (it is the updated version of the Deininger and Squire database). I also chose 

not to use ‘reported gini’ which is the gini coefficient reported by the source, but rather 

the gini coefficient as calculated by WIDER. In this data set, there are some cases where 
                                                 
7 Data are available at http://www.wider.unu.edu/wiid/wiid.htm. 
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more than one gini coefficient is reported for the same year. In these cases I calculate

the average. It is important to note that there are many countries for which there are no 

reliable data on income inequality, and I interpolated the variable. Without the 

interpolation, the gini variable limits the comprehensive model to 549 cases. With the 

interpolation the sample size becomes 1084.  Even with interpolation, however, the 

sample size for the comprehensive model with the gini coefficient has 643 fewer ca

(base model N= 1727). As mentioned earlier, in order to maximize both the sample size 

and the time span, the base model does not include the gini coefficient al

d 

ses 

ong with some 

other indicators. However, I will run variations of the base model with these 

c’ indicators and report the results in the data analysis chapter.  

luate the claims in the literature I will use the gini 

coeffic an 

-

eater 

 

‘problemati

Further, to be able to eva

ient in different forms and report these results as well. First, following Siegelm

and Simpson (1977) and Davis (1948) I created a variable- midgini (| 0.5-gini|) - by 

calculating the difference between the gini coefficient and the mid-point 0.5. Davis 

(1948) argued that how much a country falls below or above the mid-point is what 

matters. Higher levels of national deviation from the midpoint (0.5) of the income 

inequality scale are expected to increase levels of political violence.  

Second, some scholars assert that the mid-point 0.5 is not likely to be the mid

point of the inequality scores of the countries in the sample. They claim that the gr

the deviation from the arithmetic mean, the greater the likelihood of civil violence 

(Siegelman and Simpson 1977). To take into account this factor, I calculated the 

meangini variable by taking the difference between the gini coefficient of a state and the
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mean of the distribution of national income inequality scores in the sample (| Mean-

Gini|).  

 

Gender inequality 

The percentage of women in labor force measures the share of women in the 

labor force, and it is used to account for the extent of gender inequality in the society. 

Caprioli (2000, 2005) argues that it is a direct measure of gender inequality. As women 

participate more in the labor force, they feel more powerful, autonomous, and 

independent. This will eventually bring not only self-esteem, decision making

the family, but also a change in their economic status and increased particip

adult 

 power in 

ation in 

politics  

 

 

 

igh fertility rates 

“are no

lity 

e 

inequality in society and its impact on civil violence. 

 and economics. Therefore,  Caprioli (2000, 2005)  claims that higher female

participation in the labor force implies greater equality between men and women in 

society. The data are taken from Caprioli (2005) who coded this variable from World

Bank sources. The mean value for female participation in the labor force for the base

comprehensive model is 36.5%. 

Caprioli (2005) also uses a dichotomous version of the fertility rate from the

World Bank as another proxy for gender inequality. She claims that h

t only a result of gender discrimination, but also have a negative impact on 

women’s health and are related to lower levels of education, employment, decision 

making authority in both the family and the community” (Caprioli 2005: 169). Ferti

rate is dichotomized as follows: 0 if the fertility rate is between 0 and 3 and 1 if th

fertility rate is higher than 3. I will utilize both measures in order to account for gender 
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Population 

ion variable is taken from Fearon and Laitin (2003). It is log 

transfo

ime 

 of 

 

ear.  

 

he 

ative. 

 

tate, 

The populat

rmed and lagged one year like the other time-variant variables. 

 

Regime Type  

The extent of freedom and political rights and the openness of political 

institutions are proxied by the regime type variable. This measure is based on the 

POLITY IV data set, and are taken from Fearon and Laitin (2003). The variable- reg

type- ranges from -10 (high autocracy) to 10 (high democracy) and it measures a 

country’s level of democracy and autocracy. It is calculated by subtracting the value

the latter from the former. I normalized it to zero by adding 10 to the scores in order to

eliminate the negative scores before squaring the variable.  Like other independent 

variables I lag this variable one y

I also included the squared Polity 2 score- regime type2- to the model 

specification to test the classic argument about a curvilinear relationship (an inverted U

shape) between democracy and civil wars. If a curvilinear relationship exists, then t

coefficient for regime type should be positive and that of regime type2 should be neg

Introduction of the square terms (regime type2 and repression2), however, introduces the

possibility of multicollinearity. As Nagel (1974) and Sigelman and Simpson (1977) s

multicollineary produces large standard errors in estimates of regression coefficients. 
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However, the significance of the coefficients (t-statistics) is inversely related to the 

andard errors. What this means is that “if coefficients are highly significant despite 

d errors, regression estimates should be accepted despite high correlation 

betwee

uadratic 

lationship between regime type and domestic political violence. 

Instabi

ct of contiguity I included a variable 

noncon le and 

n 

 

facilitating or inhibiting the mobilization of collective action, I included a variable called 
                                                

st

large standar

n the regressands (Sigelman and Simpson 1977: 113).  This sort of 

multicolinearity is fairly common in the civil war literature due to the q

re

 

lity 

The instability variable reflects the change in political institutions; it takes a value 

of 1 if a country has experienced a change of 3 points or more in the Polity IV regime 

score over a period of three years prior to the country-year in question. Since the 

instability indicator accounts for the last three years, I did not lag this variable.8  

 

Contiguity 

In order to understand the impa

tiguous state. Countries with territorial holdings of at least 10,000 peop

separated from the land area containing the capital city by land or by 100 kilometers of 

water are coded as 1 (noncontiguous) and 0 otherwise. These data are taken from Fearo

and Laitin (2003).   

 

Terrain: Mountains 

In order to understand the impact of nature (more specifically rough terrain) in

 
8 I did not include the ‘new state’ variable since it was a perfect predictor of peace. 
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mountainous. It is the logged share of the country’s area covered by mountains and t

from Fearon and Laitin (2003).  

 

Natural Resource Dependence 

I proxy natural resource dependence in the form of oil, with a dummy var

oil exporter. It takes the value of 1 if a country receives more than 

aken 

iable- 

one-third of its export 

venues from oil exports, and 0 otherwise. I also include Collier and Hoeffler’s (2001) 

ural resource dependence variable- the share of primary commodity exports in 

GDP. T

ociety, I 

clude an index variable- ethnolinguistic fractionalization (ELF). Fearon and Laitin’s 

g is originally based on data from Atlas Narodov Mira (1964). It measures 

the pro ong to 

e 

ctionalization is analogous to ethnic fractionalization and both 

ariables vary from 0 (total homogeneity) to 1 (total heterogeneity). It differs 

countries, with South Korea scoring 0.54 whereas Uganda scores 

0.72. B nd 

re

original nat

his indicator is measured at five year intervals.  

 

Social Fractionalization 

In order to understand the effects of social pluralism and diversity in the s

in

(2003) codin

bability that two randomly drawn individuals in a specific country bel

different ethnolinguistic groups. While South Korea scores 0, Uganda and Congo scor

0.90 and 0.66 respectively. The mean for ethnolinguistic fractionalization is .42 and the 

standard deviation is .29. 

Religious fra

v

significantly between 

oth fractionalization measures have been heavily used in the literature (Collier a

Hoeffler 2004; Fearon and Laitin 2003; Elbadawi and Sambanis 2002; Barbieri and 
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Reuveny 2005; Fearon 2002; Annett 2003). The correlation between the two 

fractionalization measures is .35. 

 

 

t 

set, its fractionalization is equal 

 .25 in Fearon and Laitin’s (2003) data set. Similarly Jordan gets a .98 for 

n, for fractionalization it gets a .50. For more on the logic and 

coding 

005) 

Honduras, Turkey and Kuwait receive 1, while Ecuador, 

Bolivia

Repression  

Some scholars argue that democracy is a good proxy for repressive behavior of 

the state (Gurr and Moore 1997:1083). This is not the stance taken here, however. I think 

 

Social Polarization 

The index of ethnolingusitic and religious polarization is taken from Montalvo 

and Reynal-Querol (2005). The measure captures the distribution of groups and bipolar 

distribution (50%- 50%) is the highest level of polarization. Therefore, it is very differen

from the fragmentation variable. For example while Turkey’s ethnolinguistic polarization 

value is .34 in Montalvo and Reynal-Querol (2005) data

to

ethnolinguistic polarizatio

of this variable see Montalvo and Reynal-Querol (2005). 

 

Ethnic Dominance 

The index of ethnic dominance is taken from Montalvo and Reynal-Querol (2

who coded this variable from the World Christian Encyclopedia It takes the value 1 is 

one ethno-linguistic group represents between 45 percent and 90 percent of the 

population. Countries like 

 and Italy receive a 0. 
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democracy is a very general proxy for the specific effects of repression9. Give

importance of repression and discr

n the 

imination in explaining civil violence both from the 

lative deprivation and opportunity perspectives, I will try to account for repression and 

rectly, rather than under general regime type indicators. 

r 

a given year 

(taken from Gibney’s 

data notes).10

Level 1: Countries under a secure rule of law, people are not imprisoned 

extremely rare. 

Level 2: There is a limited amount of imprisonment for nonviolent 
s 

are exceptional. Political murder is rare. 

Level 3: There is extensive political imprisonment, or a recent history of 
ecution or other political murders and brutality may 

be common. Unlimited detention, with or without a trial, for political 
views is accepted. 

                           

re

evaluate its impact di

To measure repression I use the political terror scale (PTS) (Gibney and Dalton 

1997; Poe, Tate and Keith 1999).  PTS measures the extent of a government’s respect fo

human rights (physical integrity rights like imprisonment without due process, execution, 

disappearances, torture, killings, beatings at the hands of government either arbitrarily or 

due to political reasons). Coders read the reports of Amnesty International and the US 

State Department’s reports and assigned a value from 1 to 5 for a country in 

according to the set of standards developed by Gastil (1980). Higher values indicate 

greater levels of repression. The coding categories are as follows 

for their views, and torture is rare or exceptional. Political murders are 

political activity. However, few persons are affected, torture and beating

such imprisonment. Ex

                      
While the correlation between repression and regime type is .37, the correlation between repression and 

discrimin
10 The standards and the details of the coding can be found in Poe et al. (1999:297). Data are taken from 

%20Scale%201980-2004.xls). The data notes can be found at: 
http://www.unca.edu/politicalscience/images/Colloquium/facultystaff/Gibney%20Doc/Gibney%20Political
%20Terror%20Scale.pdf. 

9 
ation is .28. 

Gibney’s personal website: 
http://www.unca.edu/politicalscience/images/Colloquium/facultystaff/Gibney%20Doc/Political%20Terror
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Level 4: The practices of level 3 are expanded to larger numbers. Murders, 

generality, on this level terror affects those who interest themselves in 

population. The leaders of these societies place no limits on the means 
11

disappearances, and torture are a common part of life. In spite of its 

politics or ideas. 

Level 5: The terrors of level 4 have been expanded to the whole 
or 

thoroughness with which they pursue personal or ideological goals.   

 

Based on this coding countries like Sri Lanka (1990) and Bosnia (1992) are 

considered more repressive than New Zealand (1990) and Japan (1990) since the former 

score much higher on the terror scale (5) than the latter (1). In this study, I rely mainly on 

the coding carried out by the State Department because it has fewer missing cases. For 

the missing cases, I inserted the amnesty international value if it was available. 

This variable was chosen for two reasons: First, “violations of personal integrity 

rights also have been referred to as state terrorism because they are coercive activities 

designed to induce compliance with others” (Anderson et al. 1998: 10). Second, this 

indicato lized 

heavily by others as a proxy for repression (Lee et al. 2001; Anderson et al. 1998)12.  

ture any 

curvilin repression and civil war incidence. If 

there is f 

repress ion should 

increase the likelihood of civil war prevalence.  

                  

r is the best available measure of personal integrity rights. It has been uti

A quadratic term -repression2 - is also included in the analysis to cap

ear relationship that might exist between 

 curvilinear relationship between the two, then both low and high levels o

ion should decrease the risk of civil war, while middle levels of repress

                               

ivides the repression literature in to three distinct traditions: state terror, 

 the political deviance and international/ 

cCormick (1988).  

11 For the details about coding see Poe et al. (1999). 
12 Indeed Davenport (1999) d
negative sanctions and human rights violations. With regard to human rights violations, the field’s main 
focus is on violent state actions on personal integrity rights from
domestic law perspectives. Some examples of this line of research are Poe and Tate (1994), Henderson 
(1991), and Mitchell and M
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Militar
 

ar 

National Material Capabilities data set (version 3.02)13. Military expenditure is measured 

as the l ts 

population. Military personnel (government army size) per 1,000 inhabitants is measured 

by dividing the size of the army by the total population (e.g. Balch-Lindsay and Enterline 

2000; Mason et al. 1999; DeRouen and Sobek 2004). Both military personnel and 

military expenditure variables are coded for each state-year and are available from the 

period between 1816 and 2001 (Singer 1987). The military personnel variable is used as 

the main indicator of military strength since military expenditure variable is strongly 

correlated with the GDP per capita variable (.82). The correlation between both military 

capability indicators are modest (.64) but due to multicollinearity problems they are not 

simultaneously included in any of the models. 

 

Quality of Governance Indicators 

As discussed in the theory section, the conceptualization and measurement of 

quality of governance is a challenging task: “good direct measures of a state’s 

administrative capability and integrity are lacking” (Fearon 2005: 502).  In order to 

account for this multifaceted concept, I used multiple indicators including: corruption in 

government, rule of law (law and order tradition), bureaucratic quality, repudiation of 

contracts by government, and risk of expropriation. The data are taken from the 

y Strength  

The variables for military capability are taken from the Correlates of W

og of the ratio of a state’s military expenditure (in constant US dollars) to i

14

                                                 
13 The data set is obtained from the following web site: 
http://www.correlatesofwar.org/COW2%20Data/Capabilities/nmc3-02.htm. 
14 Acemoglu (2001), Knack and Keefer (1995), Easterly (2001), Knack (1999), and Back and Hadenius 
(2005) have used similar indicators to measure state or institutional capacity. 
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International Country Risk Guide (ICRG), which is a commercial service that provides 

informa

Alternatives exist for some of my quality of governance measures; however, they have 

severe limitations in country and year coverage when compared to the ICRG measures. 

Two alternative sources of governance data are Transparency International (TI) and the 

World Bank. TI has a corruption perception index and ranks more than 150 countries in 

terms of perceived levels of corruption, as determined by expert assessments and opinion 

surveys. The problem with this data is that it is limited to one indicator, namely 

corruption, and the data are available only for 1995- 2005.  On the other hand, the 

World Bank’s data on governance are much broader. It covers six dimensions of 

governance: voice and accountability, political stability and absence of violence, 

government effectiveness, regulatory quality, rule of law, and control of corruption for 

209 countries. However, the time span for the data is limited to the years to 1996–2004 

only.  Using ICRG appears to be the best option, given that it is the most comprehensive 

and available governance data set that includes the majority of the countries over a long 

period of time (Knack 2001: 314).   

at 

corruption in government in general. It ranges from 0-6 and lower scores indicate “high 

tion on political risks to overseas investors.  

 [See Table 3.3- Descriptive statistics for quality of governance measures- here] 

15

16

Corruption 

In the ICRG data set, corruption in government is the variable that shows to wh

extent bribes are an important determinant of decision-making and the extent of 

                                                 
15 http://www.transparency.org/policy_and_research/surveys_indices/cpi. 
16 http://www.worldbank.org/wbi/governance/govdata/. 
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government officials are likely to demand special payments and that illegal payments are

generally expected throughout lower levels of govern

 

ment in the form of bribes 

conn

protection, or loans” (ICRG codebook).17   

 

Rule of law 

Rule of law (order and law tradition) indicator is a measure that determines 

whether a polity possesses high or low regard for the rule of law and “indicates the 

degree to which the citizens of a country are willing to accept the established institutions 

to make and implement laws and adjudicate disputes”. It ranges from 0 to 6 and higher 

scores show “sound political institutions, strong court system and provisions for an 

orderly succession of power” (ICRG Codebook). Lower scores indicate “a tradition of 

depending on physical force or illegal means to settle claims”. When government 

changes take place new leaders “may be less likely to accept the obligations of the 

previous regime” (Knack and Keefer 1995).   

 

Quality of Bureaucracy 

The quality of bureaucracy variable is perceived as a useful indicator of the 

 governments have to make between the pursuit of private and general 

interest

sterly 

ected with import and export licenses, exchange controls, tax assessment, police 

18

tradeoff that

s. Like corruption, this variable can be viewed as a proxy for the efficiency of the 

government and institutions in providing services to its citizens (Keefer 2005; Ea

                                                 
17 This variable has been used by various scholars (e.g. Knack and Keefer 1995, Keefer 2005, Drury et al. 
2006). 

2, Clague et al 1996, Keefer 18 This variable is commonly utilized in the literature (Acemoglu et al. 200
2005, Easterly 2001, Simmons 2000). 
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2001). It measures the extent to which a country’s bureaucracy is capable of carrying its 

administrative duties. This variable is measured on a scale that ranges from 0 to 6

high scores of quality of bureaucracy indicate “an established mechanism for recruitm

and training, autonomy from political pressu

 and 

ent 

re and strength and expertise to govern 

without drastic changes in policy or interruptions in government services when 

 change” (ICRG Codebook). Low bureaucratic quality means that the quality 

of publ nts, 

n due 

ment, 

 priorities” (ICRG Codebook). This 

variable is measured on a scale that ranges from 0 to 10 and when this measure is low, 

, meaning that they can unilaterally modify and repudiate 

contrac . 

 

 

governments

ic services that are offered to citizens are low; however for favored constitue

these bureaucratic procedures can be simplified (Keefer 2005). 

 

Risk of repudiation of contracts by government 

The variable risk of repudiation of contracts by government “addresses the 

possibility that foreign businesses, contractors and consultants face the risk of a 

modification in a contract taking form of repudiation, postponement, or scaling dow

to an income drop, budget cutbacks, indigenization pressure, a change in the govern

or a change in government economic and social

states are not constrained

tual agreements and impinge on economic activity (Knack and Keefer 1995)

Lower scores indicate “a greater likelihood that a country will modify or repudiate a

contract with a foreign business”.19  

 

 
                                                 
19 The quotations are taken from IRIS-3 file of international Country Risk Guide (ICRG) codebook. 
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Risk of expropriation of private investment 

The last variable, the risk of expropriation of private investment evaluates the ri

of “outright confiscation and forced nationalization of property” (ICRG Codebook). As 

the ratings get lower the risk of expropriation of private foreign investments become

more likely.  

As indicated earlier, while corruption, rule of law, bureaucratic quality indices 

range from 0-6 in the ICRG data, while repudiation of contracts and expropriation scales

range from 0-10, with higher values indicating better ratings. To

sk 

s 

 

 ease the reading of my 

sults, these variables are recoded so that higher values indicate worse ratings, e.g. more 

 countries (e.g. New Zealand, 

Netherl s 

nts are 

erly 

 the 

 all 

 three of my variables (corruption, rule of law, 

bureaucratic quality) range from 0-6 and expropriation and repudiation range from 0-10, I 

                                                

re

corruption etc. Therefore, while the least corrupt

ands and Switzerland) score a zero for some years, the most corrupt countrie

(e.g. Haiti, Guyana, Bangladesh) score a six. Since the five governance compone

strongly correlated with each other, these indicators are separately included in the 

model.20

 

Index of quality of governance 

 In addition to analyzing individual effects, following Knack (1999) and East

(2001), I also combined five indicators into an additive index of governance by taking

simple average of five indicators of governance in order to see the combined effect of

five indicators of governance.21 Since

 
20 While the correlation between expropriation and corruption is the lowest (0.60), the correlation between 
bureaucratic quality and corruption is the highest (0.77). See correlation matrix for other correlation issues. 
21 Easterly (2001), Huther and Shah (2005) and Back and Hadenius (2005) are some of the other authors 
who use similar additive indexes. 
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calculated the index variable by multiplying the first three variables with 1.67. This index 

takes th

n 

expropriation and repudiation indicators are only available for 1540 cases 

as oppo

1997); 

d Gurr (1998) and Saxton (2005) are examples of the latter. In this dissertation I 

employ the unidirectional approach.  

 of the dependent variable - civil war incidence - the 

bles 

To control for autocorrelation, I apply the correction suggested by Beck et al. 

e maximum value of 50 and the minimum of 0. In 1990, for instance, 

Luxembourg has a quality of governance index value of 1, while Sudan, the USA and 

Bangladesh have values of 35.8, 2.67 and 39.72, respectively. It is important to mentio

that since the 

sed to 1578 in the case of corruption, rule of law and bureaucratic quality, the 

index of quality of governance is relevant for only 1540 cases. 

[See Table 3.3- Descriptive statistics- here] 

 

3.5. Strategy of Investigation: Method 

A researcher can test the models of civil strife by using unidirectional or multi 

directional approaches. While Gurr (1993a, 1993b, 2000), and Moore and Gurr (1998) 

are examples of the first approach, Lindstrom and Moore (1995), Gurr and Moore (

Moore an

Due to the binary nature

models are estimated using logistic regression. Various control variables are included in 

the analysis to ensure that the results are not spurious. Even though it is impossible to 

control for all the interactions, I try to control for the variables that are already known to 

predict civil wars. In order to minimize the simultaneity bias, all right hand side varia

are lagged except the time invariant ones.  

(1998) and include a variable counting the number of years before the onset of civil war 
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(peace years).22 This variable takes the value of 0 during the course of a civil war. In 

order to smooth the baseline hazard over time three natural cubic splines are c

They are included as explanatory variables, but their coefficients are not reported in the 

tables. Peace years and the cubic splines are created as suggested by Beck et al (1998). 

The creation of the peace years and the cubic splines are common diagnostics for 

autocorrelation and temporal dependence in the literature.  

To account for heteroskedasticity, I computed the Huber

alculated. 

/White/ Sandwich 

estimator of variance a me non-

dependence within clusters. It provides efficient and consistent estimates of beta (White 

f 

d 

 

 
 

 

 

 
 

nd obtained robust standard errors which assu

in

1978).  

In the next chapter, chapter 4, I will specify the models and present the results o

the first set of data analysis. It is followed by the presentation of the results of the secon

part of the data analysis, namely quality of governance, in chapter 5.  

 

 

 

 
 
 
 

 

                                                 
22 See Beck and Katz (1995) for a through examination of the issues in the estimation of time-series-cross-
section models. 
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Table 3.1 
Fearon and Laitin’s (2003) List of Civil Wars 1945-1999 
 
 

Country   War Years  Case Name 
 
Western Europe 
 
1 BELGIUM    1956-61  Rwandan revolution 
2 FRANCE    1945-54  Vietnam 
3 FRANCE    1947-48  Madagascar 
4 FRAN
5 FRAN

UGAL   1961-75  Angola 
UGAL   1962-74  Guinea-Bissau 

12 POR
13 UK 

6 AZERBAIJAN   1992-94  Nagorno-Karabagh 
7 BOSNIA    1992-95  Rep. Srpska/Croats 
8 CROATIA    1992-95  Krajina 
9 GEORGIA    1992-94  Abkhazia 
0 MOLDOVA   1992-92  Dniestr Rep. 
1 RUSSIA    1946-48  Lithuania/BDPS 
2 RUSSIA    1946-50  Ukraine/UPA 
3 RUSSIA    1946-47  Latvia/LTSPA, etc. 
4 RUSSIA    1946-48  Estonia/Forest Brthers 
5 RUSSIA    1994-96  Chechnya 
6 RUSSIA    1999-   Chechnya II 
7 TAJIKISTAN   1992-97  UTO 
8 YUGOSLAVIA   1991-91  Croatia/Krajina 

sia 

29 AFGHANISTAN   1978-92  Mujahideen 
 1992-   v. Taliban 

CE    1952-54  Tunisia 
CE    1953-56  Morocco 

6 FRANCE    1954-61  Algeria 
7 FRANCE    1955-60  Cameroon 
8 GREECE    1945-49  DSE 
9 NETHERLANDS   1945-46  IPA 
10 PORT
11 PORT

TUGAL   1964-74  Mozambique 
    1950-56  CPM (Emergency) 

14 UK     1952-56  Mau Mau 
15 UK     1969-99  IRA 
 
Eastern Europe 
 
1
1
1
1
2
2
2
2
2
2
2
2
2
 
 
A
 

30 AFGHANISTAN  
31 BANGLADESH   1976-97  Chittagong Hills/Shanti Bahini 
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32 BURMA    1948-   CPB, Karens, etc. 

5 CHINA    1946-50  PLA 
6 CHINA 
7 CHINA 

 1991-   Xinjiang 
 1952-   N.East rebels 

I, Permesta 
a) 

ao 
aoists) 

le) 

   1968-   MNLF, MILF 
   1972-94  NPA 

  
.  

9 JORDAN    1970-70  Fedeyeen/Syria v. govt 
BANON   1958-58  Nasserites v. Chamoun 
BANON   1975-90  various militias 

arty politics 

33 CAMBODIA   1970-75  FUNK 
4 CAMBODIA   1978-92  Khmer Rouge, FUNCINPEC, etc 3

3
3    1950-51  Tibet 

   1956-59  Tibet 3
38 CHINA   
9 INDIA   3

40 INDIA    1982-93  Sikhs 
41 INDIA    1989-   Kashmir 
42 INDONESIA   1950-50  Rep. S. Moluccas 
43 INDONESIA   1953-53  Darul Islam 
44 INDONESIA   1958-60  Darul Islam, PRR

pu45 INDONESIA   1965-   OPM (West Pa
46 INDONESIA   1975-99  E. Timor 

) 47 INDONESIA   1991-   GAM (Aceh
ee 48 KOREA, S.   1949-50  v. Rh

49 LAOS    1960-73  Pathet L
50 NEPAL    1997-   CPN-M/UPF (M
51 PAKISTAN   1971-71  Bangladesh 
52 PAKISTAN   1973-77  Baluchistan 

Mohajirs 53 PAKISTAN   1993-99  MQM:Sindhis v. 
ainvil54 PAPUA N.G.   1988-98  BRA (Boug

5 PHILIPPINES   1946-52  Huks 5
56 PHILIPPINES
7 PHILIPPINES5

58 SRI LANKA   1971-71  JVP 
A 59 SRI LANK   1983-   LTTE, etc. 

60 SRI LANKA  1987-89  JVP II 
61 VIETNAM, S  1960-75  NLF 
 
North Africa/Middle East 
 

   62 ALGERIA   1962-63 Kabylie 
63 ALGERIA    1992-   FIS 
64 CYPRUS    1974-74  Cypriots, Turkey 
65 IRAN    1978-79  Khomeini 

 (Kurds) 66 IRAN    1979-93  KDPI
67 IRAQ    1959-59  Shammar 
8 IRAQ    1961-74  KDP, PUK (Kurds) 6

6
70 LE
1 LE7

72 MOROCCO   1975-88  Polisario 
0   p73 TURKEY    1977-8 Militia-ized

74 TURKEY    1984-99  PKK 
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75 YEMEN    1994-94 South Yemen  
 R . alition 
 R .  

cialist Party 

A  
A  (Cabinda) 

 sing 
both sides 

v. govt 
R. R P.   

 ... 
South 

 ing 
ONG    Kasai, CNL 

EP ONG   

ONG   ovt 

) 
ction 

  , INPFL (Johnson) 
gs 

E  MO 
 

 strife 
genocide 

02 SENEGAL   1989-   MFDC (Casamance) 
1991-   RUF, AFRC, etc. 

04 SOMALIA   1981-91  SSDF, SNM (Isaaqs) 
 e war 
RICA   , PAC, Azapo 

DA
etc. 

BWE 
E 

d the aribb

A  
A  RP/ neros 

76 YEMEN ARAB EP  1948-48  Opp. co
77 YEMEN ARAB EP 1962-69  Royalists 
78 YEMEN PEOP. REP.  1986-87  Faction of So
 
Sub-Saharan Africa 
 
79 ANGOL   1975-   UNITA 
80 ANGOL   1992-   FLEC 
81 BURUNDI   1972-72 Hutu upri
82 BURUNDI   1988-88  Org. massacres on 
83 BURUNDI   1993-   Hutu groups 
84 CENTRAL AF E 1996-97  Factional fighting 
85 CHAD    1965-   FROLINAT, various
86 CHAD    1994-98  Rebels in 
87 CONGO    1998-99 Factional fight
88 DEM. REP. C O 1960-65  Katanga,
89 DEM. R . C O 1977-78  FLNC 
90 DEM. REP. CONGO  1996-97  AFDL (Kabila) 
91 DEM. REP. C O 1998-   RCD, etc v. g
92 DJIBOUTI   1993-94  FRUD 
93 ETHIOPIA   1974-92  Eritrea, Tigray, etc. 
94 ETHIOPIA   1997-   ALF, ARDUF (Afars
95 GUINEA BISSAU  1998-99  Mil. fa
96 LIBERIA    1989-96 NPFL (Taylor)
97 MALI    1989-94  Tuare
98 MOZAMBIQU  1976-95  RENA
99 NIGERIA    1967-70 Biafra 
100 RWANDA   1962-65  Post-rev
101 RWANDA   1990-   RPF, 
1
103 SIERRA LEONE  
1
105 SOMALIA  1991-   post-Barr
106 SOUTH AF   1983-94 ANC
107 SUDAN    1963-72  Anya Nya 
108 SUDAN    1983-   SPLA, etc. 
109 UGAN    1981-87  NRA, etc. 
110 UGANDA   1993-  LRA, West Nile, 
111 ZIMBA   1972-79  ZANU, ZAPU 
112 ZIMBABW   1983-87  Ndebele guer’s 
 
Latin America an  C ean 
 
113 ARGENTIN  1955-55 Mil. coup 
114 ARGENTIN  1973-77 E Monto
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115 BOLIVIA   1952-52 MNR 
116 COLOMBIA   1948-62 La Violencia 
117 COLOMBIA   1963- FARC, ELN, etc 
118 COSTARICA   1948-48 NLA 
19 CUBA    1958-59 Castro 

EP.  1965-65 Mil. coup 
21 EL SALVADOR   1979-92 FMLN 

LA  URN  

A  
A  

Y  Febre

1
120 DOMINICAN R
1
122 GUATEMA  1968-96 G, various
123 HAITI    1991-95 Mil. coup 
124 NICARAGU  1978-79 FSLN 
125 NICARAGU  1981-88 Contras 
126 PARAGUA  1947-47 ristas, Libs, Comms 
127 PERU    1981-95 Sendero Luminoso 
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Table 3.2 
Operationalization of Variables 
 
Variables       

war  
Operationalization 
0= country at war, 1= no cw Dependent variable: Civil    

Economic development       GDP per capita  
Average GDP per capita 
growth rate 

 Gini coefficient  
 % of women in labor force & 

ty rate 
 0-4 

ination index, 0-38 
      index, 1-5 

e type       index, 0-20 
lization    index, 0-1 

dominance      1=if ethnic group 45-90% 
      index, 0-1 

terrain      % of mountainous terrain 
state      1=noncontiguous, 0=contig. 

exporter       1 =Oil exporter, 0= not 
instability      1= if 3 point change  
strength      Army size & military exp. 

      Population 
resource dependence     PCE/GDP 

      index,0-6 
of law       index,0-6 

quality      index,0-6 
of expropriation      index, 0-10 
of repudiation      index, 0-10 
years       0 during cw, 1 otherwise 

Variables with skewed distributions are logarithmically transformed. 

Growth 

Income inequality     
Gender inequality     
        Fertili

crimination index,Political dis     
eligious discrim     R

Repression 
Regim
Ethnic/ religious fractiona
Ethnic 
Polarization 
Mountainous 
Noncontiguous 
Oil 
Political 
Military 
Population 
Natural 
Corruption 
Rule 
Bureaucratic 
Risk 
Risk 
Peace 
        
 
 
Note: 
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4. Data Analysis I: Determinants of Civil Wars 
 
 
 

The purpose of this chapter is to assess whether or not various political, 

onomic, social and demographic factors provide any additional leverage to our ability 

to explain civil war incidence. In order to evaluate the explanatory power of various 

eories discussed in Chapter 2, I will first present the results of the grievance and 

p n odels.  Then, I will focus on the results of the comprehensive model. I 

brief summary of the findings. 

 I utilize logistic regression models with random effects (RE) based on the results 

 t a an test. For the main opportunity model, the logistic regression model takes 

e w  form: 

 

g (  b0 + b1 (Oil exporter) + b2 (GDP per capita) + b3 (GDP growth) + b4 

o t + b5 (Political Instability) + b6 (Mountainous) + b7 (Noncontiguous territory) 

+ b8 (Military strength) + b9 (Peace years) + ε.  

 

For the main grievance model, the logit equation takes the following form: 

Logit [π(x)]  = b0 + b1 (Political discrimination) + b2 (Repression) + b3 (Ethnic 

fractionalization) + b4 (Religious fractionalization) + b5 (Female labor force) + b6 

 +b7 (Ethnic dominance) + b8 (Population) + b9 (Peace years) + ε. 

 

ec

th

op

conclude this chapter with a 

ortu ity m

of

th

he H

follo

usm

ing

Lo

(P

it [π

pula

x)] =

ion) 

 

(Regime type)
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For the main comprehensive model, the logit equation takes the following form: 

Logit [ 4

 

 

14 

Where 

iscussion 

In this section, I report and discuss the results of the opportunity, grievance and 

comprehensive models.  For all three models, I will start with an interpretation of the 

findings of the main models (i.e. models 1, 5 and 14). I then report the results of different 

iterations of the main models that include various selections of the independent variables. 

Even though the interpretations of individual models will be provided, I strongly argue 

that it is essential to base our conclusions on the results of the comprehensive model. 

Therefore, I will interpret the implications of my results for the hypotheses using only the 

findings from the comprehensive model. 

 

4.1.1. Opportunity Models 

Table 4.1 provides the descriptive statistics for the opportunity model, and the 

results of four opportunity models are reported in Table 4.2. The first model (model 1) is 

 

π(x)] = b0 + b1 (Oil exporter) + b2 (GDP per capita) + b3 (GDP growth) + b

(Population) + b5 (Political Instability) +b6 (Mountainous) +b7 (Noncontiguous territory)

+b8 (Military strength) + b9 (Political discrimination) + b10 (Repression) + b11 (Ethnic

fractionalization) + b12 (Religious fractionalization) + b13 (Female labor force)+ b

(Regime type) +b15 (Ethnic dominance)+ b16 (Population)+ b17 (Peace years) + ε. 

 

π(x) denotes the probability of a civil war incidence. 

 

4.1. Findings and D

 

 141



the main opportunity model with 2534 observations. Model 2 is the reduced opportunity 

odel, which is model 1 minus the variables that fail to attain statistical significance. 

e in 

 

] 

Starting with model 1, the indicators for economic development of the country, 

statistically significant (at 

e .01 level) meaning that poor countries with low income per capita and low growth 

il war incidences. As expected, the population size is 

ighly significant, thereby providing support for the argument that more populous 

countries are more likely to experience incidences of civil war. While the coefficient for 

the mountainous terrain variable is in the expected direction, it does not reach levels of 

statistical significance. In other words, rough terrain in the form of mountains does not 

affect the likelihood of civil war incidence. Similarly, the coefficients for instability and 

military personnel have negative signs and both fail to reach statistical significance. In 

addition to GDP per capita, GDP growth, and population; noncontiguity provides support 

for the mobilization/opportunity theories. Noncontiguity has a positive sign and is 

statistically significant at the .01 level. This implies that countries with territorial 

holdings of at least 10,000 people and separated from the land area containing the capital 

city by land or by 100 kilometers of water are more likely to experience civil wars than 

contiguous countries. Finally, as expected peace years and the three cubic splines are 

m

Model 3 investigates the impact of natural resource dependence on civil war incidenc

the form of primary commodity exports. The last model (model 4) includes the military 

expenditure variable, and excludes GDP per capita since they are highly correlated with

one another. 

[See Table 4.1–Descriptive statistics for the opportunity model - here

GDP per capita and GDP growth rate, are both negative and 

th

rates are more likely to face civ

h
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jointly significant indicating the presence of temporal dependence in the models. The 

negative sign for the peace years indicates that the longer the duration of peace after a 

civil war, the less likely a state is to experience a civil war incidence.  

[See Table 4.2– Opportunity model - here] 

The second model in Table 4.2 is the reduced model (model 2). Removing the 

statistically insignificant variables from model 1 barely affects the remaining estimated 

coefficients. 

signific

r 

l 

oned 

 

 

wth, 

All the variables that are significant in model 1 retain their statistical 

ance and there are no changes in the direction of the coefficients. This would 

indicate that the significant results in the main opportunity model are not driven by othe

indicators. 

The only difference between model 1 and model 3 is the replacement of the oi

exporter proxy with a variable that measures primary commodity exports. As menti

Chapter 2, primary commodity exports are one of the most significant variables in Collier 

and Hoeffler’s (2004) research on civil war initiation. They found strong support for the

curvilinear (inverted u-shape) impact of primary commodity exports on civil war 

initiation. The results of model 3 are almost identical with the results of the first model, 

even controlling for the impact of primary commodity exports. First, there appears to be

no systematic relationship between primary commodity exports and civil war incidences 

– the variable fails to attain statistical significance. While GDP per capita, GDP gro

and peace years are negatively related and significant, population and noncontiguity are 

positively related with the likely occurrence of civil wars. In model 3, as in model 1, 

instability, mountains, and military personnel do not appear to affect the likelihood of 

civil war incidence. 
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As mentioned earlier, the military personnel variable is insignificant in both 

models 1 and 3. In order to examine the importance of military strength on civil war 

incidence further, I included the military expenditure variable in model 4. Since the 

logged military expenditure a (.82), I dropped 

GDP p ble 

es 

y 

d of civil war incidence. The results for GDP growth, population, 

noncon 3. 

 

 

tant 

n 

ch they are included. Similarly, population size appears to be a very 

 is highly correlated with the GDP per capit

er capita from the model. The results are quite surprising. The oil exporter varia

is significant at .10 level, but the sign of the coefficient is contrary to the expectations 

generated by opportunity theory. The expectation was that the oil exporting countri

should be more likely to experience civil wars, not less. On the other hand, the militar

expenditure variable in model 4 demonstrates statistically significant negative effects on 

the likelihoo

tiguity and peace years are substantially the same with those of models 1, 2 and 

As with the other models, instability and mountains fail to achieve any statistical 

significance.  

Table 4.3 contains the correlations matrix for the opportunity models and it is 

worth noting that none of the models in table 4.2 are affected multicollinearity. 

[See Table 4.3–Correlation matrix for the opportunity model - here] 

Overall, the results of the main opportunity model provide support for some of the

earlier theoretical work on economic factors as explanations for civil war (e.g. Collier 

and Hoeffler 1999, 2002, 2004). I found strong evidence supporting the argument that the

overall level of economic development and absolute economic well-being are critical 

determinants of political violence. GDP per capita and GDP growth, which are impor

in determining the opportunity cost of the rebellion for the insurgency, are significant i

all the models in whi
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strong 

ity-

 

il 

ivil war 

d Hoeffler 2004). However, it is important to bear in mind that the 

opportu ng 

d with 

some caution,  out 

using th

predictor of civil war incidence, supporting the idea that the pool of potential 

insurgents tends to be larger in more populous countries. This is perceived as a viabil

enhancing factor for the opportunity/mobilization theorists. Noncontiguity, which is 

another feasibility-enhancing factor, turns out to be significant in all the models in which 

it is included and with the sign that is in the expected direction.  

Somewhat counter to popular wisdom and some academic evidence, instability,

mountainous terrain, and military personnel do not appear to be strong predictors of civ

wars. This is quite an interesting result since all of these factors are argued to affect the 

feasibility, mobilization, cost, and the success of rebel movements and civil wars. This is 

clearly counter to the arguments of the opportunity/mobilization theory.  

The results reported here are directly comparable to the extant studies in the 

literature that employ the opportunity model in order to predict the likelihood of c

(e.g Collier an

nity models presented in table 4.2 exclude factors that generate grievances amo

citizens, and therefore the findings generated by the models should be interprete

given that they are preliminary to the extensive analyses to be carried

e comprehensive model.  

 

4.1.2. Grievance Models 

 Given that the literature provides only very modest (and mostly inconclusive) 

empirical support for the grievance/ relative deprivation theory, I included seven 

iterations of the main grievance model to account for various factors that are known to 

generate discontent. Table 4.4 provides the descriptive statistics for the grievance model. 
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[See Table 4.4–Descriptive statistics for the grievance model - here] 

This produces a total of nine grievance models that are reported in tables 4.5, 4.6 and 4.7.

The main grievance model (model 5) is reported in the second column of table 4.5 an

has 1907 observations. The insignificant variables of model 5 are dropped in model 6 to 

produce the reduced model and its results are located in the third 

 

d it 

column in table 4.5.  

e 

minance and 

civil wa ng 

 

 relative deprivation scholars.  

Another surprising result is regards to the proxy for gender inequality, female 

lander (2005) and Caprioli 

n. 

[See Table 4.5– Grievance model - here] 

The results of model 5 reveal that repression and political discrimination are two of the 

strongest predictors of civil war. They are both positively related with civil war incidenc

and statistically significant at the .01 level. As the levels of repression and discrimination 

increase, the risk of civil war increases. The association between ethnic do

r is also positive and significant at the .05 level meaning that grievances amo

people are higher in societies with an ethnically dominant group, which in turn renders 

the occurrence of civil war more likely. Other proxies of social tension (ethnic and

religious fractionalization) are surprisingly unimportant. Both fractionalization indicators 

are insignificant with the correct sign. The proxy for political rights and freedoms- 

regime type- is insignificant and is therefore not a strong predictor of civil wars. This 

runs counter to the expectations of

labor force. Contrary to expectations of scholars like Me

(2005) the percentage of females in the labor force is significant but has the wrong sig

The results indicate that as the percentage of the female labor force increases, the 

likelihood of civil war increases. This is contrary to grievance oriented theories 

expectation that inequality brings discontent. The coefficient for the population is 
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positive and st riable 

reduced model show tha n the original model 

c 

ship 

he 

alization with 

ethnoli  

l 

ance 

ce 

atistically significant. As in the opportunity models, the peace year va

is negative and statistically significant meaning that the likelihood of civil war incidence 

is lower, as the period of peace after civil war gets longer. 

When the insignificant variables are dropped from the main grievance model, I 

reach a reduced model (model 6) in the third column of table 4.5. The results of the 

t all but one of the independent variables i

are statistically significant and the direction of the associations do not change. The ethni

dominance variable, while statistically significant in the main model (at .05 level), only 

borders statistical significance (p= .107) in the reduced model.  

In model 7, I add the squared term for repression to investigate the possibility of a 

curvilinear (inverted u-shaped) relationship between repression and civil war incidence. 

Here I find that the coefficients of repression and its squared term are statistically 

insignificant. In other words, I do not find support for the argument that the relation

of repression and civil war is curvilinear. The inclusion of the squared term for repression 

in model 7 does not result in any major changes either in the significance levels or t

direction of the coefficients reported in model 5.  

In model 8, I replace ethnolinguistic and religious fraction

nguistic and religious polarization to examine the arguments made by Montalvo

and Reynal-Querol (2005). They argue that the level of friction and polarization among 

groups is more important than social fragmentation in predicting civil wars. Contrary to 

their expectations, ethnolinguistic and religious polarization do not attain statistica

significance. Another surprising result in this model is the fact that ethnic domin

becomes statistically insignificant. When I compare model 8 with the main grievan
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model (model 5) there are no major changes in the remaining indicators except the three 

variables mentioned above. 

[See Table 4.6– Grievance model - here] 

le 

. As the fertility rate 

increas

s 

ons. Religious discrimination is one of 

these v ion of 

e 

to 

In model 9 in Table 4.6, I substitute female labor force with the fertility rate to 

further analyze the role of gender inequality in civil war occurrence. Recall that fema

labor force was significant but in the wrong direction in all of the previous models. As 

can be seen from the results female fertility rate is positively associated with civil wars 

and significant at the .01 level. This result is consistent with much of the previous 

research on the impact of gender inequality on domestic violence

es in the society, the gap between genders widens and this in turn, leads to a 

significant increase in the likelihood of civil war occurrence. As with the prior models, 

there are no major differences between the results of the remaining variables in thi

model and the ones in model 5. 

Recall, however, that some of the grievance proxies are not included in the main 

model. While some variables are excluded due to their statistical insignificance some 

others are excluded due to sample size considerati

ariables. As the third column of Table 4.6 indicates (model 10), the inclus

this variable in the main grievance model decreases the number of observations from 

1907 to 769. In model 10, I assess the impact of religious discrimination on the risk of 

civil war and find that there appears to be no systematic relationship between religious 

discrimination and political discrimination. This result is inconsistent with the relativ

deprivation argument that countries with high levels of discrimination are more prone 
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domestic violence and civil wars. There is no significant change in the remaining 

variables. 

In the last two co fficient to the model. 

Since t ta, 

 

gative 

f 

rastic 

gative. Second, regime type, which was consistently 

insignif

 

ke 

s 

positive but substantially insignificant. Population and peace years retained the same 

lumns of table 4.6, I introduce the gini coe

here are many missing values in the original gini coefficient in the UN-Wider da

I interpolated this variable to maximize the sample size. Although the sample size is 

reduced, it is substantial nonetheless - over 1150 cases. My results in model 11 do not 

appear to provide empirical support for the economic inequality argument (including the

various formulations, mean gini and mid gini). The sign of the gini coefficient is ne

and insignificant. Interestingly, in this model repression and discrimination fall short o

statistical significance even though their signs are in the expected direction. Three d

changes take place in this model, however, when compared to the original grievance 

model (model 5). First, female labor force not only becomes insignificant but also 

changes its sign and becomes ne

icant in the previous models, now shows a curvilinear relationship with civil war 

incidence. Third, the squared term for regime type attains significance with a negative

sign indicating an inverted-U shape relationship with civil war incidence.  

In model 12, I include both religious discrimination and the interpolated gini 

coefficient and the sample size is substantially reduced (N= 492). In this model, just li

in model 11, the gini coefficient is negative and statistically significant at the .10 level. 

Religious discrimination, again, falls short of statistical significance but this time it has a 

positive sign. Ethnic dominance is positive but not significant and the regime type show

a curvilinear pattern. Female labor force, religious and religious fractionalization are 
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direction of signs and maintained statistical significance throughout all the iteratio

the grievan

ns of 

ce model.  

 

 

 models 

present y 

e 

[See Table 4.7– Grievance model - here] 

In the last model, model 13 in Table 4.7, I excluded two important grievance 

variables, namely repression and discrimination, that have been in all the grievance 

models including the main model. The exclusion of these indicators seems to boost the 

impact of regime type1 and ethnolinguistic fractionalization. The relationship between 

regime type and civil war incidence shows a curvilinear pattern. Besides, for the first 

time, out of nine models, ethnolinguistic fractionalization reaches statistical significance

(at the .05 level) with the expected sign (positive). On the other hand religious 

discrimination remains substantially insignificant. Ethnic dominance and labor force 

remain insignificant while population and peace years remain significant and in the

expected direction. None of the nine grievance models appear to have problems with 

multicollinearity as is evident in Table 4.8.2

[See Table 4.8–Correlation matrix for the grievance model - here] 

What sort of conclusions can be achieved based on all the grievance

ed? First, models that do not include the interpolated gini coefficient show ver

similar results. The models that include the gini coefficient, however, reveal very 

different findings. First, it is important to bear in mind that there is a substantial decreas

in the sample size and the quality of income inequality data is not very refined. Second, 

the impact of gender equality in the form of female labor force is not in the expected 

                                                 
1 The correlation between the regime type and discrimination is .04, and the correlation between repression
and regime type is .37.  

 

en 
the squared terms and the cubic splines were removed, the mean VIF value for all the models was smaller 
than  2.0. 

2 The inclusion of the squared terms for regime type resulted in inflated mean VIF values. However, wh
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direction, even when it reaches statistical significance. Third, the social fragmentation 

proxies (ethnic and religious fractionalization), except in one model, are statistically 

insignificant. Fourth, reg curvilinear pattern 

only w

4.1.3. Comprehensive Models 

As mentioned earlier the purpose of this analysis is to evaluate the relative 

contributions of grievance and opportunity factors in the context of a synthetic 

framework. Table 4.9 provides the descriptive statistics for the comprehensive model. 

[See Table 4.9–Descriptive statistics for the comprehensive model - here] 

In tables 4.10, 4.11 and 4.12, I report the findings of 13 comprehensive models. 

The second column of table 10 presents the results of the principal comprehensive model 

(model 14). This model includes all the factors that were included in the main individual 

grievance and opportunity models (models 1 and 5) discussed above. Some of the 

opportunity and grievance proxies that were included in the various iterations of the 

grievance and opportunity models are not included in the base comprehensive model 

either because they are highly correlated with one or more of the existing independent 

variables or because they decrease the sample size significantly. Without sacrificing the 

sample size, I hope to assess the contributions of various indicators through various 

iterations of the comprehensive model. 

[See Table 4.10– Comprehensive models - here] 

ime type reveals a statistically significant 

hen the gini coefficient is included or repression is excluded from the model. 

Finally, the most consistent results are attained for population and peace years. 
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For Model 14, I will first evaluate the results generated by the opportunity 

variables, and I will then proceed to the grievance generating factors. It appears from the 

logit results that there is a strong negative association between the proxies for economic 

development and civil war incidence. Both GDP per capita and GDP growth are nega

and statistically significant. This implies that countries with low incomes and gr

tive 

owth 

tes run a higher risk of civil war incidence. Thus, it appears that there is empirical 

support for hypotheses 7 and 8. However, the exact mechanism(s) behind this association 

remains to be determined. It is possible to make causality arguments in both directions. It 

may be the case that economic hardship and absolute deprivation fuel grievances among 

the have-nots (deprived citizens) as relative deprivation theory suggests. An alternative 

explanation, however, might be that in impoverished countries the rebels have very little 

or next-to-nothing to lose, i.e. the opportunity costs of rebellion are extremely low. Thus, 

the recruitment of rebels is made easier if the foregone income of the potential insurgent 

is minimal.  This is the interpretation of the results that is suggested by the rational choice 

and mobilization theories. My results are, unfortunately, only capable of showing the 

direct linkage rather than the chain of causation between economic development and civil 

war incidence.  

Population appears also to be a strong predictor of civil wars. Hypothesis 12 is 

therefore supported by the empirical evidence. Population is statistically significant with 

a positive sign indicating that more populous countries are more prone to civil wars. As 

the population gets larger, the pool for potential rebel recruitment tends to be 

correspondingly larger. In addition it becomes more challenging for the government to 

control developments at the local level. Therefore, this result is consistent with earlier 

ra
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scholar

 

; 

he 

 likely and protracted but also more intractable (Addison et al. 2000; 

Collier

ailing to 

ship (e.g. Fearon and Laitin 2003; Collier and Hoeffler 2002; Barbieri and 

Reuveny 2005; Regan and Norton 2005) and appears to provide support for the 

mobilization/opportunity theories.  

The coefficient for noncontiguity is positive and significant and provides strong 

empirical evidence for hypothesis 11. This result implies that countries with territorial

holdings separated from the land area containing the capital city are more likely to 

experience civil war incidences. This result is in line with the arguments of opportunity 

theory since noncontiguous territories make it harder for a government to defend the 

national territory against insurgents (Fearon and Laitin 2003; Barbieri and Rauveny 2005

Collier and Hoeffler 1998). 

Four indicators that are crucial for opportunity theory- oil exporter (H14), 

instability (H3b), mountains (H10) and military personnel (H9)- appear to be 

uncorrelated with civil war incidence. According to opportunity theory, the existence of 

easily procurable natural resources not only motivates people to rebel with the hope of 

material gains but also makes the financing of the rebellion possible. It is argued that t

presence of natural resources, when controlled by insurgent forces, will make civil wars 

not merely more

 and Hoeffler 2004; Fearon and Laitin 2003; Ross 2004; Ballantine and Sherman 

2003).  Contrary to both popular wisdom and some academic evidence, extractable 

resources in the form of oil do not appear to be a strong predictor of civil wars. The 

coefficient of oil exporter is in the wrong direction and insignificant, thereby f

provide support for hypothesis 14.  
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In addition, both instability and mountainous terrain fail to attain significan

the coefficients are signed in the wrong direction. Opportunity theory expects a d

association between mountains and 

ce and 

irect 

civil wars because rough terrain will limit the reach 

of state  

s 

is is 

 

portunity theory suggests that a state with a strong army will 

be mor  the 

ations of 

s 

e association between political discrimination and the 

likelihood of observing civil war incidence is supportive of the relative deprivation idea 

 authority and increase the likelihood of success of guerrilla warfare by making it

difficult for government forces to find and capture rebel groups.  The same logic applie

to instability. Political instability implies disorganization and state weakness, and th

expected to increase the opportunities for insurgents to engage in violent activities 

(Fearon and Laitin 2003; Gates 2002; Barbieri and Reuveny 2005; Hegre et al 1998). 

The proxy for the military strength of the state – military personnel- is 

surprisingly unimportant. Op

e successful in not only preventing the emergence of civil wars by deterring

insurgency but also in suppressing any existing unrests. Contrary to the expect

opportunity theory, my results fail to support H9 which states that as the military 

capability of the state increases, the likelihood of civil war increases. 

Focusing on the grievance elements in model 14, political discrimination, 

repression and ethnic dominance appear to be very strong predictors of civil war 

occurrence. All three indicators are in the expected sign (i.e. positive), indicating that 

ethnic dominance, and higher levels of repression and discrimination increase the chance

that a country will experience civil wars. While the repression variable is significant at 

the .01 level, political discrimination and ethnic dominance reach significance at .05 

levels. Therefore, evidence from this model provides supports for H4, H6 and H13b.  

The direct systematic positiv
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and vic nt and 
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 wars 

portunity 

argume tive 

nd 

ars.  

term to

crimination increases the propensity of groups to rebel and that “a major, if not the 

primary, cause of ethnic conflict is discrimination by a majority group against a minori

group” (Fox 2000b: 425; Gurr 1970).  

The positive and significant result for ethnic dominance also provides support for 

the existing literature (Collier 1998, 2000/2002, 2001; Auvinen 1997; Hartzell et al 2001;

Horowitz 1985) and H13b which states that the existence of a dominant group in a 

country increases the risk of civil war. This is in line with the relative deprivation vi

that the existence of a dominant group can lead to exploitation, exclusion, suppression 

timization of minorities, which in turn increases the frustration, disconte

willingness of minorities to mobilize against the state. 

Model 14 reveals support for H6 (but no support for H6a). As relative deprivatio

theorists have predicted, there is a systematic direct relationship between repression and 

civil war incidence and as the levels of repression increases, the likelihood of civil

increases. Therefore, there is no support for (H6a) the mobilization/ op

nt that state repression and tight social control is a negative selective incen

and it will not only increase the cost of the rebellion but also inhibit the ability of the 

opposition to coalesce against the government (Tilly 1978; Oberschall 1973; Jenkins a

Perrow 1977; Rasler 1996; Eisinger 1973; Opp and Roehl 1990). Repression, in the form 

of systematic violations of individual rights seems to intimidate the citizens and create 

anger and frustration among citizens, which in turn increases the likelihood of civil w

I provide an analysis of model 17 here because I added the squared regression 

 the model to test another claim regarding the curvilinear impact of repression 

(H6b) on the likelihood of civil war incidence. It is argued that in the middle levels of 
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repression, very limited opportunities for effective participation exist and the 

mobilization of the insurgency is a possibility (Tilly 1978; Weede 1987; Dudley and 

Miller 1998; Muller 1985; Boswell and Dixon 1990; Muller and Seligson 1987; Gurr 

1970; M

m to 

d 

 

 ethnic and religious 

fraction

 While 

ke, 

predict

 

ueller and Weede 1990, 1994; Khawaja 1993). Recall that H6b states that there is 

a curvilinear relationship between repression and civil war occurrence. When the results 

for repression in model 14 and model 17 interpreted together, the latter does not see

support H6b. It is important to bear in mind that the inclusion of repression2 does not lea

to any major changes in either the significance or direction of the other variables, which

suggests that the results of the main comprehensive model (14) are robust.  

The remaining grievance variables in model 14,

alization, female labor force and regime type all appear to be insignificant 

meaning that they are not strong predictors of civil war occurrence.  

The expectations of relative deprivation and opportunity theories regarding the 

impact of fractionalization on civil war incidence are the opposite of one another.

relative deprivation theory claims that social pluralism will result in high levels of disli

hatred, and discontent among citizens, which in turn lead to more civil wars (H 13), 

opportunity theory claims that social fractionalization along ethnic, religious, linguistic or 

other lines will inhibit rebel recruitment, increase the cost of rebellion and decrease the 

likelihood of civil war (H 13a). The results reveal support for neither hypothesis, since 

ethnic and religious fractionalization does not seem to be a statistically significant 

or of civil wars. 

Contrary to the expectations of Caprioli (2005), Melander (2005) and various 

relative deprivation theorists, female labor force is in the expected direction (negative),
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but fails to attain statistically significant levels. Therefore, H2, which states th

likelihood of civil wars increases as the level of gender inequality in a society increase

does not appear to have any support.  

As mentioned in the theory chapter, democracies are considered more inclusive, 

egalitarian, tolerant, accountable, and responsive to the wishes of the people. They 

provide citizens with legitimate channels through which they can peacefully express their

grievances without having to resort to violence. Contrary to conventional wisdom as well 

as strong theoretical and empirical evidence (Davenport 1999; Regan and Henderson 

2002; Krain and Myers 1997; Powel 1982; Gurr 2000), however, regime typ

at the 

s, 

 

e appears to 

be unco , the results 

est in 

ciation I included a 

squared

 

 the 

odel 14) to make sure that the results were not due to the 

influen  

rrelated with the civil war occurrence in model 14.  In addition to H3

fail to provide support for H3a, which states that the likelihood of civil wars is high

anocracies. In order to investigate the possibility of a curvilinear asso

 term for regime type to the model and the results are presented in the fourth 

column of table 4.10. Model 16 shows no sign of curvilinear relationship. In other words,

contrary to expectations, semi-democratic regimes are not more prone to civil wars. 

Lastly, the significant and negative coefficient for peace years (which is the 

variable counting the number of years before the onset of civil war) indicates that the 

longer the duration since the end of the last civil war, the lower the probability of an 

incidence of civil war. 

In model 15 (the reduced model), I dropped the insignificant variables from

main comprehensive model (m

ce of some set of insignificant variables. All the variables that are significant in

the original model (14) appear to be significant in model 15 as well, and their signs are 
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identical to the ones in model 15.The only minor difference is that while the repressi

variable was significant at .01 level in model 15, it appears to be significant at .05 level in

model 15. 

on 

 

ators 

f 

nd 

y 

personn the 

able 4.11, I replace oil exporter with the primary commodity 

exports

In order to test the impact of polarization on the likelihood of civil war incidence 

(H13c), I replace ethnolinguistic and religious fragmentation with polarization indic

in Model 18. The results of model 18, which are reported in the last column of table 4.10, 

are not supportive of H13c and the claims of Montalvo and Reynal-Querol (2005) and 

Collier and Hoeffler (1998) that when a society is polarized into two groups that are o

almost equal size, the risk of civil war is higher. Just like the fractionalization measures, 

the polarization measures fail to reach statistical significance. In addition, when 

compared to the results of the main model (14) there are two major changes in the results. 

First, when polarization is included in the analysis, the female labor force proxy for 

gender inequality becomes negative (as expected by the relative deprivation theory) a

significant (for the first time) indicating that as the difference between men and women 

increases in a society, the likelihood of civil war incidence increases. Second, militar

el becomes significant (for the first time as well) implying that as the size of 

army gets smaller, the possibility of civil war incidence increase. All the remaining 

variables show that the results of the main model (model 14) are robust. 

In model 19 in T

 to examine the impact of natural resource dependence on civil wars.  

[See Table 4.11– Comprehensive models-2 - here] 
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Despite the strong theoretical appeal, in the literature the empirical support for th

relationship between natural resource dependence and civil wars has been inconclusive. 

Collier and

e 

 Hoeffler (2004), in both their early and later papers, report that the impact of 

primary

 

in 

 

tages among 

people  

rton 2005). 

On the other hand o ot rebel because 

of their grievances and discontent that are byproducts of income or wealth inequality (e.g. 

Lichbach 1990).  

 commodity exports on the risk of civil war is highly significant and considerable 

They found that “at the peak (primary commodity exports being 33% of GDP), the risk of

civil war is about 22%, while a country with no such exports has a risk of only 1%” 

(2004: 580). They argue that such commodities are thought to make rebellion feasible 

and even attractive (588). As mentioned earlier, my results appear to contradict the 

results of both Fearon and Laitin (2003) and Collier and Hoeffler (2004). In order to 

ensure that the results are not sensitive to the data and the specification of the ma

model, I reran the main model with primary commodity exports. As in model 14, I fail to 

find any support for the natural resource argument of Collier and Hoeffler (2004). 

Primary commodity exports is statistically insignificant and the sign is in the wrong 

direction. The inclusion of primary commodity exports does not lead to any major 

changes in the remaining variables indicating that main comprehensive model (14) is 

highly robust. 

In models 20 and 21, I test the relative deprivation theory’s income inequality

argument. It is argued that substantial inequalities and collective disadvan

will fuel anti-system frustrations and generate grievances among people, which

can, in turn evolve into large scale violence (Gurr 1993a, 2000; Regan and No

pportunity theorists assert the claim that people do n
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My results for economic inequality proxied by the gini coefficient are both 

puzzling and surprising. In all the models with the gini coefficient (models 20, 21, 24 and

25), the sign of the coefficient is negative and it is statistically significant. Therefore H1 

does not appear to be supported. This result is interesting because such a finding neither 

supports the expectations of the relative deprivation theory, nor those of opportunity 

theories. Indeed, it reveals a relationship that is totally opposite of the relative depriv

idea. It is also important to mention that there are significant inconsistencies in the resu

of other variables between model 20 (with the original gini variable N=549) and mo

21 (with the interpolated gini variable N=1084). In both models, there is a significant

reduction in the number of observations. Given that the results of model 14 were ver

robust to alternative specifications until the additions of the gini coefficient, and given 

that the quality of the data for the gini coefficient is not very good, the results shou

evaluated with a great deal of caution. 

As table 4.11 demonstrates, when model 20 and 21 are compared with mode

it becomes obvious that GDP per capita and noncontiguity, discrimination, ethnic 

dominance and

 

ation 

lts 

del 

 

y 

ld be 

l 14, 

 peace years remain statistically significant and in the expected direction. 

Therefo ue 

 

odification (interpolation) carried out to increase the number of 

re the effects of these variables are robust even in the face of drastic changes d

to the inclusion of the gini coefficient. Four variables- oil exporter, instability, religious

fractionalization and mountains- that were not significant in any of the earlier models, 

appear to be significant either in one model or in both models (models 20 and 21). 

Repression loses its significance in model 21, so does regime type. The extensive 

differences in the results of the variables between models 20 and 21 appear to be the 

result of the data m
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observa c 

l 

 

he 

preting this result given that the correlation 

betwee

 

 

 but 

, 

 that 

tions by approximately 500 cases. However, the results seem to show drasti

changes, in addition to an anomalous association between the gini coefficient and civil 

war, therefore, conclusions regarding the gini coefficient’s contribution to predicting civi

wars is still unclear, highlighting a need for future empirical work using better quality 

indicators. 

To investigate the impact of gender inequality on civil war incidence further, I 

replaced female labor force with female fertility rate in the original model. Model 22 

appears to support the relative deprivation idea, revealing that high levels of fertility rate

as an indication of gender inequality, increases the likelihood of civil war incidence. T

most important difference between model 14 and model 22 is GDP per capita. Even 

though this indicator was one of the most consistent predictors of civil war incidence 

since the beginning of the data analysis, it is insignificant in model 22. I would 

recommend a degree of caution in inter

n fertility rate and GDP per capita in this model is around (negative) .62 even 

though the VIF score for this model is <1.76. 

In model 23 in Table 4.12 the religious discrimination variable (H5) is included in

the main model to evaluate its contribution to predicting civil wars.  

[See Table 4.12– Comprehensive models-3 - here] 

Contrary to the expectations of the relative deprivation theory (Gurr 1968; Fox 2004c),

religious discrimination fails to attain statistical significance. This result is puzzling

not very surprising given that one of the experts on the religious aspect of conflicts

Jonathan Fox (2000c) reports a very weak relationship between grievances and the 

likelihood of rebellion. Fox states that one of the explanations for this result may be
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people tend to be more tolerant of religious discrimination than other types of 

discrimination since it has been part of their lives for a long time. He also states that 

religious grievances are poor indicators of civil wars occurrences since they do not turn 

out to be enough to provoke rebellion by themselves. It is important to bear in mind, 

however, that this model has 702 observations since the religious discrimination data is 

only av

are 

nce 

 It 

mple 

hood 

me 

 22) there are significant differences 

betwee

cratic, ethnically 

dominant states tha likely to 

 

n 

lity 

ailable for 1990s.  

 The next two models, 24 and 25, both include only 466 observations, and they 

included in order to observe the combined effects of religious discrimination and income 

inequality on civil war incidence. While model 24 includes the interpolated gini 

coefficient, model 25 includes the meangini variable, calculated by taking the differe

between the gini value of a country and the mean of the gini coefficient in the sample.

is argued that how much a country falls below or above the mean point of the sa

matters and the greater the deviation from the arithmetic mean, the greater the likeli

of civil violence (Siegelman and Simpson 1977). Like the other models in which inco

inequality is accounted for (i.e. models 21 and

n the results of models 24 and 25. In both models oil exporting, economically less 

prosperous, mountainous, noncontiguous, discriminatory, semi demo

t show greater levels of income inequality are more 

experience civil wars. The most interesting result in model 24 and 25 is the negative sign

for population. Like I stated above, the drastic changes between models and the 

significant decrease in the number of observations indicate that the results provided i

table 4.12 and 4.13 are not conclusive with regard to the impact of economic inequa

and there is need for future testing with more refined inequality data. Similarly, in order 
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to evaluate the impact of religious discrimination better, we need the data that i

for more than a 10 year period. 

Model 26 is constructed in order to test the impact of regime type. In the literature 

regime type is used as the proxy for discrimination and repression. Realizing that regi

type appears to be insignificant in most of my models (supporting Fearon and Laitin 

2003), I wanted to see wha

s coded 

me 

t kind of changes would take place in the original model when 

sults of 

 

 

repression and discrimination are excluded from the data analysis. Model 26 reveals that 

when discrimination and repression are excluded from the model the regime type shows a 

curvilinear relationship (inverted U-shape) with the incidence of civil war. The re

other variables in the main model (14) appear to be robust to the exclusion except the 

ethnic dominance variable which losses statistical significance. The removal of 

repression and discrimination and the significance of regime type and its squared term

leads me to conclude that regime type picks up the effects of repression and 

discrimination. Therefore, the relationship between regime type and civil war incidence 

changes when repression and discrimination are taken into account. Therefore, these

results provide support for my argument that regime type should not be used as a proxy 

for repression and discrimination. None of the nine grievance models appear to have 

problems with multicollinearity as is evident in Table 4.13. 

[See Table 4.13–Correlation matrix for the comprehensive model - here] 

 

 163



How large is the effect of various indicators in decreasing or increasing the 

likelihood of civil war? Table 4.14 converts the logistic regression coefficients into more 

easily i

vil war is 

 

able that has 

 

 

e likelihood of 

civil war inc

The second largest impact on civil war incidence is generated by noncontiguity. 

When the value for noncontiguity is set at one standard deviation above the mean the risk 

of civil war is 6.16 percent, marking a 113 percent increase in the probability of civil 

                                                

nterpretable percentages.3   

[See Table 4.14- The predicted probability of the civil war incidence- here] 

Using the main comprehensive model (model 14), I calculate the change in 

probability for civil war incidences for different values of the explanatory variables. I 

estimate how much the probability that a state will experience civil war changes by 

moving the average level of a given measure by one standard deviation above or below 

the mean, while holding all other variables at their mean values.  

When all the variables are set at their mean values, the probability of civil war 

incidence is about 2.89 percent, meaning that the likelihood of experiencing a ci

very low.  However, when it occurs, changes in the indicators listed in table 4.14 play a

substantial role in affecting the occurrence of civil wars. I begin with the vari

the largest and most dramatic impact on the probability of civil war incidence: GDP per 

capita. A one standard deviation decrease in GDP per capita increases the probability of

civil war incidence from 2.89 percent to 7.23 percent. This constitutes an approximately 

150 percent increase in the probability of civil incidence. Similarly, a one standard 

deviation increase in GDP per capita leads to a 61 percent decrease in th

idence.   

 
3 This command was executed by using the SPost Stata ado files for the post estimation interpretation of 
regression models for categorical outcomes (Long and Freese 2001). 
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inciden  

of a civil war occurring.  I find that when holding all 

other varia ly 

to expe d of 

 

ercent to 4.87 percent, 

markin

ean 

 occurrence. In the case of population, a one standard deviation 

increas

 In 

the case of GDP growth a one standard deviation decrease leads to a 59 percent increase 

ce. When the value is changed to one standard deviation below the mean, the

probability of civil war incidence is 1.33 percent. This translates approximately into a 54 

percent reduction in the probability 

bles at their mean, an ethnically dominant state is about 70 percent more like

rience a civil war. When the state lacks a dominant ethnic group the likelihoo

experiencing a civil war decreases by 29 percent. The fourth largest impact on the civil

war incidence is produced by repression. The effect of repression is both highly 

significant and considerable. When repression levels are set at one standard deviation 

above the mean, the probability of civil war increases from 2.89 p

g an approximate 69 percent increase in the probability of civil war.   

Similarly, holding all other variables at their mean, a state whose repression level is one 

standard deviation lower than the mean is 41 percent less likely to experience civil war. 

 When the discrimination level is increased one standard deviation from its mean, 

holding all other variables constant at their mean values, the probability of civil war 

incidence increases from 2.89 percent to 4.89 percent.  This means that states with 

discrimination levels that are one standard deviation above the mean are about 67 percent 

more likely to face civil war. For the same variable, the impact of change from the m

to one standard deviation below the mean is an approximate 40 percent decrease in the 

likelihood of civil war

e while, holding all other variables at their means results in a 53 percent increase 

in the probability of civil war incidence. Conversely, a one standard deviation shift below 

the mean for population results in a 35 percent decrease in the probability of civil war.
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in the likelihood of civil wars, while a one standard deviation increase results in a 37 

percent decrease in the probability of civil war occurrence. 

In sum, the analysis shows that the opportunity indicators, GDP per capita (1) and 

noncontiguity (2) have the largest impact on the probability of civil war incidence. They 

are followed by the three grievance factors, ethnic dominance (3), repression (4), and 

discrimination (5). Two other opportunity indicators (population and GDP growth) have

in relative terms, the least impact on the probability of civil war incidence.   

 

4.2. Sensitivity Analysis 

One of the main reasons behind running 12 different versions of the m

, 

ain model 

d 

c 

(model 14) is to ensure that the results are fairly robust to alternative specifications and 

changes in the independent variables.  In the discussion of the findings, I presented the 

differences between the results of the main model and its various iterations, and pointed 

out the inconsistencies, if there were any. In this section I will perform a sensitivity 

analysis for the baseline results. I will consider both sensitivity to alternative data an

methods. With respect to the data, I will test the robustness of my findings using Uppsala 

(Version 3-2005) armed conflict data set. Regarding the methods, I will run my baseline 

model with fixed effect.  

One of the most common practices in the civil war literature is to use a 1,000 

battle deaths threshold in coding civil wars (e.g. the Correlates of War data set). The logi

of setting such a threshold is to capture conflict situations with a relatively high degree of 

violence. Even though arbitrary coding decisions can occur due to the nature of 

quantification, such a high threshold requires a degree of circumspection regarding my 
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results. A closer look at COW and other data sets using this threshold reveals that som

conflicts, like Northern Ireland or Cyprus (1963-1964) have

e 

 been left out since they do 

not rea

attle-related 

deaths. They argue that the rationale for using such a high threshold is hard to defend 

nflicts. Caprioli (2005:168-169) summarizes the problem as 

follows

war initiation, in which ‘an attack in strength’ criterion is used to control 

authority (Small and Singer 1982). In intrastate conflict, an attack in 

and the other, a government that has limited central authority in 

autocratic). A 25 death threshold becomes more meaningful for intrastate 

 

Having a lower threshold makes it possible to capture conflicts that fell well sort of full-

scale civil war, reflecting better the nature of criminalized violence (De Soysa 2002: 

405). Taking into account these issues, I will rerun my main model (model 14) with the 

Uppsala Data set (Version 3-2005), which defines armed conflict as “a contested 

incompatibility that concerns government and/or territory where the use of armed force 

between the two parties, of which at least one is the government of the state, results in at 

least 25 battle-related deaths” (Strand et al. 2005). This data set allows researchers to 

distinguish low level armed conflicts from civil wars. The 25 battle-related deaths 

ch the 1,000 annual battle deaths threshold. Furthermore, such a coding introduces 

a selection bias problem, given that the likelihood of 1,000 casualties is higher for more 

populous countries.  

To avoid these problems, some scholars like Caprioli  (2005), Melander (2005), 

and De Soysa (2002) chose to employ data that use a lower threshold of 25 b

when studying domestic co

: 

. . .the 1000 death threshold is considered necessary by those who study 

for actions of rogue units or small scale patrols operating outside central 

strength criterion is irrelevant, because one of the actors is a civilian group 

transitional polities (those that are neither defined as democratic not 

conflicts as such a death rate is highly disruptive to the society. 
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criterion captures less violent cases while excluding events like bloodless coups, riots, 

and demonstrations. The 25 fatalities threshold suggests that the demands of the 

opposition are such that the potential for further escalation is considerably high. The 

Uppsala armed conflicts data set (Version 3-2005) distinguishes between major conflict –

the approximate equiv

 

alent of Small and Singer’s (COW) civil war – and minor armed 

conflic

 but it offers a great opportunity for us to compare the results. 

 e 

reporte  from 

Meland

nor 

t conflicts 
sulting in at least 25 but no more than 999 battle-related deaths in one 

ear are coded as minor conflicts whereas those conflicts causing at least 

2005a, data set notes p.1.)  

 

this 

t, with a minimum of 25 annual battle deaths (Eriksson and Wallersteen 2004). 

While data sets with the 1,000 deaths criterion account for 127 onsets from 1945-1999 

(Fearon and Laitin 2003), studies utilizing the Uppsala (Version 3-2005) data report 403 

onsets for 1945-2001 (Raleigh 2005). The 25 fatalities threshold is relatively new to the 

literature,

The results of the analysis based on the Uppsala data (Version 3-2005) ar

d in Table 4.15. The dependent variable (interstate armed conflict) is taken

er (2005). His indicator (intralev)  

“measures the level of intrastate conflict, ranging from peace over mi
armed conflict to full-scale civil war. The difference between a minor 
armed conflict and a war as defined by the Uppsala Project is tha
re
y
1000 battle-related deaths in one year are coded to be wars” (Melander 

 

Therefore, in his original coding there are three categories, (0) no internal armed 

conflict, (1) minor internal armed conflict, and (2) full-scale civil wars. I recoded 

variable as (0) if there is no internal armed conflict and (1) if there is an internal armed 

conflict passing the 25 battle deaths threshold. Therefore, all internal conflicts with more 

than 25 battle-related deaths will be included in my data set, which will allow me to 
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check the robustness of my results in a setting that is much less severe than a full-scale 

civil war.  

[see Table 4.15 –Sensitivity analysis-here] 

The second column in table 4.15 is the original comprehensive model. I inserted this 

model so as to facilitate the reading and comparison between the results of models. 

Model 27 yields similar results to the results of my main model (model 14) that used 

Fearon and Laitin’s (2003) data set. However, a couple of changes are observed. First, 

except repression, all the variables that appear to be significant in model 14 remain as 

significant predictors of civil war incidence. GDP per capita, GDP growth, population 

non contiguity political discrimination, ethnic dominance and peace years are all 

e an inverted-U shape relationship. This 

implies en 

compar ant 

curvilin nt 

(interpo model 20, 21, 24, 25) in the equation or the repression 

nd discrimination variables are excluded from the model (model 26). In model 27, 

however, regime type appears significant without the inclusion of the gini coefficient or 

exclusion of repression and discrimination.  

Third, the military personnel variable appears as positive and statistically 

significant. This is quite surprising because opportunity theory would expect large armies 

to discourage insurgents from engaging anti government activities, or to suppress them 

significant at least at the .05 level.  

Second, in model 27 regime type indicators reach statistical significance and 

indicate that regime type and civil war hav

 that the risk of domestic armed conflict is higher in semi democracies wh

ed to autocracies and democracies. Recall that regime type showed a signific

ear association with civil war incidence only when either the gini coefficie

lated or not) was included (

a
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more easily if they decide to mobilize. Some scholars interpret this finding as support fo

the relative

r 

 deprivation idea since when the state chooses to spend more in order to 

maintain a large army, like welfare, health, 

at 

 and 

ns 

ot 

d peace years are not only important determinants of 

civil w

e 

ces. 

ed conflicts and violent civil 

wars. 

it will less to spend on other public services 

and education that civilians can benefit from. Henderson and Singer (2000) believe th

this increases domestic discontent. Therefore, this result seems to support Henderson

Singer’s (2000) findings. Lastly, contrary to the results of model 14 and the expectatio

of relative deprivation theorists repression loses its significance in model 27 and does n

appear to be a predictor of domestic armed conflict. 

What do these results and differences between models imply? It is important to 

bear in mind that GDP per capita, growth, population, noncontiguity, political 

discrimination, ethnic dominance an

ars and relatively less violent minor armed conflicts. On the one hand, while 

repression seems to increase the propensity of civil war, on the other hand it is not 

associated systematically with incidences of domestic armed conflict. Similarly regim

type does not make a country more or less prone to civil war, but it increases the 

likelihood of domestic armed conflict. These results, as a whole indicate that the 

underlying mechanisms behind civil war and domestic armed conflicts which include 

relatively less violent cases, share certain similarities but there are also some differen

Therefore, this is indicative of the need for future empirical work to focus on the 

differences in the underlying processes of less violent arm

I estimated the main model using fixed effects (model 28). As can be seen from 

table 4.15, this estimation is only possible for a fairly small subset of the observations 
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(N=444). Since the fixed effects model looks for within-case effects, cases where the 

dependent variable does not vary are automatically dropped. Even though the fixed 

effects test is fairly severe, GDP per capita, repression, and political discrimination 

remain significant. Surprisingly in the fixed effects model, female labor force attaina 

significance (at the .01 level) indicating that higher structural inequality increases the 

likelihood of civil war incidence. 

Lastly, based on the results of the sensitivity analysis, the results of the main 

comprehensive model seem fairly robust to changes in model specification, data and 

estimat

), it is 

ant 

ersonnel 

 almost 

 the significance of its coefficient. Ethnic dominance appears significant in less 

than ha

ion techniques.  

 

4.3. Summary and Implication of Results 

Given that the number of models run in this chapter is fairly high (28 in total

essential to take a broad look and interpret the results across all three main model 

specifications.  First, the opportunity models (models 1-4) show that GDP per capita, 

GDP growth, population, noncontiguity and peace years have statistically signific

relationships with civil war incidence. The oil exporter, instability, and military p

variables do not appear to affect civil war likelihood. 

 The grievance models reveal that population is significant throughout all the 

models (models 5-13).  Fractionalization, polarization and religious discrimination

always fail to attain significance. Female labor force is signed in the wrong direction 

despite

lf (4 out of 9) of the models. When the gini coefficient is introduced into various 

iterations of the main model, some results of these models are not only very different 
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from the results of the main model, but they also tend to appear very different from on

another. The results of the models without the gini coefficient appear to suggest that 

political discrimination and repression are very strong predictors of civil war likeliho

 When the results of 15 comprehensive models are interpreted as a whole, I can

conclude that GDP per capita is significant and in the expected direction in 14 models.

While GDP growth is significant i

e 

od.  

 

 

n 10 models, population is significant (and in the 

expecte tion. 

h 

fficient. The last opportunity variable, military personnel, attains 

vels of significance in the expected direction in three instances only. Turning to the 

l, the most consistent factors throughout the 

models

 10 

c 

 war incidence receives support 

om 5 

ed 

d direction) in 11 models. Instability is never significant and in the right direc

Mountains and oil exporter are significant in two and three models respectively, whic

also include the gini coe

le

grievance factors in the comprehensive mode

 are discrimination and ethnic dominance. Both indicators are significant and in 

the expected direction in 14 of the models. The repression variable is significant on

occasions, while female labor force reaches significance in 4 models only. While ethni

fractionalization never reaches significance levels, religious fractionalization is 

significant three times (and only in the models that include the gini coefficient). A 

curvilinear relationship between regime type and civil

fr of the models. Polarization, primary commodity exports never attains 

significance. Religious discrimination is significant in two of the three models it is 

accounted for. Lastly, the gini coefficient is significant in 4 out of 4 models it is includ

but it is in the opposite direction (-). 

Based on the results of the main comprehensive model (model 14), 7 hypotheses 

are strongly supported (i.e., political discrimination, repression, GDP per capita, 

 172



noncontiguity, population and ethnic dominance). Religious discrimination received only

partial support from models 23, 24 and 25. All other hypotheses are not supported.  

A comparison of the three main models (opportunity-model 1, grievance –model 

 

, comp

 that 

 

 
 

t Collier 

t” and 

 not 

icate 

ant, three variables are discrimination, repression 

and eth

 to be 

5 rehensive-model 14) reveals that the results of the individual models (model 1 

and model 5) are mostly consistent with the comprehensive model (model 14). Even 

though there are no major changes in the significant variables, it is important to note

the signs of some insignificant variables change when they are included in the 

comprehensive model. For example while female labor force was positive in the 

grievance model it turns to negative in the comprehensive model.  That all the grievance 

and opportunity factors that appear in individual models are in a single comprehensive

equation increases the credibility of the individual findings.  

[see table 4.16- Summary of the results by hypothesis] 

What are the implications of the results of the comprehensive model of civil war

on various theories covered in chapter 2? Do my results provide support for the 

expectations of the relative deprivation and opportunity theories? First, recall tha

and Hoeffler (2004: 587-588) state that “most proxies for grievance are insignifican

“the model that focuses on the opportunities for rebellion performs well, whereas 

objective indicators of grievance adds little explanatory power.” My results do

support this argument.  The results of my main comprehensive table (model 14) ind

that both grievance and opportunity variables add to our ability to predict civil wars. Of 

the seven indicators that were signific

nic dominance. The remaining variables are GDP per capita, growth 

noncontiguity, and population. While the impact of GDP and noncontiguity seem
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the largest, they are followed by ethnic dominance, repression and discrimination.  

Population and GDP growth are the two at the bottom of the list.  

Overall, my results provide some support for the relative deprivation theory of 

domestic violence. First, as opposed to Lindstrom and Moore (1995) who find no direct

linkage between grievances and rebellion, I find that there is a direct association betw

discrimination, repression and ethnic dominance. The positive and significant coefficients

for repression and discrimination are consistent with Gurr’s expectations. 

On the other hand, the structural inequality argument of relative deprivatio

theory does not receive much support from my analyses. My results provide no empirical 

support for the economic inequality hypothesis (including the various formulations of 

interpolated gini, meangini, midgini). They are all signed in t

 

een 

 

n 

he incorrect direction. The 

negative and ontrary to Gurr’s 

expecta

s that if 

 on the 

 high 

 

hasizes not 

 significant sign of economic inequality is particularly c

tions.  

The findings regarding inequality are important since Muller (1985) state

inequality does not have a direct impact on the risk of civil war, and the overall level of 

economic development is the main determinant, then developing countries should be 

advised to follow the ‘Brazilian model’ of development, which places an emphasis

rapid accumulation of wealth at the cost of distributional equality in order to attain a

level of development in as short a time span as possible. Brazil experienced one of the 

highest economic growth rates and lowest wage rates in the world (Henderson 1991). On

the other hand, if both inequality and the level of economic development prove to have 

direct effects on civil war incidence, then the strategy should be one that emp
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merely the accumulation of wealth but also its relatively equitable distribution throu

the society. 

ghout 

be 

a 

trations and hatred among people, which in turn will lead to civil war. 

Similar

theories since low levels of economic development can not only increase grievances but 

As mentioned earlier, however, the results regarding the gini coefficient should 

interpreted with caution due to data quality and data availability issues. Before reaching 

definitive conclusions, more empirical investigation is essential. The results for the 

gender inequality and the regime type also do not appear to provide support for the 

relative deprivation thesis.  

The results regarding repression appear to support the relative deprivation ide

that higher levels of repression will increase both grievances and the likelihood of civil 

wars. Mobilization theory’s expectation, namely high levels of repression will hinder 

mobilization of the insurgency- is therefore not supported. The results indicate no support 

for the relative deprivation claim that high levels of social fragmentation will lead to 

discontent, frus

ly, the insignificant coefficients for fragmentation do not support mobilization 

theory’s claim that social fragmentation will increase the cost of mobilization. 

The statistically insignificant coefficients for instability, natural resource 

dependence, mountains, and military personnel are disappointing for opportunity/ 

mobilization theories, since they are all hypothesized to influence the viability of 

rebellion. Especially the lack of association between natural resources and civil wars is 

very surprising since the idea has strong theoretical appeal and attracted a great deal of 

attention from scholars and world bank researchers. The highly significant results for 

GDP per capita and GDP growth can be interpreted as supportive evidence for both 
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 176

me of the grievance factors and civil war 

incidences run against the e

 

e of relative deprivation variables have a direct 

impact on the incidence of civil wars, and al

  

 
 
 

 

 

 

also decrease the cost of the rebellion and make it both more easy and likely. The 

existence of a direct relationship between so

xpectations of mobilization/opportunity theory since it is 

argued that the most important and direct explanatory factor for civil war is the 

organization of discontent, and relative deprivation is neither a necessary nor a sufficient

condition for conflict (Lichbach 1989, 1994, 1998; Snyder 1978; McAdam 1982). 

To summarize, I find that som

so that civil war incidence is significantly 

influenced by both grievance and opportunity factors. Grievance forms the backbone of 

rebellions but certain opportunities are necessary for rational people to participate and 

support large scale violent activities. My results, unfortunately, are limited when it comes 

to determining what causal mechanisms are operating between these variables and 

domestic violence. Such an enterprise must, alas, be left for future study. 
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Table 4. 2.  
Logistic Regression: Opportunity Model 
 
Independent 
Variables 

Model 1 
) 

Model 2 
(Red d 

Model 3 
(Main model 

with pce) 

Model 4 
(Main model 

with mil. 
exp.) 

Oil exporter -.70 
(.45) 

  -.71* 
(.40) 

GDP per 
capita 

-.46*** 
(.16) 

-.54*** 
(.14) 

-.56*** 
(.16) 

 

GDP grow  
(.001) 

 
(.001) 

-.004*** 
(.001) 

-.004*** 
(.001) 

Population .45*** 
(.09) 

.42*** 
(.08) 

.33*** 
(.08) 

.44*** 
(.09) 

Instability -.06 
(

 -.32 
(.44) 

-.18 
(.35) 

Mountainous 
) (.10) 

.03 
(.10) 

Noncontiguous 1.03*** 
(.39) 

.96** 
(.43) 

1.34*** 
(.37) 

.95** 
(.39) 

Military 
personnel 

-.03  -.02 
(.02) 

 

P ary
commodity 
exports/GDP 

-.88 
(1.01) 

 

Military  
expenditure 

   -.24** 
(.09) 

Peace years -4 - * -4.46*** 
(.50) 

-4.58*** 
(.47) 

Constant 1.56 
(1.34) 

 

2.38* 
(1.36) 

3.38** 
(1.41) 

-1.00 
(.86) 

N 2534 2547 2262 2504 

78 0.79 
-232.94 

0.77 
-267.91 

 Whi ntheses.  
*** Significant at 1 percent, ** significant at 5 percent, * significant at 10 percent. The cubic spline 
variables are included in analysis, but not reported here. 

(Main model uce
model) 

th -.004*** -.003*** 

.39)
.07 

(.10

 
 .12 

(.0
 

3) 
rim   

.43
(.44) 

*** 4.3
(.40) 

8**

 
Pseudo R2 
Log 
Likelihood 
 
No

0.79 
-256.13 

ard

0.
-26

or cl

 
5.76 

usterintes: te robust stand  errors adjusted f g over country appear in pare
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Table 4. 5  
Logistic Regression: Grievance Model 
 
Independent 
Variables 

Model 5 
(Main model) 

Model 6 
(Reduced 

Model 7 
(Main model 
with re

Model 8 
(Main model 

polarization) 
P
D imination 

.43*** 
(.12) 

.43*** 
(.12) 

.43*** 
(.12) 

.45*** 
(.12) 

Repression .45*** 
(.17) 

.39*** 
(.15) 

.55 
(.64) 

.44** 
(.18) 

Repression2   -.02 
0

 

Ethnic 
fractionalization (.56) (.55) 

 

Religious 
fractionalization 

.33 
(.90) 

 .36 
(.89) 

 

Female labor 
force 

.04** 
(.02) 

.04*** 
(.02) 

.04** 
(.02) 

.05** 
(.02) 

R e  3
3

.03 

.03) 
Regime type2    

 
 

Ethnic 
dominance 

.62** 
(.31) 

.47a

(.29) 
.62** 
(.31) 

.24 
(.35) 

Ethnic 
polariza   

.89 

Religious 
polarization  (.59) 
Population .17** 

(.09) 
.19** 
(.08) 

.17* 
(.09) 

.18** 
(.08) 

Peace years -3.39*** 3.42*** -3.40*** -3.39*** 

C tan - *
48

9*** 
.52) 

N
Pseudo R2 
Log Likelihood 

1907 
.81 

-192.09 

1908 
.81 

-194.73 

1907 
.81 

-192.97 

1907 
.81 

-193.81 
 

 White robust stand ors ring over ry n p   
gnifica per ce s he cubic spline 
es are i . a 7

 
 

model) p 2) with 

olitical 
iscr

(.1 ) 
.81  .80 

egim type .0
(.0

3 
3) 

 .0
(.0

 
) (

tion
   

   
(.84 
-.04 

(.40) 
4.30
(1.3

(.38) 
.46*
1.05

(.41) 
-4.43

(1.

(.40) 
-4.4

(1
ons

 

t **
5) 

* -3
(

** 
) 

** 
) 

Notes:
**
va
 
 

ard err
cen

in anal

adjust
gnif
t no

ed
icant
t rep

 for c
 at 5
orted

luste
 per
 here

count
ignifi
 

 app
cant at

ear i
 10

aren
 perce

theses.
nt. T* Si

riabl
nt a
nclude

t 1 
d 

t, **
ysis

 si
, bu

nt, * 
p<.10
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Table 4. 6 
Logistic Regression: Grievance Model-2 

with fert. rate) 
(M l 
wi .) 

interpolated) 
gini and rel. 

Discrimination 
.38* 
(16) 

.41* 
(.23) 

.16 
(.44) 

-.07 
(94) 

.07 
(1.25) 

.32 
(1.05) 

1.17 
(1.40) 

1.54*** 

force 
.0 * 
(.04) 

.05 
(.03) 

-0.05 
(.05) 

.66** 
(.31) 

.80** 
(.34) 

type2 -.03** 

.63* 
(.33) 

.79* 
(.47) 

.87 
(.55) 

cient -.  
(.04) 

 
 

discrimination 

s 

nstant -5.09*** 
(1.51) 

-6.25** 
(2.98) (2.67) 

-11.31** 
(5.00) 

seudo R2 .81 .80 .85 .80 

untry appear in parentheses.  
** Significant at 1 percent, ** significant at 5 percent, * significant at 10 percent. The cubic spline 
ariables are included in analysis, but not reported here. 

 
Independent 
Variables 

Model 9 
(Main model 

Model 10 
ain mode

th rel. dis

Model 11 
(Main model  

with gini 

Model 12 
(Main model 

with 
interpolated 

dis) 
Political .35*** 

(.11) 
.34** 
(.15) 

.41 
(.31) 

.39 
(.34) 

Repression .07 
(.37) 

Ethnic 
fractionalization 

.41 
(.62) 

.87 
(.83) 

Religious 
fractionalization 

1.44 
(.88) 

1.70 
(1.36) 

Fertility rate 
(.54) 

   

Female labor  7 -.02 
(.04) 

.08 
(.07) 

Regime type 

Regime   -.03** 
(.01) (.01) 

Ethnic 
dominance 

.66 
(.61) 

Gini coeffi   06 -.08*
(.04)

Religious  -.02 
(.04) 

 .10 
(.07) 

Population .33*** 
(.12) 

.41*** 
(.15) 

.54** 
(.24) 

.80** 
(.32) 

Peace year -3.37*** 
(.35) 

-3.81*** 
(.55) 

-3.15*** 
(.66) 

-3.75*** 
(.57) 

Co -4.37 

N 1891 769 1150 492 
P
Log Likelihood -193.98 -86.61 -76.92 -.43.39 
 

otes: White robust standard errors adjusted for clustering over coN
*
v
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and discrim.) 
Political 
Discrimination 

 
 

n 

fractionalization 
s 

te 

force 
.25 * 
(.10) 

-.0 * 

dominance 
.3  

(.25) 

discrimination 
 .33*** 

(.07) 
-  

Pseudo R2 
g Likelihood -  

andar justed for  over count  in parent
 perce ificant at t, * signifi  percent c spline 

Table 4. 7 
Logistic Regression: Grievance Model-3 
 
Independent 
Variables 

Model 13 
(Main model 
minus repress 

Repressio  
 

Ethnic .98** 
(.44) 

Religiou
fractionalization 

.02 
(.67) 

Fertility ra  

Female labor .02 
(.02) 

Regime type *

Regime type2 1**
(.004) 

Ethnic 9

Gini coefficient  

Religious  

Population

Peace years 4.35***
(.40) 

Constant -2.54** 
(1.06) 

N 

Lo

2506 
.78 

281.36
 
Notes: White robust st

** Significant at 1
d errors ad
nt, ** sign

clustering
 5 percen

ry appear
cant at 10

heses.  
. The cubi*

variables are included in analysis, but not reported here. 
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Table 4. 10  
Logistic Regression: Comprehensive Model 
 
Independent 
Variables 

Model 14 
(Main 
model) 

Model 15 
(Reduced 

model) 

Model 16 
(Main 
model  
with 

regime2) 

Model  17 
(Main model 

with rep2) 

Model 18 
(Main model 

with 
polarization) 

Oil exporter -.53 
(.54) 

 -.46 
(.55) 

-.68 
(.57) 

-.65 
(.51) 

GDP per capita -.89*** 
(.28) 

-.83*** 
(.17) 

-79** 
(.31) 

.95*** 
(.27) 

-1.01*** 
(.30) 

 growth -.002* 
(.001) 

-.002* 
(.001) 

-.002 
(.001) 

-.003* 
(.001) 

-.002* 
(.001) 

o .29*** 
(.09) 

.26*** 
(.07) 

.30*** 
(.10) 

.32*** 
(.10) 

.32*** 
(.10) 

Instability -.82 
(.58) 

 -1.03 
(.64) 

-.82 
(.58) 

-.81 
(.57) 

Mountainous -.12 
(.14) 

 -.10 
(.13) 

-.10 
(.13) 

-.15 
(.13) 

Noncontiguous 1.98*** 
(.49) 

2.37*** 
(.42) 

2.08*** 
(.54) 

1.84*** 
(.47) 

2.39*** 
(.55) 

-.05 
(.03) 

 -.06 
(.04) 

-.04 
(.04) 

-.06* 
(.03) 

Political 
Discrimination 

.33** 
(.17) 

.26** 
(.13) 

.33* 
(.17) 

.34** 
(.17) 

.31** 
(.14) 

Repression .47*** 
.(18) 

.34** 
(.17) 

.40** 
(.19) 

-.62 
(.49) 

.50*** 
(.18) 

Repression2    .17** 
(.08) 

 

-.17 
(.56) 

 -.22 
(.54) 

-.16 
(.56) 

 

Religious 
fractionalization 

.87 
(.87) 

 .97 
(.81) 

.72 
(.85) 

 

Female labor force -.04 
(.02) 

 -.03 
(.03) 

-.04 
(.02) 

-.04* 
(.02) 

Regime type .04 
(.04) 

 .32 
(.20) 

.04 
.(04) 

.04 
(.04) 

  -.01 
(.01) 

  

 .70** 
(.32) 

.73** 
(.29) 

.74** 
(.34) 

.68** 
.(32) 

.95** 
(.43) 

Ethnic polarization     -1.02 
(.88) 

Religious 
polariz

    -.11 
(.53) 

Peac -3.11*** 
(.42) 

-3.26*** 
(.41) 

-3.13*** 
(.42) 

-3.07*** 
(.42) 

-3.09*** 
(.44) 

5.01** 
(2.48) 

3.88** 
(1.57) 

3.43 
(2.84) 

6.77*** 
(2.44) 

6.73** 
(2.91) 

Log Likelihood 

1727 
.82 

-157.22 

1737 
.81 

-167.44 

1727 
.82 

-155.58 

1727 
.82 

-156.35 
 

1727 
.82 

-157.08 
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Notes: White robust standard errors adjusted for clustering over co
*** Significant at 1 percent, ** significant at 5 percent, * sig

untry appear in parentheses.  
nificant at 10 percent. The cubic spline 

ariables are included in analysis, but not reported here.  
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Table 4. 11 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

dependent 
ariables 

Model 19 
(Main model + 

pce) 

Model 20 
(Main model + 
gini original) 

Model 21 
(Main model + 

gini 
interpolated) 

Model 22 
(Main model  + 

fertility rate) 

il exporter  1.01 
(3.37) 

2.03* 
(1.18) 

-.66 
(.54) 

DP per capita -.93*** 
(.25) 

-3.75** 
(1.47) 

-2.16*** 
(.65) 

-.45 
(.29) 

DP growth -.002* 
(.001) 

-.0003 
(.002) 

-.003* 
(.002) 

-.002* 
(.001) 

opulation .22** 
(.11) 

-.37 
(.31) 

.06 
(.26) 

.38** 
(.15) 

stability -.85 
(.58) 

-9.40** 
(4.36) 

-1.48* 
(.89) 

-.76 
(.60) 

ountainous -.13 
(.13) 

2.47 
(1.52) 

.71* 
(.36) 

-.11 
(.13) 

oncontiguous 2.07*** 
(.53) 

3.90** 
(1.93) 

3.91*** 
(1.16) 

1.75*** 
(.50) 

ilitary personnel -.04 
(.03) 

.22 
(.14) 

-.03 
(.12) 

-.04 
(.03) 

rimary commodity 
ports/GDP 

-2.11 
(1.91) 

   

olitical 
iscrimination 

.34** 
(.17) 

1.84*** 
(.65) 

1.06** 
(.47) 

.31** 
(.15) 

epression .47*** 
(.18) 

1.48*** 
(.56) 

.02 
(.39) 

.50*** 
(.17) 

thnic 
actionalization 

-.06 
(.55) 

2.23 
(2.22) 

-.50 
(1.23) 

-.18 
(.54) 

eligious 
actionalization 

.99 
(.87) 

8.43*** 
(2.38) 

4.62** 
(2.29) 

1.07 
(.82) 

emale labor force -.03 
(.02) 

.28 
(.25) 

.04 
(.06) 

 

egime type .05 
(.04) 

1.66*** 
(.30) 

1.06 
(.66) 

.06 
(.04) 

egime type2  -.05*** 
(.02) 

-.04 
(.03) 

 

thnic dominance .79*** 
(.28) 

6.93*** 
(2.01) 

2.84*** 
(.89) 

.77** 
(.34) 

ini coefficient  -.14* 
(.08) 

-.11*** 
(.04) 

 

ertility Rate    1.41* 
(.80) 

eace years -3.12*** 
(.42) 

-5.45*** 
(1.92) 

-3.35*** 
(.75) 

-3.16*** 
(.39) 

onstant 5.71** 
(2.49) 

3.64 
(13.19) 

10.29 
(9.08) 

-1.96 
(3.08) 

 
seudo R2 
og Likelihood 

1721 
.82 

-157.01 

549 
.92 

-16.88 
 

1084 
.89 

-54.41 

1714 
.82 

-160.49 

Logistic Regression: Comprehensive Model-2 
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Notes: White robust standard errors adjusted for clustering over country appear in parentheses.  
cant at 10 percent. The cubic spline 

 

 

 

 

 

 

*** Significant at 1 percent, ** significant at 5 percent, * signifi
variables are included in analysis, but not reported here.  
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Table 4. 12 
Logistic Regression: Comprehensive Model-3 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

dependent 
ariables 

Model 23 
(Main model 

+rel dis) 

Model 24 
(Main model+ 

rel. dis. and 
gini 

interpolated) 

Model 25 
(Main model 
+rel. dis. and 

meangini 
interpolated) 

Model 26 
(Main model 

minus repress. 
and discrim.) 

il exporter -.55 
(1.23) 

8.63*** 
(2.89) 

22.67*** 
(6.21) 

-.19 
(.43) 

DP per capita -1.31* 
(.67) 

-3.20*** 
(1.77) 

-4.05*** 
(.77) 

-.71*** 
(.23) 

DP growth -.001 
(.001) 

.000 
(.001) 

-.002 
(.002) 

-.003*** 
(.001) 

opulation .39* 
(.22) 

-.58 
(.41) 

-3.10*** 
(.96) 

.40*** 
(.08) 

stability -.74 
(.86) 

-3.89* 
(2.29) 

-8.74*** 
(2.48) 

-.73 
(.49) 

ountainous -.01 
(.23) 

2.26*** 
(.81) 

4.14*** 
(1.30) 

.10 
(.11) 

oncontiguous 3.86*** 
(1.19) 

5.49** 
(2.39) 

8.58** 
(3.84) 

1.34*** 
(.45) 

ilitary personnel -.09 
(.07) 

-.44 
(.29) 

-1.45*** 
(1.49) 

-.001 
(.03) 

olitical 
iscrimination 

.36 
(.24) 

1.56*** 
(.59) 

2.66*** 
(.77) 

 

epression .54* 
(.29) 

.33 
(.80) 

.32 
(.86) 

 

thnic 
actionalization 

-1.45 
(1.04) 

.35 
(1.67) 

2.58 
(2.83) 

.48 
(.45) 

eligious 
actionalization 

.90 
(1.52) 

6.22 
(4.51) 

17.44*** 
(5.63) 

.33 
(.60) 

emale labor force -.007 
(.05) 

.22 
(.16) 

.38** 
(.19) 

-.02 
(.02) 

egime type -.06 
(.06) 

1.40* 
(.72) 

2.87** 
(1.40) 

.28** 
(.13) 

egime type2  -.05* 
(.03) 

-.10* 
(.06) 

-.01** 
(.01) 

thnic dominance 1.09* 
(.62) 

3.86* 
(2.34) 

6.38*** 
(2.34) 

.32 
(.29) 

ini coefficient  -.16** 
(.07) 

-.63*** 
(.18) 

 

eligious 
iscrimination 

.02 
(.05) 

.40*** 
(.12) 

1.35*** 
(.36) 

 

eace years -3.64*** 
(.57) 

-7.61*** 
(2.34) 

-15.31*** 
(4.42) 

-4.31*** 
(.52) 

onstant 6.55 
(4.73) 

13.97 
(10.91) 

20.55 
(16.06) 

3.11 
(1.90) 

 
seudo R2 
og Likelihood 

702 
.83 

-66.13 

466 
.89 

-22.22 

466 
.92 

-17.54 

2244 
.79 

-222.18 

 
In
V

O

G

G

P

In

M

N

M

P
D
R

E
fr
R
fr
F

R

R

E

G

R
d
P

C

N
P
L
 
 

 191



 192

otes: White robust standard errors adjusted for clustering over country appear in parentheses.  
t 1 percent, ** significant at 5 percent, * significant at 10 percent. The cubic spline 
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Table 4. 15 
Comprehensive Model- Sensitivity Analysis 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Notes: White robust standard errors ering over country appear in parentheses.  
*** Significant at 1 percent, ** s percent, * significant at 10 percent. The cubic spline 
variables are included in ana

Ind t 
Vari

Model 1
ain mo

7 
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Table 4.16  
 the Results by Hypothesis 

Hypotheses Supported (S)  
Not Supported (NS) 
Partially Supported (PS) 

1 H1 (Income  inequality) NS 
nder inequality) NS 

(Regime type 1) NS 
ime type 2) NS 

egime type3) NS 
6 H4 (Political Discrimi S 

eligious discrim PS 
epression 1) S 

9 H6a epression 2) NS 
ression 3) NS 

 pre capita) S 
th) S 

 (Military capability NS 
0 NS 

) S 
16 H12 (Population) S 

ic/ religious onalizatio NS 
(Ethnic/ religiou ctionalizatio NS 

 domina S 
c/religious polarization) NS 

il) NS 

Summary of
 
 

2 H2 (Ge
3 H3 
4 H3a (Reg
5 H3b (R

nation)
7 H5 (R in )ation
8 H6 (R

(R
10 H6b (Rep
11 H7 (GDP
12 H8 (GDP grow
13 H9 )
14 H1 (Mountains)

 15 H11 (Nongontiguity

17 H13 (Ethn
a 

 fracti n 1)
18 H13
19 H13b

s  fra n 1)

 (Ethnic
20 H13c 
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5.  Data Analysis II: Quality of Governance 

of this chapter is to asses w vernance adds 

any additional leverage on our ability to explain  to assess 

 i f governance on the likelihood of civi  I estimate a logistic 

re ts (RE) model based on the results of the Hausman test. It takes 

 f

it  + b2 (GDP per capita) + b3(Population) 

5 (Noncontiguous territory )  +b6 (Oil exporter ) +b7 (Regime type) 

( b9 (Political Instability ) +b10 (Ethnic Fractionalization ) +b11 

i ization) +b12 (Ethnic dominance ) +b13 (Discrimination)+  

ability of a civil war incidence. 

5.1 Findings 

In this section I discuss my main findings. I first report the results for my main 

independent variables and then briefly discuss the results for the control variables. I 

present the results of all four models in Table 5.1. The first five models include one 

governance variable at a time in addition to the same set of controls described above, as 

well as the variables related to temporal dependence. In these models, I test the statistical 

association between each governance indicator and civil war. The last model, Model 6, 

 
 
 

The purpose hether or not quality of go

 the civil war incidence. In order

the mpact of the quality o l war,

reg ssion random effec

ollowing form: the

 

log [π(x)]  = b0 + b1 (Governance indicators )

+ b4(Mountainous )+ b

Regime type2) ++b8 

(Rel gious Fractional

b14 (Peace years) + ε. 

 

Where π(x) denotes the prob
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includes the quality of governance index variable, along with the same set of control 

ariables.  

 

tion in government) are associated with a higher likelihood of civil 

ar. Similarly, rule of law is positively related and has a significant effect on the 

cratic 

ext 

al and case study research is required before reaching a definitive 

onclusion about why bureaucratic quality as an important indicator of governance do not 

My findings for the next two models (Models 4 and 5) in Table 5.2, accounting 

the protection of property rights, show strong association (at a .05 level) 

with ci  

v

[See Table 5.1 & 5.2 here] 

Model 1 in table 5.1 displays the full model with the corruption variable. The 

effect of corruption on the incidence of civil war is positive and statistically significant. 

Recalling the coding of these variables, my results imply that worse ratings of corruption

(high levels of corrup

w

incidence of civil wars in Model 2 in table 5.1. Controlling other factors, in countries 

with a better rule of tradition the likelihood of civil wars will be lower than in countries 

with a weak rule of law tradition. As opposed to the expactations, in model 3 bureau

quality does not appear to affect the likelihood of civil wars. As I discuss in the n

section, further empiric

c

empirically matter in explaining civil war incidences. 

  

for the role of 

vil war incidence. As Model 4 shows, countries with a high expropriation risk by

governments will be likely to experience more civil wars than countries with lower 

incidences of expropriation risk. As in the hypothesized direction, the repudiation of 

contracts by a government in Model 5 appears to play a strong role in predicting the 

likelihood of civil war. The findings on these two measures for the protection of property 

rights affirm that securing those rights will considerably reduce occurrences of civil war. 
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Model 6, which includes the Quality of governance index, also demonstrates a positiv

and statistic

e 

ally significant relationship between the governance index and civil war 

incidences. Based on these analyse ance measures, except 

bureauc

s  

 

stion, I estimate how much the 

s, I conclude that the govern

ratic quality, have a strong effect on the risk of civil war incidence. 

It is important to note that the relationship between the main governance variable

and civil war incidence is substantively unaffected by the inclusion and exclusion of the 

two control variables that are not included in Fearon and Laitin’s (2003) original study, 

namely  ethnic dominance and political discrimination. The exclusion of these two

variables does not decrease the significance level of governance measures. Indeed 

elimination of these two additional controls makes my indicators stronger. Only small 

changes occur in the significance levels of the other control variables. 

 

5.2. Discussion 

How large is the effect of the quality of governance in decreasing or increasing 

the likelihood of civil war? In order to answer this que

probability that a state will experience civil war would change by moving the average 

level of a given governance measure to one standard deviation above average, while 

holding all other variables at their mean values.  

[See Table 5.3& 5.4 here] 

As tables 5.3 and 5.4 indicate, the initial probabilities - the likelihood of 

experiencing a civil war - are fairly low. It ranges between 2.58 to 2.79% for the 

governance indicators. When it occurs, however, changes in the governance indicators 

plays a significant role in determining civil wars. I find that when holding all other 
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variables at their mean, a highly corrupt state (one whose corruption level is one standar

deviation higher than the mean) is more than twice as likely—specifically, 121.37% m

likely—to experience a civil war.

d 

ore 

 

redicted 

probab

 

.74% 

tate 

re 

ne standard 

deviation from its mean, holding all others constant, the probability of civil war incidence 

and becomes 5.95%.  This means that states with repudiation levels that 

are one

d 

 controls. In all models, as suggested in 

the literature, the GDP per capita is l war and statistically 

signific oor 

o 

1  When the corruption level is one standard deviation

lower, the likelihood of experiencing a civil war decreases to 74.81%. The p

ility for civil war incidence with every variable at its mean is about 2.58%. When 

rule of law is increased one standard deviation from its mean, holding all others constant;

the probability of civil war incidence increases 3.12% and becomes 5.60%.  This means 

states with rule of law levels that are one standard deviation above the mean are 117

more likely to face civil war. Similarly, holding all other variables at their mean, a s

whose expropriation level is one standard deviation higher than the mean is 93.17% mo

likely to experience civil war. When the repudiation level is increased o

increases 3.30% 

 standard deviation above the mean are 124.5% more likely to face civil war. 

Lastly, states with a better overall governance capacity are 200.38% more likely to 

experience civil war than those with an average index. 

The results for the control variables are similar to those reported by Fearon an

Laitin (2003) and others who used the same set of

 negatively related with civi

ant. In other words, civil wars are more likely to occur in economically p

countries than the rich ones. Per capita income seems to be a significant variable t

control for the financial and military strength of the state. Population is another 

                                                 
1 We use SPost Stata ado files by J. Scott Long and Jeremy Freese (2001), for the post-estimation 
interpretation of regression models for categorical outcomes. 
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significant variable across the models with a positive coefficient. The positive significant 

relationship between population rate and civil war in all of the models confirms that large 

population size is a significant predictor of civil war incidence.  

Contrary to Fearon and Laitin’s argument that mountainous terrain has a posit

and significant effect on civil war; my results show that it is unrelated to civil war 

incidence. This result is not too surprising, however, given the mixed results found with 

regard to this variable in earlier empirical investigations (e.g Barbieri and Reuveny 

2005). In all models, non-contiguous territory has a statistically strong and positive effect 

on civil war indicating that the presence of citizen groups that are separated from central

state control increases the probability of civil war. 

The oil exporter variable is not significant in any of the models indicating tha

resource abundance in a country has no significant effect on the likelihood of civil wars.

ive 

 

t 

dence to account for state 

capacit

 as 

t 

2 

The insignificant result here is important to mention, because in the literature resource 

abundance has been used to control for the administrative capacity of the state. The 

insignificant results here, when combined with significant governance indicators, stress 

the necessity of thinking beyond natural resource depen

y. 

Although some previous research (e.g. Fearon and Laitin 2003) hypothesized a 

positive effect of past instability, except in Model 3, I find a negative significant 

coefficient for the instability variable. At first sight this appears counter intuitive, but

Barbieri and Reuveny (2005; 1240) suggest, the reason for the negative effect of pas

                                                 
2 To make sure that our results are robust with regard to natural resource abundance, we repeated my 
models by using “primary commodity export” as an alternative measure (Montalvo and Reynal Querol 

ports, 2004 and Collier and Hoeffler 2004). I found an insignificant coefficient for primary commodity ex
our governance indicators kept their importance. 
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instability on war might exist because “post-change states may be better supported, better 

able to fend off attacks, or better able to satisfy people and prevent grievances that 

produce civil wars.”   

While the ethnolinguistic fragmentation variable appears to be insignificant 

throughout the models, religious fragmentation  is positively associated and signific

Model 5 and 6, which indicates that in those two models, as the level of religious 

fragmentation increases, this leads to an  increase in the likelihood of civil wars, as w

This result is puzzling, because despite a relatively strong theoretical background behind 

the relationship between social fragmentation and the emergence of domestic violence, 

like many quantitative studies (e.g. Fearon and Lait

ant in 

ell. 

in 2003; Barbieri and Reuveny 2005), 

my resu

d 

 

acy 

e strong predictors of civil wars, and there is a non-linear (inverted U) 

relation  

middle 

 

autocracies decrease the likelihood of civil war by repressing dissent. 

lts do not provide strong evidence for the fragmentation argument, either. 

The democracy squared variable is added to the model to examine whether my 

quality of governance argument will hold when a curvilinear relationship between 

democracy and civil war is included in the model. The coefficients for democracy an

democracy squared are both statistically significant, and the coefficient for democracy is

positive while squared term is negative. This indicates that democracy and democr

squared ar

ship between democracy and civil wars, as suggested in the literature. What this

implies is that the likelihood of civil war is highest in semi-democracies near the 

of the democracy scale and lowest in full democracies and autocracies.  While 

democracies provide multiple peaceful channels for people to express their discontent,
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The effects of ethnic dominance and level of discrimination are positive and 

significant, suggesting that civil wars are more likely in countries with an ethnically

dominant group and in

 

 countries with high levels of political discrimination. While the 

impact 

very 

 the 

peace y ss 

ly 

clusion 

odel.  

of discrimination provides support for Norton and Regan (2005), the ethnic 

dominance argument provides support for Horowitz (1985) and Collier and Hoeffler’s 

(2005) claims. It is important to indicate that these two indicators are consistently 

significant throughout my analysis even when alternative data is used. This is a further 

justification for my decision to include these two indicators as additional controls, in 

addition to the ones used by Fearon and Laitin (2003). 

Peace years and three cubic splines are jointly significant in all of the models. It 

indicates the presence of temporal dependence in the models. The negative sign for

ears variable suggests that the longer the period of peace after a civil war, the le

likely a state is to experience a civil war.  

It is worth mentioning that dropping insignificant variables from my model bare

affects the remaining estimated coefficients. As indicated in Tables 5.5 and 5.6, all the 

governance measures - except bureaucratic quality - are positive and significant, as 

expected. The governance measures seem to be quite robust to the inclusion or ex

of various controls. The only minor change in the reduced model is that there is a slight 

decrease in the significance levels of corruption and rule of law. The control variables, 

their signs and significance levels are very similar to the results of the original m

[See Table 5.5 & 5.6 –Reduced model tables here] 
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Lastly, the presence of perfect multicollinearity is fatal to the estimation of 

parameters. In this model, like in other empirical tests of comprehensive models, GD

appears to have relatively high correlation (around .7) with some of the indicators like 

bureaucratic quality and the quality of governance index. Even though these correlat

are in the danger range, given that there is a consensus in the literature with regard to th

importance of economic development, and given the necessity of controlling this factor 

examining the impact of inequality, I decided to keep it in the analysis. In addition due t

the inclusion of the square of the regime type, the Variance Inflation Factor appears to

high in the analysis. However, when GDP is kept in the

P 

ions 

e 

in 

o 

 be 

 model but the squared term and 

splines

 

law and bureaucratic quality have the mean 

varianc

e 

effect of different defin egarding the 

method, I examine random effects, fixed effects and rare events bias. 

 are left out, the VIF levels are below 1.50 in all models. The model was also run 

without the square of regime type, and the results show that all the governance measures

– except bureaucratic quality - are significant and in the expected direction. In this case, 

the models that include corruption, rule of 

e inflation factor (VIF) of 1.49; the repudiation, expropriation and the index 

variable all have a mean variance inflation factor (VIF) of 1.48.  

[See Table 5.7 -Correlation matrix- here]  

 

5.3. Sensitivity Analysis 

In this section the baseline results are tested for robustness. I consider not only th

sensitivity to the data but also the method. With respect to the data, I investigate the 

itions of the dependent and independent variables. R
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 rst, 

 

ps, 

When I run my models using this data all governance indicators except one – 

ignificant. It is important to note that corruption is a borderline 

case wi

th 

nificant. This 

result provides support for the third hypothesis, which is the one that was rejected in the 

In terms of the data, two sorts of robustness checks have been completed. Fi

and most importantly, I tested my argument with another data set that uses a completely

different definition of internal conflict with a much lower threshold. I believe this is a 

very tough but essential test for my argument, given that the most contentious aspect of 

civil war literature is the definition of civil wars. Differences in the definition of civil 

wars lead to different lists of civil wars, which in turn might affect the results of 

quantitative studies. Indeed, this is one of the biggest hurdles for the scientific 

accumulation of knowledge in the civil war literature. Secondly, I will rerun my analysis 

with some alternative variables that have been mentioned in the literature as important 

determinants of civil wars, like primary commodity exports and polarization. 

 As mentioned in detail in chapter 4, armed conflict data set has information on 

domestic armed conflicts and  it includes not only major armed conflicts like civil wars 

(battle deaths > 1,000) but also  includes relatively minor armed conflicts ( battle 

deaths>25) and captures less violent cases while excluding events like bloodless cou

riots and demonstrations.  

[See Table 5.8 & 5.9 here] 

corruption - appear to be s

th a P-value that is very close to the .1 threshold (.107). The most important 

difference between the logit analyses of Fearon and Laitin’s and Uppsala’s data is wi

respect to the ‘bureaucratic quality’ indicator. While it was positively related but 

insignificant in the original analysis, in this model it is positive and sig
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original analysis. This implies that quality of governance plays a significant role in the 

emergence of not only civil wars (with a 1,000 battle-deaths threshold) but also internal 

armed conflicts as defined by the Uppsala data set. Therefore, I can conclude that my 

results are robust to change in the measurement of the key concept of this study.  

Secondly, one of the most controversial findings in the literature concerns the 

relationship between natural resource dependence and civil wars. Collier and Hoe

(2000, 2002, 2004) used ‘primary commodity export’ as their proxy and have f

natural resource abundance as one of the most important causes of civil wars. Fearon and 

Laitin (2003), on the other hand, used a different measure, ‘oil exporter’ and could not 

find support for this argument. In this paper, I utilized the oil exporter indicato

ffler 

ound 

r following 

rol 

e results are very similar to the original model with regard to 

the governance measures. 

tor 

ol 

e 

Fearon and Laitin (2003). According to my findings, oil exporting countries do not 

appear to be more conflictual than non exporters. When I rerun my models using 

‘primary commodity export’ as an alternative measure (Montalvo and Reynal-Que

2004 and Collier and Hoeffler 2004), I find an insignificant coefficient for primary 

commodity exports, and th

Similarly, in the literature it has been argued that polarization is a better indica

as compared to fractionalization, since it accounts for actual tension between the actors 

and tells us a lot more than the fragmentation indicators (Montalvo and Reynol-Quer

2005; Reynal-Querol 2002a). Repeating my analysis with an alternative measure – 

polarization - does not lead to a major change in the significance of the governanc

indicators.  
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In tables 5.10 and 5.11, I investigate a number of different estimation issues. I re

estimated my models using fixed, random effects and a rare events logit. The results are 

not different between fixed and random effects models. The estimation of a fixed effec

logit is only possible for a sub-sample of the observations. Even though the fixed 

-

ts 

effects 

test wa

cratic 

the 

, 

ination on civil wars increased. 

ase 

ict -

idence - is unlike an onset not necessarily a rare event, but this test is being 

conducted to ensure that it is robust to all estimation methods. The rare events model is a 

s relatively harsher, the governance measures kept their importance. More 

importantly, two of the governance measures - expropriation and repudiation - became 

more significant. If the effect of governance measures was only dependent on cross-

section data, it might suggest that the variable was proxying some other characteristic. 

However, the fixed effects regression uses only changes in governance measures, and 

therefore reduces the scope of alternative explanations.  

In the fixed effect model, like in the original random effects logit, the bureau

quality indicators do not appear to be significantly related to civil war incidence. 

Regarding controls, the most striking changes between the random and fixed effects 

models concern GDP per capita and population. They both lost their significance in 

fixed effects. Regime type, regime type2 and political instability showed no major change

while the impact of discrim

[See Tables 5.10- 5.11 here] 

Finally, the last three columns of table 5.10 and 5.11 show the results of the rare 

events model. King and Zeng (2001) argue that the standard logit estimation techniques 

tend to underestimate the probability of rare events. In order to reduce bias and incre

accuracy I reproduce the logit analysis with a rare event correction. The event I pred

civil war inc
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further  

rea, 

e 

mber of estimation techniques, I 

can con

iation of contracts is a very 

significant predictor of civil w bust. Contrary to 

expecta

 

check on the control variables, given that the fixed effects model can only include

non-constant indicators. The results show only minor, even negligible differences 

between the standard logit results and the rare events corrected results. Just like in the 

fixed effects model, all the governance measures, except bureaucratic quality, either kept 

their significance or became more significant. The GDP per capita, mountainous a

contiguity, oil exporter, regime type, regime type2, political instability, ethnic dominanc

and discrimination variables do not show any major difference as compared to the 

original random effects logit model. The only major change is that religious 

fractionalization, which appears significant in the original model 5 and 6, became 

insignificant in the rare event logit.  After examining a nu

clude that despite some minor changes in my control variables, the governance 

indicators are fairly robust to changes in the data and estimation methods.3  

 

5.4. Summary 

In this empirical analysis I found that the quality of governance identified as level 

of corruption, rule of law, expropriation risks, and the repud

ars and the results are fairly ro

tions, bureaucratic quality is not associated with the civil war incidence.  

[see table 5.12- Summary of the results by hypothesis] 

Lastly, the hypothesized relationship between natural resources and civil wars seem to 

disappear when quality of governance is accounted for.  

 

                                                 
3 For logit models, in addition to using peace years and its three cubic splines, we also used a lagged prior 
war variable to control for temporal dependence and we find no substantial change in our findings. 
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Table 5.1 
Logistic Regression Analysis of Civil War-1  
 

Variables    

Corruption .57*** 
(.19) 

  

Rule of Law  .49**  

Bureaucratic 
Quality 

  .19 
(.21) 

(.28) (.25) (.29) 

Population .29* 
(.16) 

.27* 
(.15) 

.26* 
(.16) 

Mountainous -.01 
(.01) 

-.01 
(.01) 

-.01 
(.01) 

Noncontiguous 2.26*** 2.53*** 2.27*** 

Oil exporter .12 .24 .14 

Independent Model 1 Model 2 Model 3 

(.25) 

GDP per capita -.67** -.84 *** -.85*** 

(.67) (.71) (.61) 

(.69) (.68) (.68) 

Regime type .38** 
(.18) 

.33 
(.20) 

.34* 
(.20) 

Regime 

(.58) (.58) (.58) 

Fractionalization (.70) (.69) (.69) 

Religious 
Fractionalization 

1.67 1.58 1.60 

(.17) (.17) 
.55*** 
(.17) 

eace years -1.84*** 
(.25) 

-1.84*** 
(.26) 

-1.86*** 
(.25) 

type2 -.02** 
(.01) 

-.01 
(.01) 

-.02ª 
(.01) 

Political Instability -1.22** -1.17** -.97* 

Ethnic 

  

-.21 -.31 -.24 

(1.08) 
 

(1.02) (1.05) 

Ethnic dominance 1.28*** 
(.39) 

1.08*** 
(.42) 

1.11*** 
(.39) 

Discrimination  .46*** .48*** 

P
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Constant -.38 . 95 2.19 
(3.58) 

 1578 1578 1578 

Log Likelihood -145.72 -146.75 -150.44 

 
obust standard erro  adjusted for clu over country appear in parentheses.  

*** Significant at 1 percent, ** significant at 5 perce ignificant at 10 percent.  
The cubic spline variables are included in analysis, but not reported here. 

 this variable is at the border (0.105). 

(2.84) (2.56) 

N
  

Notes: White r rs stering 
nt, * s

a The P value of
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Table 5.2 
Logistic Regression Analysis of Civil War-2 

dependent 
Variables 

M del 4 
 

Model 5 
 

Model 6 
 

Expropriation  .31** 
(.13) 

  

governance (Index) 
 .11*** 

(.04) 

GDP per capita -.77*** 
(.25) 

-.70*** 
(.27) 

-.52* 
(.30) 

Population .33** 
(.16) 

.30** 
(.14) 

.39** 
(.16) 

Mountainous -.01 
(.01) 

-.01 
(.01) 

-.01 
(.01) 

Noncontiguous 2.36*** 
(.66) 

2.60*** 
(.69) 

2.46*** 
(.73) 

Oil exporter .21 
(.67) 

.30 
(.69) 

.03 
(.70) 

Regime type .39* 
(.20) 

.39** 
(.20) 

.36* 
(.19) 

Regime type2 -.02* 
(.01) 

-.02* 
(.01) 

-.02* 
(.01) 

Political Instability -1.05* 
(.63) 

-1.12* 
(.61) 

-1.21** 
(.61) 

Ethnic 
Fractionalization
  

-.05 
(.67) 

.01 
(.67) 

-.09 
(.71) 

Religious 
Fractionalization 

1.63 
(1.03) 

2.00* 
(1.13) 

1.89* 
(1.10) 

Ethnic dominance 1.26*** 
(.47) 

1.37*** 
(.44) 

1.33*** 
(.44) 

Discrimination  .47** 
(.18) 

.54*** 
(.17) 

.46** 
(.18) 

Peace years -1.84*** 
(.24) 

-1.82*** 
(.24) 

-1.85*** 
(.26) 

 
In o

Repudiation  .37**  
(.15) 

Quality-of-  
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-.06 -1.05 -3.90 
(3.67) 

 1540 1540 1540 

Log Likelihood -145.35 -145.81 -143.95 

 
obust standard errors justed for cluste r country appear in parentheses.  

*** Significant at 1 percent, ** significant at 5 percent ficant at 10 percent. The cubic spline 
variables are included in analysis, but not reported here.

Constant 
(2.57) (2.91) 

N
 

Notes: White r  ad ring ove
, * signi
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Constant 1.97 
(2.63) 

3. 31 
(2.37) 

 1578 1578 

Log Likelihood -148.37 -150.64 

 
obust standard erro  adjusted for clu over country appear in parentheses. *** 

Significant at 1 percent, ** significant at 5 percent, * icant at 10 percent.  The cubic spline variables 
are included in analysis, but not reported here.
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Notes: White r rs stering 
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Table 5.6 

duced Models -2 

Model 6 
 

xpropriation  .29**   

(.16) 

Quality-of-
governance (Index) 
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GDP per capita -.84*** 
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Population .33** 
(.16) 

.27** 
(.13) 

.34** 
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Noncontiguous 2.72*** 
(.68) 

2.55*** 
(.63) 

2.49*** 
(.65) 

Oil exporter    

Regime type .36* 
(.20) 

.38* 
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.36* 
(.19) 

Regime type2 -.02* 
(.01) 

-.02* 
(.01) 

-.02* 
(.01) 

Political Instability -1.02* 
(.60) 

-1.08* 
(.63) 

-1.20* 
(.63) 

Ethnic 
Fractionalization
  

   

Religious 
Fractionalization 

 2.00* 
(1.12) 

2.08* 
(1.13) 

Ethnic dominance 1.09** 
(.43) 

1.26*** 
(.39) 

1.26*** 
(.39) 

Discrimination  .37** 
(.17) 

.52*** 
(.16) 

.44*** 
(.17) 

Peace years -1.81*** 
(.22) 

-1.83*** 
(.24) 

-1.86*** 
(.25) 

Re
 
Independent 
Variables 

Model 4 
 

Model 5 
 

E
(.13) 

Repudiation  .36**  

 218



 219

onstant 1.51 
(2.54) 

-1.07 
(2.65) 

-3.33 
(3.15) 

1540 
 

1540 1540 
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Notes: White robust standard erro sted for clustering over country appear in parentheses.  
t at 1 percent, ** si nificant at 5 per gnificant at  percent. The cubic spline 

ncluded in analysis, b t not reported here. 
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Table 5.8 
Logistic Regression Analysis of Internal Armed Conflict-1  
 
Independent 
Variables 

Model 2 
 

Model 3 
 

Corruption .18b   

Rule of Law .31** 
(.13) 

 

Bureaucratic 
Quality 

  .23* 
(.12) 

GDP per capi -.39** 
(.20) 

36* 
20) 

Population .11 
(.11) 

.13 
(.11) 

.14 
(.11) 

Mountaino -.004 
(.01) 

003 
01) 

Noncontigu
(.50) 

1.05** 
(.51) 

** 
(.49) 

Oil expo .39 
(.34) 35) 

Regime
(.11) 

.24** 
(.11) 

6** 
(.11) 

Reg -.01** 
(.01) 

1** 
01) 

Poli -.66* 
(.38) 

64* 
38) 

Ethnic 
F
 

.20 
(.53

.25 
56) 

R
F

.63
(.69 67) 

Ethnic dominance *** .86*** 
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Constant .87 -. 30 -.54 

 1578 1578 1578 

Log Likelihood -277.42 -274.78 -276.95 

 
obust standard erro  adjusted for clu over country appear in parentheses.  

*** Significant at 1 percent, ** significant at 5 perce ignificant at 10 percent.  
The cubic spline variables are included in analysis, but not reported here. b  p< 0.107 
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Table 5.9 
Logistic Regression Analysis of Internal Armed Conflict-2 

dependent 
Variables 

Model 4 
 

Model 5 
 

Model 6 
 

Expropriation  .19*** 
(.07) 

  

uality-of-
overnance (Index) 

  .06*** 
(.02) 

DP per capita -.39* 
(.20) 

-.30 
(.20) 

-.24 
(.20) 

opulation .15 
(.11) 

.16 
(.10) 

.17** 
(.11) 

ountainous -.001 
(.01) 

-.001 
(.01) 

-.002 
(.01) 

oncontiguous 1.11** 
(.51) 

1.13** 
(.53) 

1.10** 
(.52) 

il exporter .35 
(.36) 

.34 
(.35) 

.25 
(.35) 

egime type .28** 
(.12) 

.28** 
(.12) 

.27** 
(.11) 

egime type2 -.01** 
(.01) 

-.01** 
(.01) 

-.01** 
(.01) 

olitical Instability -.62 
(.39) 

-.61 
(.38) 

-.71* 
(.39) 

thnic 
ractionalization

 

.31 
(.55) 

.28 
(.53) 

.33 
(.54) 

eligious 
ractionalization 

.56 
(.67) 

.63 
(.59) 

.74 
(.67) 

thnic dominance .93*** 
(.29) 

.93*** 
(.27) 

.95*** 
(.29) 

iscrimination  .30** 
(.12) 

.32*** 
(.12) 

.30** 
(.12) 

eace years -2.07*** 
(.30) 

-2.07*** 
(.29) 

-2.06*** 
(.30) 

 
In

Repudiation  .22***  

Q
g

G

P

M

N

O

R

R

P

E
F
 
R
F

E

D

P

 224



Constant -.35 -1.37 -2.42 

 1540 1540 1540 

Log Likelihood -272.97 -272.96 -272.19 

 
obust standard errors djusted for clust er country appe r in parentheses.  

*** Significant at 1 percent, ** significant at 5 percent, * significant at 10 percent. The cubic spline 
variables are included in analysis, but not reported here. 
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Table 5. 10 
Robustness Checks-1  

dependent 
Variables 

Fixed 
effects 

Fixed 
effects 

Fixed 
effects 

Rare 
Events 
L

 

Rare 
Events 
Logit 

Rare 
Events 
Logit 

del 1 Model 2 Model 3 Model 1 Model 2 Model 3 
 

(.16) 

ule of Law  .82** 
(.36) 

  .47*** 
(.18) 

 

ureaucratic 
uality 

  .22 
(.48) 

  .18 
(.17) 

DP per capita -1.42 
(2.49) 

-.09 
(2.04) 

-.64 
(2.02) 

-.62** 
(.31) 

 

-.79** 
(.32) 

-.80** 
(.31) 

opulation 6.34* 
(3.89) 

2.60 
(3.46) 

-.56 
(3.31) 

.27* 
(.17) 

 

.25 
(.15) 

.24 
(.17) 

ountainous    -.01 
(.01) 

-.005 
(.01) 

-.01 
(.01) 

oncontiguous    2.11*** 
(.72) 

2.38*** 
(.73) 

2.11*** 
(.63) 

 
il exporter    .12       

(.64) 
.24 

(.65) 
.14 

(.68) 
 
 

egime type .77** 
(.36) 

.59* 
(.31) 

.64** 
(.30) 

.36*** 
(.14) 

.31** 
(.15) 

.32** 
(.15) 

egime type2 -.03* 
(.02) 

-.03* 
(.02) 

-.03* 
(.01) 

-.02** 
(.01) 

-.01* 
(.01) 

-.01** 
(.01) 

 
olitical Instability -2.06*** 

(.78) 
-1.45** 

(.64) 
-1.34** 

(.63) 
-1.15** 

(.46) 
-1.11** 

(.47) 
-.92** 
(.44) 

 
thnic 
ractionalization

 

   -.22 
(.82) 

-.32 
(.76) 

-.26 
(.75) 

eligious 
ractionalization 

   1.60 
(.1.24) 

1.51 
(1.17) 

1.57 
(1.18) 

thnic dominance    1.22*** 
(.42) 

1.04** 
(.42) 

1.06*** 
(.40) 

iscrimination  3.44*** 
(.88) 

3.09*** 
(.83) 

3.01*** 
(.81) 

.43** 
(.17) 

.44*** 
(.17) 

.51*** 
(.16) 

 
 
In

ogit 

 Mo
     

Corruption 2 .42*** 
(.68) 

  .54***   

R

B
Q

G

P

M

N

O

R

R

P

E
F
 
R
F

E

D
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Peace years -2.16*** 
) 

-2.02*** 
(.40) 

-2.15*** 
(.41) 

-1.70*** 
(.27) 

-1.70*** 
(.29) 

-1.72*** 
(.28) 

 369 369 369 1578 1578 1578 

Log Likelihood -46.67 -53.12 -55.76 

Notes: White robust standard errors adjusted or clustering r country appear in parentheses.  
nt at 1 perce ficant at  percent, * si nificant at ent.  

The cubic spline variables are included in analysis, but not reported her
 

 
 

 
 

 

 

 

 
 

 

 

 

 

 

 

(.45

N
 

   

 
 f ove

*** Significa nt, ** signi  5 g  10 perc
e. 
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Table 5. 11 
Robustness Checks-2  

dependent 
Variables 

Fixed 
effects 

Fixed 
effects 

Fixed 
effects 

Rare 
Events 
Logit 

Rare 
Events 
Logit 

Rare 
Events 
Logit 

 
del 4 Model 5 Model 6 Model 4 Model 5 Model 6 

 

) 
 

  

epudiation  .68*** 
(.26) 

  .35*** 
(.10) 

 

uality-of-
overnance (Index) 

  .27*** 
(.08) 

  1.00*** 
(.03) 

DP per capita .25 
(2.08) 

.10        
(2.06) 

.32 
(2.14) 

-.73** 
(.29) 

-.66** 
(.32) 

-.49 
(.34) 

opulation 5.94 
(3.81) 

3.40 
(3.53) 

8.72** 
(4.24) 

.31* 
(.16) 

.28* 
(.16) 

.37** 
(.17) 

ountainous    -.01 
(.01) 

-.01 
(.01) 

.01 
(.01) 

oncontiguous    2.21*** 
(.67) 

2.44*** 
(.67) 

2.30*** 
(.74) 

il exporter    .21 
(.59) 

.30 
(.62) 

.04 
(.63) 

egime type .55** 
(.29) 

.59* 
(.30) 

.50 
(.31) 

 

.37** 
(.15) 

.37** 
(.15) 

.34** 
(.15) 

egime type2 -.02* 

(.01) 
-.03* 
(.02) 

-.02 
(.02) 

-.02** 
(.01) 

-.02** 
(.01) 

-.01** 
(.01) 

olitical Instability -1.13* 
(.63) 

-1.42** 
(.64) 

-1.45** 
(.66) 

-1.00** 
(.46) 

-1.06** 
(.45) 

-1.14** 
(.46) 

thnic 
ractionalization

 

   -.07 
(.75) 

.01 
(.75) 

 

.06 
(.78) 

eligious 
ractionalization 

   1.56 
(1.15) 

1.94 
(1.20) 

1.80 
(1.21) 

thnic dominance    1.20*** 
(.46) 

1.31*** 
(.44) 

1.26*** 
(.44) 

iscrimination  3.20*** 
(.87) 

3.07*** 
(.84) 

3.18*** 
(.86) 

.44** 
(.17) 

.51*** 
(.17) 

.43** 
(.17) 

 
 
In

 Mo
     

Expropriation  .60***   .29*** 
(.20) (.09

R

Q
g

G

P

M

N

O

R

R

P

E
F
 
R
F

E

D
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Peace years -1.93*** 
) 

-1.94*** 
(.38) 

-1.96*** 
(.40) 

-1.70*** 
(.28) 

-1.68*** 
(.29) 

1.71*** 
(.29) 

 369 369 369 1540 1540 1540 

Log Likelihood -50.67 -51.93 -48.55 

Notes: White robust standard errors adjusted or clustering r country appear in parentheses.  
rcent ificant at  percent, * si nificant at ent.  

The cubic spline variables are included in analysis, but not reported her
 

 
 

 

 

 

 

 

 

 

 

 
 

(.39

N
  

   

 
 f ove

*** Significant at 1 pe , ** sign  5 g  10 perc
e. 
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Table 5.12   
Summary of the Results by H

Hypotheses Supported (S)  
Suppo ed (NS)

Partially Supported (PS) 
 H1 (Corruption) S 

 H4 (Repudiation) S 
 H5 (Expropriation) S 
 H6 (Quality of Governance) S 

ypothesis 
 
 

Not rt  

1
2 H2 S (Rule of Law)
3 H3 (Bureaucratic Quality) NS 
4
5
6
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6. Conclusions 

In this section I will summarize the find ontribution of 

 r h for civil war studies. I will also highlight som  this 

dy ions for future research in the field.   

ion is an attempt to answer the following questions: Why are some 

n me cases multiple times; while others never 

 What are the factors that increase a country’s likelihood of 

experiencing a civil war? Do large scale civil conflicts emerge because of the grievances 

of the populace, or as a result of rational calculations and opportunities, or some 

combination of both?  I have attempted to uncover the factors that best account for civil 

war incidences. In order to achieve this goal, I reviewed the literature and existing 

theoretical models of civil wars. In light of their insights I offered a comprehensive 

model of civil wars and tested it with time series-cross-national data. I also brought an 

important but neglected aspect of state capacity- namely ‘quality of governance’ - back to 

the civil war literature and tested empirically its contribution in predicting civil wars with 

the best data available to date.  

As mentioned in the introduction, understanding the factors that shape intrastate 

wars and identifying the risk factors are essential in order for taking necessary measures 

for preventing and/or resolving existing civil wars. With this goal in mind, I conducted 

two sets of analyses.  

In the first part of the analysis I tried to evaluate the contributions of various 

theories of political violence to determine which of the grievance and opportunity factors 

 
 
 

ings and elaborate on the c

my esearc e of the itations of lim

stu  and its implicat

This dissertat

cou tries afflicted by civil wars, in so

experience one at all?
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make countries more prone to civil wars.  It was assumed for a long time that people 

ngage in violent collective action against the state either as a direct result of their sense 

f injus

ption that these 

results will be inform

r 

re, 

udley and Miller 1998:81). Advocates of 

opportunity/mobilization

do not hypothesize a direct association between grievance 

inducing factors and civil wars. Rather they

e

o tice or deprivation or because of the availability of opportunity structures and 

rational cost-benefit calculations. Even though my analyses were conducted at the level 

of the state and included only state level variables, I made the assum

ative about the actions of the individuals participating in the 

insurgency since they form the rebel groups. Despite the limitations imposed by the data 

(or more accurately the lack of data), this has been the dominant approach in civil wa

studies for quite long time. My theoretical discussion was based primarily on two major 

theoretical frameworks: relative deprivation theory and opportunity/mobilization theory.  

The proponents of relative deprivation theory argue that deprivation - originating 

from factors like inequality, discrimination, ethnic and religious divisions, repression - 

leads to the generation of grievances and results in domestic political violence. Therefo

they expect a direct association between the above mentioned grievance factors and the 

incidence of civil wars. On the other hand, following Olson’s rational choice perspective, 

opportunity and mobilization theories predict that “deprivation and discrimination by 

themselves do not lead to rebellion” (D

 theory claim that an individual’s course of action is the result of 

the ratio of benefits to costs, and without selective incentives groups will remain latent 

and will not be able to achieve their objectives (Lichbach 1994, 1995, 1995; Moore 

1995). Therefore, they 

 emphasize the importance of factors that 
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affect the mobilization and organization of the rebellion and their linkage to civil war 

occurrence.  

In the second part of the dissertation, I specifically examined whether or not 

quality of governance adds any additional leverage to our ability to predict civil war 

incidences. I utilized five proxies: rule of law, corruption, bureaucratic quality, risk o

expropriation, and repudiation, in order to account for quality of governance and ar

that low quality of governance will lead to the civil war incidence since it leads not only 

to the accumulation of grievances  but also to creation of opportunities for the emergenc

of civil wars. 

Taken together the findings of this dissertation indicate that would-be rebels need 

f 

gued 

e 

a motiv

tity 

t 

he 

motives of the rebels and the opportunities available, they will not act together unless 

ation that will unify them and strengthen their identity. The grievances against the 

existing state of affairs due to repression, discrimination or ethnic dominance will 

generate willingness on the part of potential rebels to engage in anti-government 

activities. Therefore, these grievances form the backbone of insurgency movements. 

However, individuals need incentives and opportunities in order to be able to mobilize 

and sustain their fight against the government (Regan and Norton 2005).  

The realization of the goals of the rebels may be eased by factors like the 

separation of territory from the center of the power. Similarly, when there is a large pool 

of potential rebels to recruit from, and to provide financial support to the rebel 

movement, then the mobilization process will be much easier. Lastly, a common iden

is crucial for group formation. Civil wars or rebellions are large scale activities tha

require the mobilization of a large group of people to fight for a cause. Regardless of t
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they are able to see themselves in the same camp and unified by some common identit

(Lujala et al. 

y 

2005). 

on 

ly 

 satisfied in the empirical testing, some other factors of discontent (i.e. 

repress

des 

0] 

m 

ely 

dary. 

ch 

 To account for the extent of resentment in the society, I accounted for the 

objective conditions that are believed to determine the level of frustration or satisfacti

of the people. As expected, the levels of collective violent behavior seem to vary direct

with some (not all) of the objective conditions that generate popular discontent.  While 

the expectation of a high correlation between some objective indicators of deprivation 

(i.e.. gender inequality, income inequality, and religious discrimination) and collective 

violence is not

ion, discrimination, and ethnic dominance) appeared to be highly significant 

predictors of civil wars. Furthermore, my results indicated that there is a direct link 

between opportunity factors and civil war. It appears that relative deprivation provi

the psychological impetus (‘fuel of revolutionary fire’ in Moore and Jagger’s [199

terms) for collective action, but in order for aggravation to transform into violent 

collective action certain macro level conditions and opportunities (e.g. being distant fro

the state center, recruitment, money, leadership etc.) are also needed.  

My results also show that neither theory is capable of providing a complet

satisfactory explanation of the emergence of large scale political violence. Each theory 

emphasizes certain aspects on the road to violence and treats all others as secon

While relative deprivation cannot explain the mobilization process, opportunity theory 

does not account for why people choose to participate in the collective action. It is 

reasonable to assume that some level of political grievance and the potential for unrest 

exists in all societies. However, this unrest or frustration does not always lead to, or rea
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the level of, political violence or more specifically, civil war. “Not until substantial 

pressures for economic and political changes have risen to a threshold level is such latent 

unrest q cal 

e and 

) 

rceived 

ost-benefit 

analysi ries 

                                                

ualitatively transformed into manifest political unrest in the forms of politi

demonstrations and civil obedience” (Parvin 1973: 271). This is where opportunity 

structure, political context and the relative capabilities of rebels versus the state enter into 

equation. 

In other words, grievances can be an important source of frustration and 

motivation but the mobilization of rebel groups depends on the opportunities that are 

available to the frustrated populace. I perceive motivations as an essential part of 

domestic political violence and civil wars; however for a civil war to take place the 

aggrieved populace require opportunities and need to believe that violence is a viabl

effective option (McAdam 1982).1 I argue that rebel groups can be deprived but at the 

same time they can be rational and opportunity takers as Lindstrom and Moore (1995

suggest. In this perspective hostile groups engaging in political violence are not pe

as less rational than others who do not partake of violence. Being frustrated or, angry 

does not automatically make people irrational; they can still make the c

s and decide whether violence is a proper response (White 1980). The two theo

are often viewed as rival or competing explanations for civil wars, but both relative 

deprivation (grievance) and opportunity (mobilization) have made significant 

contributions to our understanding of the dynamics of civil war and appear to be 

complementing one another in my study. 

Most studies in the literature favor one line of argument (either resource 

mobilization/opportunity or relative deprivation/grievance) and most efforts have been to 
 

1  For similar approaches see Muller (1985), Eisinger (1973), and White (1989). 
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determine which approach has greater explanatory power in predicting domestic pol

violence and civil strife (e.g. Lichbach 1989, 1995; Muller and Weede 1990, 1994; 

Collier and Hoeffler 2004; Fearon and Laitin 2003). In order to account for the comple

relationships behind the emergence of civil strife it is essential to develop a more ge

theory of political conflict, which combines the psychological aspects of the relative 

deprivation

itical 

x 

neral 

 argument with the structural and organizational approach of mobilization 

theory. mong 

c 

en the 

es, 

 

erage to 

nding 

d provide a theoretical model and empirical 

test of t  that 

 There is growing evidence in the literature, however, that “relationships a

grievances, mobilization and opportunities are interactive in determining” the domesti

violent activity (Saxton 2005: 107). We need to understand the interaction “betwe

environment, understood in terms of the notion of a structure of political opportuniti

and political behavior” (Esisinger 1973: 12) by synthesizing the relative deprivation and 

mobilization/opportunity theories (Snyder 1978; Korpi 1974; Moore and Jaggers 1990;

Gurr 1993b, 2000; Ferree and Miller 1985; Law and Walsh 1983). Isolating grievance 

motivations from opportunity factors does not appear to be the best strategy in explaining 

the complex dynamics behind civil wars, from either a theoretical or empirical 

perspective.  

Unlike the first part of the data analysis, in the second part my focus was 

narrower: I examined one aspect of state capacity that has been long neglected. I 

examined whether or not the quality of governance provides any additional lev

our ability to predict civil war incidences. I tried to go beyond the simple understa

of the state based on its coercive power an

he role of quality of governance in preventing civil war incidences. Given

hitherto no one has performed a systematic and thorough analysis of quality of 
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governance, this analysis fills an important gap in the civil war literature. I found that 

‘quality of governance’ identified as level of corruption, rule of law, expropriation r

and the repudiation of contracts is a significant predictor of civil wars. Based on the 

results of the empirical test conducted with Fearon and Laitin’s (2003) data, bureaucratic 

quality does not appear to have a systematic relationship with civil war incidences. 

Bureaucratic quality seems to be very sensitive to the data and operationalization. I 

argued that the governance of a state matters just as much as its financial and military 

capabilities when it comes to keeping citizens relatively satisfied and loyal to the state. 

State capacity and governance are issues that are under-theorized in the civil war 

literature, and this line of inquiry should be encouraged given that it can be beneficial no

only to the academic community but also to policy makers.  

Overall my findings can be summarized very briefly as follows: There is a 

complex mechanism behind the domestic violence. A non-contiguous, ethnically 

dominant, populous, repressive, discriminatory, and economically less developed country 

has a good chance of experiencing a civil war incidence. While discrimination, 

repression, an

isks, 

t 

d the domination by an ethnic majority will lead to the generation of 

grievan t of 

s will 

ces among minorities, the large size of the labor pool, low opportunity cos

rebellion, distance away from the state center and deleterious economic condition

provide the opportunities for people to engage in civil wars. In addition, countries with 

good quality of governance are more likely to avoid civil wars than the ones with low 

quality of governance. 
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6.1. Limitations of the Study, Implications and Future studies 

The conclusions of this dissertation are far from pessimistic about the emerging 

literature on the determinants of civil wars. Scholars who participated in this debate o

important theoretical and empirical insights about why civil wars occur in some countries 

but not in others. However, it is important to be aware of the fact that drawing reliab

conclusions on this issue is challenging for any researcher due to various reasons.  

First of all scholars’ ability to test theoretical models is significantly limited du

to data availability. As mentioned in the research design chapter, conflicts are commonl

defined according to battle related deaths. In other words the level of violence is th

important defining characteristics of internal conflicts. For example civil wars, commonly 

defined as internal conflicts with more than 1,000 battle-relat

ffer 

le 

e 

y 

e most 

ed deaths, while ‘minor 

armed c ivil 

ber of 

set and 

d 

equality is not sufficient to account for the variance in potential 

conflict (Moore et al. 1996). Therefore, we need better indicators measuring economic 

inequality to be able to offer more convincing evidence.  

onflicts’ are the ones with more than 25 battle related deaths. However, in c

wars civilians constitute the majority of the fatalities and the exact data on the num

fatalities is very difficult to obtain (Collier and Hoeffler 2001; Cairns 1997; Herbst 2001). 

Given the importance of the number of fatalities for our conceptualization, data 

results, it is essential to be aware of the limitations and problems in the data sets an

coding process.  

Similar problem exists in the measurement of economic inequality.  Not only 

there are many countries (especially less developed ones) with either no data or very 

limited data points, but also the quality of the data is questionable. Besides this, the 

variance in economic in
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Another data problem is about the discrimination (political, economic and 

cultura  

religiou

ns 

l indicators of relative deprivation and subjective estimators of 

inequal kes 

am 

                                                

l) indicators. These variables are available in the (group based) MAR data set but

the cross sectional data coverage is limited to the 1980s and 1990s. Similarly, Fox’s 

coding of religious discrimination is only available for the 1990s.  Given the importance 

of discrimination for the relative deprivation theory we need to continue our efforts to 

collect better data that accounts for the various dimensions of inequality (including 

s, cultural, political, economic, gender and racial). 

Other important data related issues are the selection of the unit of analysis and the 

use of objective versus subjective data. “Movements may occur in broad macro context, 

but their actual development clearly depends on a series of more specific dynamic 

operating at the micro level” (McAdam 1988:127). While objective socioeconomic 

conditions and aggregate measures can give us some idea about the society, they have 

limited power in accounting for individual’s beliefs, perceptions and their psychological 

states. Therefore, especially in order to test the utility of relative deprivation theory for 

which the individual-level psychological interpretations of reality carry a great deal of 

importance, we need to develop a model that encompasses not only objective conditio

but also perceptua

ity at the individual level.2 The difficulty of obtaining individual level data ma

this theory resilient to empirical testing. Recall that just like others, given the data 

limitations, I chose to use objective indicators (Ellina and Moore 1990). However, I 

fully aware of the fact that widening our perspective and conducting individual-level 

 
2 Sigelman and Simpson (1977) make the same suggestion. 
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investig

s of 

ill 

is 

including individuals as the 

unit of 

 and 

 data 

nd 

exploring the interactive dynamics (like testing the effect of repression and grievances in 

                                                

ations (like Inglehart [1997])3 will allow us to account for the differences 

between states, communal groups, and also individuals. As Rule (1998) points out, 

deprivation is about perceptions, expectations, evaluations, and temporal comparison

individuals and it is fundamentally socio-psychological. Assuming that the mental 

process of various groups -like ethnic, racial, or religious- are the same and that they w

react to inequality or discontent in the same way will seriously limit our studies (Dav

1969; Dudley and Miller 1998: 74; Rule 1988). Therefore, 

analysis through surveys and measuring deprivation directly will increase our 

ability to assess their levels of deprivation and its contribution to predicting civil wars.  

Furthermore, even when the data of some sort is available, different proxies

operationalizations are used to measure and test concepts. When the difference in the

coverage is added to this, it becomes very challenging to make robust, far reaching 

generalizations and conclusions with regard to the determinants of civil wars. However, 

the existence of different measurements, operationalizations, fragile measures, and 

contradictory and weak results should encourage, rather than discourage, researchers. 

Keeping in mind that there might be various theoretical mechanisms at work and that the 

underlying processes of civil wars are complex, we need to continue developing a

sharpening our ideas and theoretical mechanisms and testing them with the best available 

data (Hafber-Burton 2005). 

My study demonstrates the existence of direct unidirectional linkages between 

motivations, opportunities, and the emergence of civil wars, but it is incapable of 

 
3 One of his purposes in this book is to use the World Values Survey to investigate the inclination of people 
to support and join protest movements. He finds that the change in people’s values and behaviors is due to 
economic development and modernization. 
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activating mobilization and all of their collective impact on the emergence of dome

civil strife) and causal mechanism underlying the observed patterns. For example, b

on empirical evidence we are almost sure that poverty and economic decline increase the 

risk of civil war. The significant coefficient of GDP per capita is useful in linking 

economic development to civil war; however, we do not really know how this happens 

exactly. Does poverty increase the risk of civil war because it significantly increases the

grievances of disadvantaged or excluded groups in the society or is it because poverty 

decreases the opportunity cost of civil war for the potential rebels as Collier postulated

(Ballantine 2003). Similarly, we are far from achieving an understanding of the causal 

stic 

ased 

 

? 

mechan

 

 us  

e 

 

t 

 are 

                                                

isms behind negative sanctions and domestic violence. How does it affect the 

emergence of large scale collective violence? Through comparative case studies, process 

tracing, and multidirectional models, it might be possible to understand not only the

particular causal mechanisms behind civil wars but also the interaction between various 

variables. “The empirical literature on political violence is sufficiently rich to enable

to begin to do case-specific time-series analyses, and test whether the results which hav

begun to converge in the cross-national studies help us explain the patterns of political 

violence in specific case contexts” (Ellina and Moore 1990: 275). This line of inquiry

will definitely be useful in understanding existing wars and also in preventing future 

conflicts.4  

In addition given the limited temporal domain, it is essential to be cautious abou

the generalizability of the findings in the dissertation. I believe that my arguments

grounded in a strong theoretical foundation. However, like all theories, it needs to be 

 
4 For example Lindstrom and Moore (1995); Gurr and Moore (1997), Moore and Gurr (1998), and Saxton 
(2005) utilize multicausal, Gurr (1993a, 1993b, 2000), and Moore and Gurr (1998) utilize unicausal 
approaches. 
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tested using the best data available. Currently, there are no additional data on governanc

available that includes more countries and covers a longer time span. Future studies may 

extend this analysis by increasing its domain, and by incorporating better measures. 

Last, but certainly not least, even though the underlying principles of demo

assume accountability, openness, transparency and equality, equal access to political 

process, and the fair application of laws, democracies are by no means immune to 

violence, corruption, or violations of the rule of law. Not all democracies provide the 

same levels of freedoms and participation. While Bolivia “performs remarkably well as 

far as elections and political rights are concerned” and “essential freedoms are respected

to a quite satisfactory degree”, its Transparency International score is low indicating h

levels of corruption (Hadenius and Teorell 205: 87-106). Even though democracy “favors 

good governance” (Plattner 2004: 108); “many democracies fall short of many 

autocracies in the provision of public services or the protection of human and economic 

rights” (Keefer 2005: 2). Therefore, democratization should be encouraged, but it is 

important to keep in mind that is not a sufficient condition for preventing social conflicts. 

Along similar lines, Brown (2001: 8) and Reynal-Querol (2002a, b) argue that th

prospects for conflict in a country is influenced by not only the type of the regime but 

also the stability, fairness, and inclusiveness of its political system. Even in democrati

regimes the 

e 

cracy 

 

igh 

  

e 

c 

existence of inadequately represented groups can cause resentment and bring 

the sys

 

tem’s legitimacy under scrutiny (Harff and Gurr 2004). Responsive and more 

highly inclusive systems such as proportional systems are found to be less conducive to

civil unrest (Cohen 1997; Saideman et al. 2002; Reynal-Querol 2005; Powell 1982). 

Political institutions “lay out who is eligible to make decisions in some arena, what 
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actions are allowed or constrained, what aggregation rules will be used, what procedures 

must be followed, what information must or must not be provided, and what payoffs will 

be assigned to individuals dependent on their actions” (Ostrom 1990: 51). Therefore, 

institut

ill 

system 

 

 

eynol-

of civil

cs 

o 

ions including the electoral system, voting thresholds, related choices with regard 

to the aggregation of votes, representation of minority interests, checks and balances w

have strong influence on the way citizens and various groups perceive the existing 

(credible, legitimate etc.) and their preference in choosing the appropriate channels for

the resolution of their grievances. As Lijphart (1977, 2004) and Horowitz (1985) indicate

the purpose of institutional design is to minimize power competition between groups and 

facilitate political reconciliation, elite bargaining, and moderation. Therefore there 

appears to be a direct link between institutions and civil war incidence, but “empirical 

work on the importance of political system in explaining civil wars is scarce” (R

Querol 2002: 36). The effects of institutions on civil war will be the focus of my post-

dissertation research agenda.  

Lastly, this research is exclusively about the violent domestic conflict in the form 

 wars. It is well known that the mechanisms behind protest (non-violent) and civil 

strife (violent) are different (e.g. Regan and Norton 2005). Therefore, the basic dynami

that are found to affect the likelihood of violence are not expected to affect non-violent 

domestic conflict in a similar fashion. Understanding the causes of violence can be useful 

for leaders so that they can try to prevent the emergence of conditions that are likely t

result in violent collective action.  
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In sum, my research shows that despite all the impressive research that has been 

carried out, there remains an obvious need in the literature for rigorous studies that link 

various individual and aggregate conditions to the emergence of civil wars.  

 

 
By definition, civil wars are extreme forms of political violence. They are a 

complex amalgam of motivations, interests, and opportunities. Therefore, finding an 

effective strategy and “the right mix and balance of policy responses remains an abiding 

challenge for those who seek the resolution and prevention of armed violence” 

(Ballentine 2003: 280). Finding the causes of civil wars will be an important step in 

preventing these destructive conflicts from occurring or in controlling its scope after it 

emerges.  

My empirical analysis leads me to argue that the best strategy to reduce the risk of 

civil wars is a multifaceted one. In other words, it should be b

6.2. Policy Implications 

ased on multiple pillars: 

econom

 implies a significant decrease in the 

supply of potential rebels. Even though scholars fail to agree on a common set of factors 

and causal model, there is consensus on the importance of economic development.  

ic development, alleviation of real or perceived grievances, and political 

liberalization.  

Given the importance of economic conditions and poverty on the incidence of 

civil war, policy makers should focus on devising ways to stimulate economic 

development and reduce poverty so as to prevent conflicts from occurring. As economic 

conditions improve in a country, the state gets stronger and the opportunity cost of 

rebellion becomes correspondingly higher. This
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Similarly, repression, discrimination and ethnic dominance are all significant in 

affecting the likelihood of civil wars. When some group feels discriminated or oppressed

by the majority, their grievances will accumulate and they will be more likely

 

 to rebel. 

herefore, governments should guarantee political equality to their citizens, refrain from 

ppressive acts, and treat all citizens with respect and fairness. Murshed (2005: 14) 

states that “post war allocations need to

rvice. The existence of official legitimate institutions can accommodate the 

demands of

rtation ends with an old and familiar refrain. There remains much to be 

done to prevent future conflicts

T

su

 be envy-free in order them to endure”. 

Also donor countries and international financial organizations should base their 

aid and loans on the condition that political reforms- ensuring political equality, effective 

government and ‘good governance’- are undertaken in order to avoid fueling civil 

conflicts in needy recipient countries. Specific steps should be taken to reduce corruption, 

improve fiscal accountability and implement merit-based recruitment and promotion in 

the civil se

 diverse publics, promote the interests of minorities, channel more extreme 

forms of dissent into peaceful mechanisms, confer legitimacy on the government and its 

actions, improve the human rights situation, and limit the extent of political repression. 

This disse

 and I am fully aware that broaching solutions is much 

easier than attempting to implement solutions under real world crisis conditions. 

Preventing future conflicts will definitely continue to be a real challenge for policy 

makers.
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