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ABSTRACT

An object detection system finds objects from an image or video sequence of the real world. The good performance of object detection has been largely driven by the development of well-established robust feature sets. By using conventional color images as input, researchers have achieved major success. Recent dramatic advances in depth imaging technology triggered significant attention to revisit object detection problems using depth images as input.

Using depth information, we propose a feature, Histogram of Oriented Curvature (HOC), designed specifically to capture local surface shape for object detection with depth sensor. We form the HOC feature as a concatenation of the local histograms of Gaussian curvature and mean curvature. The linear Support Vector Machine (SVM) is employed for the object detection task in this work. We evaluate our proposed HOC feature on two widely used datasets and compare the results with other well-known object detection methods applied on both RGB images and depth images. Our experimental results show that the proposed HOC feature generally outperform the HOG and HOGD features in object detection task, and can achieve similar or higher results compared with the state-of-the-art depth descriptor HONV on some object categories.
Chapter 1

Introduction

An object detection system finds objects from an image or video sequence of the real world. While humans perform object detection effortlessly and instantaneously, algorithmic description of this task for implementation on computers has been very difficult.

The good performance of object detection has been largely driven by the development of well established robust feature sets. By using conventional color images as input, researchers have achieved significant success. And compared with color images, depth maps have their certain advantages. For one, depth maps reflect pure geometry and shape cues, which can be more discriminative than color and texture under many circumstances when it comes to the task of object recognition. Moreover, depth images are insensitive to changes in lighting conditions, which can provide us with more robust feature sets.

Although depth sensors have been available for many decades, their applications have been limited due to the high cost and complexity of operation. However, recent dramatic advances in depth imaging technology has reduced the cost of a depth sensor to a consumer price point with the launch of the Kinect [1, 2], triggered significant attention to revisit object detection and activity recognition problems using depth
images as input instead of color images. Recent works [3, 4, 5, 6, 7, 8, 9, 10] have achieved significant improvement.

Since the depth image can be considered as a gray level intensity image, traditional computer vision algorithms can be applied on the depth image. However, we won’t attain optimal results due to the waste of full advantages of depth information. That’s why we need to develop algorithms exclusively designed for depth images to achieve better results.

We propose a feature, Histogram of Oriented Curvature (HOC), designed specifically to capture local 3D geometric characteristics for object detection with depth sensor. We aim to recognize the object category by discriminate the surface of an object using surface curvature. From the 3D coordinate of a surface point \((x, y, h(x, y))\), where \(h(x, y)\) is the depth value acquired by the depth sensor, we can describe the surface shape by using Gaussian curvature and mean curvature. We form the HOC feature as a concatenation of the local histograms of Gaussian curvature and mean curvature.

The linear Support Vector Machine (SVM) is employed for the object detection task in this work. We use the SVM light [11,12] package for all the experiments.

We evaluate our proposed HOC feature on two widely used datasets: RGB-D Object Dataset [3] and NYU-Depth Dataset V2 [13]. For the RGB-D Object Dataset, we compare our results on 6 object categories with 3 other methods: HOG which is applied on RGB images, HOGD which is HOG being applied on depth images and HONV. Overall, our algorithm achieve better results than HOG and HOGD, while not
as good as HONV. For the NYU-Depth Dataset, we compare our results on 5 object categories with the results of HONV, and the two feature sets achieve similar results.

The remainder of this thesis is organized as follows. Chapter 2 discusses some previous related work. Chapter 3 introduces the HOC feature for object detection. Chapter 4 shows our experimental results and analysis. Summary of this work is given in Chapter 5.
Chapter 2

Related Work

There are extensive work for object detection, some of which are significant for general object detection problems mainly focused on intensity images. The SIFT feature [14] has been one of the most popular features for object detection and image retrieval problems due to its scale invariant property. The local gradient based feature HOG [15], has been extensively applied among computer vision tasks and achieved great performance. Local texture based features such as Local Binary Pattern (LBP) is also widely used as complementary information to gradients [16, 17].

The emergence of the Kinect sensor has provided researchers opportunities to pursue new algorithms applied on depth images. Some of the approaches adapt the existing techniques previously applied on intensity images, or combine the RGB and depth information to improve the performance. There are also some new techniques proposed in recent work which designed specifically for depth images. Bo et al. [7] develop a set of kernel features on depth images that model size, 3D shape, and depth edges in a unified framework, which has been demonstrated to have much better performance than spin images [18]. The Relational Depth Similarity Features (RDSF) [5] calculates features derived from a similarity of depth histograms that represents the relationship between two local regions using the Bhattacharyya distance [19]. Lai et al. [9] tried to address the joint object category and instance recognition problem in
the context of RGB-D (depth) cameras using instance distance learning. Jamie et al. [4] proposed a real-time pose recognition method using the Kinect. Cai et al. [20] proposed a regularized maximum likelihood deformable model algorithm for 3D face tracking. There is also some work on 3D modeling in indoor environments [21, 22, 23] which takes advantage of the depth information. Xia et al. [6] proposed a model based approach which detects humans using a 2-D head contour model and a 3-D head surface model.

A large-scale 3D object dataset, the RGB-D Object Dataset, was announced as a benchmark dataset [3] for algorithms based on depth information. It has been used to evaluate recent approaches such as Depth Kernel Descriptors (DKD) [7], Hierarchical Kernel Descriptors (HKDES) [8] and Instance Distance Learning (IDL) [9].

Another 3D object dataset, the NYU-Depth Dataset V2 [13] was recently contributed. It has been main used for pixel wise scene segmentation. For object detection, Wang et al. [24] achieved very good results by implementing a structured Hough voting method for detecting objects with heavy occlusion in indoor environments.

Local tangent has been studied for object recognition. Yu and Zhang [25] extends the Local Coordinate Coding (LCC, [26]) algorithm by exploring local tangent directions. The HONV [27] feature represent an object in 3D space as a distribution of the normal vector orientation. Xu and Xu [28] proposes an object description and recognition approach based on the relationship between the arc length and tangent orientation of object contours.
Surface curvature has also been widely used for object detection task. Monroy et al. [29] presented an approach that directly uses curvature cues in a discriminative way to perform object recognition. Deng et al. [30] presented a new structure-based interest region detector called Principal Curvature-Based Regions (PCBR) which they use for object class recognition.
Chapter 3

Histogram of Oriented Surface Curvature

3.1 The Depth Image

The traditional RGB camera captures the RGB intensity value at each pixel position \((x, y)\). Using a Kinect sensor, the distance between the pixel position and the Kinect sensor \(h(x, y)\), is obtained and quantized into 11-bit digits. The depth information captured by a depth sensor is usually called the depth image. The depth image \(h\) is described as \(S(x, y) = [x, y, h(x, y)]^T\).

For the intensity image, the pixel intensity value and the pixel position have completely different physical meanings. For the depth image, however, both the pixel value of the depth image and the pixel position describe the 3D position of a surface point.

3.2 Surface Normal

Consider a parametric surface, \(S(u, v) = [x(u, v), y(u, v), z(u, v)]^T\), and a point \(P\) on \(S\). Assume that all first and second derivatives of \(S\) with respect to \(u\) and \(v\) exist at \(P\). The tangent plane at \(P\) is identified by the two vectors \(S_u = \partial S / \partial u\) and \(S_v = \partial S / \partial v\).
The surface normal is the unit normal vector to the tangent plane of $S$ at $P$; that is,

$$\mathbf{n}_s(P) = \frac{\mathbf{S}_u \times \mathbf{S}_v}{\left\| \mathbf{S}_u \times \mathbf{S}_v \right\|}.$$ 

The depth image $h$ correspond to the parameterization $S(x, y) = [x, y, h(x, y)]^T$. In this case,

$$\mathbf{n}_s(P) = \frac{(-h_x, -h_y, 1)}{\sqrt{1 + h_x^2 + h_y^2}}$$

where $h_s = \frac{\partial h}{\partial s}$.

### 3.3 Surface Curvature

Curvatures make useful shape descriptors as they are invariant to viewpoint and parameterization. We now want to extend the notion of curvature of a curve to define the curvature of a surface.

For a parametric curve $\alpha(t) = (x(t), y(t))$ with $t$ as a parameter, the curvature is given at each point by

$$k(t) = -\frac{x' y'' - x'' y'}{\left((x')^2 + (y')^2\right)^{3/2}}$$

where $\alpha' = \frac{d\alpha}{dt}$. For the common parameterization $\alpha(x) = [x, y(x)]^T$, the curvature becomes
Consider a parametric surface $S(u,v)$, and a point $P$ on $S$. Assume that all first and second derivatives of $S$ with respect to $u, v$ exist at $P$. We define surface curvatures in four steps.

Step 1: Normal Curvature of a Curve on $S$. Consider a curve $C$ on $S$ going through $P$. We define the normal curvature of $C$ at $P$ as

$$k_n = k \cos \theta$$

where $k$ is the curvature of $C$ at $P$, and $\theta$ is the angle formed by the surface normal at $P$, $\mathbf{n}_s(P)$, with the curve normal $\mathbf{n}_c(P)$.

Step 2: Normal Curvature along a Direction. It can be proven the $k_n$ does not depend on the particular curve $C$ chosen, but only on the tangent of $C$ at $P$, identified by the unit vector $\mathbf{d}$. This enables us to speak of normal curvature along a direction. For the sake of visualization, we can choose $C$ as the planar curve obtained by intersecting $S$ with a plane through $P$ and containing both $\mathbf{d}$ and $\mathbf{n}_s(P)$. Obviously, $C$ is a cross-section of $S$ along $\mathbf{d}$, and describes the surface shape along that direction. In this case, $k_n = k$.

Step 3: Principal Curvatures and Directions. We could now describe the local shape of $S$ at $P$ by taking the normal curvatures at $P$ in all directions. This is totally impractical, but fortunately unnecessary. Assume we know the maximum and minimum normal curvatures at $P$, $k_1$ and $k_2$ respectively, called principal curvatures.
curvatures, and the corresponding directions, \( d_1 \) and \( d_2 \), called principal directions.

It can be proven that

- The principal directions are always orthogonal, as shown in Figure 3.1;
- The normal curvature along any direction, \( v = (\cos \beta, \sin \beta) \), where \( \beta \) is the angle from \( d_1 \) to \( d_2 \), can be computed through Euler’s formula:
  \[
  k_n = k_1 \cos^2 \beta + k_2 \sin^2 \beta ;
  \]
- Consequently, the local shape of the surface is completely specified by the principal curvatures and direction.

![Figure 3.1 Surface with normal planes in directions of principal curvatures](image)

Step 4: Classifying Local Shape. Finally, the shape classification is achieved by defining two further quantities, the mean curvature \( H \), and the Gaussian curvature \( K \):

\[
H = \frac{k_1 + k_2}{2}
\]

\[
K = k_1 k_2
\]
The Gaussian curvature measures how fast the surface moves away from the tangent plane around \( P \), and in this sense is an extension of the 1-D curvature \( k \).

3.4 The HOC Feature

Based on previous derivation, here is how to compute \( H \), \( K \) from a depth image \( h \) in the form of \( S(x, y) = [x, y, h(x, y)]^T \)

\[
K = \frac{h_x h_y - h_{xy}^2}{(1 + h_x^2 + h_y^2)^2}
\]

\[
2H = \frac{(1+h_x^2)h_{yy} - 2h_x h_y h_{xy} + (1+h_y^2)h_{xx}}{(1+h_x^2 + h_y^2)^{3/2}}
\]

Following most of the histogram-based features, we first divide the detection window into non-overlapped \( m \) by \( n \) cells. For each cell, the Gaussian curvature and mean curvature at each pixel is quantized and voted into a 2D histogram of \( H \) and \( K \). Assuming \( I \) bins and \( J \) bins are used for \( H \) and \( K \) respectively, the process produces a \( I \times J \) dimensional feature vector for each cell. To avoid boundary effects, the orientation value is spread into multiple neighborhood bins using bilinear interpolation. A 2D Gaussian smoothing process is employed over adjacent cell histograms to relieve the spatial boundary effects. The final feature representation of the detection window is obtained by concatenating the HOC feature from each cell.

Unfortunately, we have to note that the input depth image contains noise, and this distorts the numerical estimates of derivatives and curvatures; thus, noise smoothing is required.
Chapter 4

Experiment

4.1 Implementation

For the object detection task, we take a traditional sliding window approach. We tried different cell sizes for each detection window, i.e. $4 \times 4$, $8 \times 8$, and $16 \times 16$, which all provide us with similar results. $L_1$ norm is used for histogram normalization in each cell.

4.2 The Support Vector Machine

The linear Support Vector Machine (SVM) is employed for the object detection task in this work. We use the SVM light [35] package for all the experiments.

The support vector machine is a maximum margin classifier for the two-class classification problem

$$y(x) = w^T \phi(x) + b$$

The training data set comprises $N$ input vectors $x_1, \ldots, x_N$, with corresponding target values $t_1, \ldots, t_N$ where $t_n \in \{-1, 1\}$, and new data points $x$ are classified according to the sign of $y(x)$.

During the training process, a detection model is generated based on the known positive and negative instances to be used in the following detection process.
4.3 Noise Issue

A Kinect depth sensor can only obtain the distance between the pixel position and the device as a 11-bit digits, and as we need to compute second-order derivative to get surface curvature, the depth information may not be able to provide us with accurate enough data. In this kind of situation, any image noise will seriously affect the performance of the algorithm. In order to reduce or eliminate the effect of noise issue, median filter and bilateral filter are applied prior to the computation, and we use Gaussian Smoothing before each round of derivation.

4.4 Datasets

The proposed HOC feature are evaluated for object detection task on two datasets: the RGB-D Object Dataset [3] and the NYU-Depth Dataset V2 [13].

4.4.1 RGB-D Object Dataset

The RGB-D Object Dataset is a large dataset of 300 common household objects. The objects are organized into 51 categories. This dataset was recorded using a Kinect style 3D camera that records synchronized and aligned 640x480 RGB and depth images at 30 Hz. Each object was placed on a turntable and video sequences were captured for one whole rotation. For each object, there are 3 video sequences, each recorded with the camera mounted at a different height so that the object is viewed
from different angles with the horizon. It contains 250,000 RGB and depth images from various viewpoints. The testing set for the detection task contains 8 clips of video in 8 different scenes.

In this work, we evaluate our proposed HOC feature on 6 object categories: bowl, cap, cereal box, coffee mug, flashlight and soda can.

4.4.2 NYU-Depth Dataset V2

The NYU-Depth Dataset V2 is comprised of video sequences from a variety of indoor scenes as recorded by both the RGB and Depth cameras from the Microsoft Kinect. It contains 1449 densely labeled pairs of aligned RGB and depth images, 795 of which are used as training set, while the other 654 for test purpose.

In this work, we evaluate our proposed HOC feature on 5 object categories: bed, sofa, door, table and chair.

4.5 Results

When coming to the task of object detection, we need to consider the factor of multiple aspect ratios for one category of object. A single model with fixed aspect ratio is not sufficient for detecting the object under all conditions. Thus, we use multiple components for each object category for our experiments. For RGB-D Object Dataset, we use 2 components for each object category. And for NYU-Depth Dataset, due to its variety and complexity of the scenes, we use 4 components for each object.
category. During the training process, each positive instance will be assigned to the corresponding component according to its aspect ratio.

As discussed in section 3.4, the Gaussian curvature and mean curvature at each pixel is quantized and voted into a 2D histogram of $H$ and $K$, which contain $I$ bins and $J$ bins respectively. The bin number $I$ and $J$ of the 2D histogram will affect the performance substantially. Too few bins would reduce the discriminative ability of HOC while too many bins would make it too sensitive. During the experiments, we find out that different object category requires different bin number setting to get the best performance. In this chapter, we choose show only the best result obtained for each category.

The detection performance is evaluated using the same criteria as the PASCAL VOC Challenge [54]. To be considered as a correct detection, the overlapping area between the predicted bounding box and the ground truth bounding box must exceed 0.5. If multiple bounding boxes have been detected around the same ground truth, only the one with the highest score is considered as a true detection.

4.5.1 Experimental Results on RGB-D Object Dataset

We use the precision-recall curve and Average Precision (AP) for performance comparison. We compare four methods on the RGB-D Dataset: HOG which is applied on RGB images, HOGD which is HOG being applied on depth images, HONV and our proposed HOC feature. The precision-recall curves are presented in Figure 4.1. The average precision achieved with different features are presented in Table 4.1.
Figure 4.1  Precision-recall curves on the RGB-D Object Dataset
<table>
<thead>
<tr>
<th></th>
<th>HOG</th>
<th>HOGD</th>
<th>HONV</th>
<th>HOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>bowl</td>
<td>51.6</td>
<td>56.8</td>
<td><strong>64.3</strong></td>
<td><strong>62.3</strong></td>
</tr>
<tr>
<td>cap</td>
<td>33.3</td>
<td>17.9</td>
<td><strong>59.3</strong></td>
<td>48.7</td>
</tr>
<tr>
<td>cereal box</td>
<td>21.4</td>
<td>30.6</td>
<td><strong>49.2</strong></td>
<td>34.6</td>
</tr>
<tr>
<td>coffee mug</td>
<td>54.1</td>
<td>37.0</td>
<td><strong>57.9</strong></td>
<td><strong>56.6</strong></td>
</tr>
<tr>
<td>flashlight</td>
<td>32.0</td>
<td>4.7</td>
<td>36.7</td>
<td><strong>42.2</strong></td>
</tr>
<tr>
<td>soda can</td>
<td><strong>71.0</strong></td>
<td>39.0</td>
<td><strong>57.6</strong></td>
<td>56.8</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>43.9</td>
<td>31.0</td>
<td><strong>54.2</strong></td>
<td><strong>50.2</strong></td>
</tr>
</tbody>
</table>

Table 4.1  Summarization of AP (%) on the RGB-D Object Dataset

From the above figure and table, we can find that generally our proposed HOC feature outperforms HOG and HOGD, while not performs as good as HONV.

One of the strong suits of the HOC feature over the HONV feature is that surface curvature is invariant to viewpoint. Since objects such as bowls, coffee mugs and soda can are symmetric from most viewpoints, the HOC feature doesn’t have obvious advantages over the HONV feature. Considering the significant noise issue for the HOC feature, it is acceptable that the performance is worse than that of the HONV feature.
From the above image, we can see our method successfully captures some objects correctly in this sample image. One problem is that as “bowl” and “cap” have very similar surface curvature, they can often be categorized wrong. In this image, the algorithm fails to detect some small objects, such as “soda can” when they are relatively far from the depth sensor; in this kind of situation, the HOG feature can perform better as the depth sensor is unable to produce sufficient resolution to extract discriminative depth features.

4.5.2 Experimental Results on NYU-Depth Dataset V2

Since NYU-Depth dataset is originally for pixel wise scene segmentation and provides pixel-level labels, some instances are heavily occluded and in low resolution. Previous work [33] did an excellent precise labeling for this dataset and achieved state-of-the-art results, but unfortunately their label is not available publicly until now,
which makes our results not comparable with theirs. Thus, under exactly the same experiment settings, we compare the performance of two methods on this dataset: HONV and our proposed HOC feature. The precision-recall curves are presented in Figure 4.3. The average precision achieved with different features are presented in Table 4.2.

![Precision-recall curves on the NYU-Depth Dataset V2](image)

Figure 4.3  Precision-recall curves on the NYU-Depth Dataset V2
<table>
<thead>
<tr>
<th></th>
<th>HONV</th>
<th>HOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>bed</td>
<td>27.6</td>
<td>24.1</td>
</tr>
<tr>
<td>sofa</td>
<td>25.7</td>
<td>34.0</td>
</tr>
<tr>
<td>door</td>
<td>20.6</td>
<td>12.7</td>
</tr>
<tr>
<td>table</td>
<td>38.0</td>
<td>35.5</td>
</tr>
<tr>
<td>chair</td>
<td>40.7</td>
<td>43.7</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>30.5</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 4.2  Summarization of AP (%) on the NYU-Depth Object Dataset V2

From the above figure and table, we can see that the average performance on these five object categories of the HONV and HOC features are very close. As the image quality and labeling information for the NYU-Depth Dataset are not quite satisfied, the comparison of the results may not denote significance.

Figure 4.4  Example result obtained by HOC on the NYU-Depth Object Dataset V2
Since NYU-Depth dataset is originally for pixel wise scene segmentation and provides pixel-level labels, some instances are heavily occluded and in low resolution. That’s the main reason why in the above image our method only successfully detect “sofa” and the real “door”. Some objects are even hard to recognize for human eyes if they are not placed in an indoor scene.
Chapter 5

Summary

In this work, we proposed a novel feature for object detection using depth information: Histogram of Oriented Curvature (HOC). The HOC feature captures the local surface of an object to describe its 3D shape. Our experimental results show that the proposed HOC feature generally outperform the HOG and HOGD features in object detection task. And They achieve higher average precision than the state-of-the-art depth descriptor HONV for some of the object categories.

In the future, we will continue optimizing the HOC feature by trying different methods of capturing local surface curvature, and further eliminating the effect of noise. We will also explore the performance of the HOC feature on more tasks such as action recognition.
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