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Abstract

A wireless sensor network (WSN) is characterized by a limited energy supply and
a large number of nodes. Topology control (TC) as one of the main ways to con-
trol energy consumption in WSNs has been the focus of a considerable body of
research. Network topology control is about the management of network topology
to support network-wide requirements. Topology control algorithms can be divided
into transmission-power-based algorithms and duty-cycle-based algorithms according
to their energy saving approaches.

The contributions of the dissertation include a two-level topology control strategy,
a distributed connected dominating set construction algorithm (DSP-CDS), an en-
ergy consumption analysis model to solve the optimal transmission range problem in
clustered WSNs, and a distributed traffic-adaptive clustering algorithm (RDSP-CDS)
for non-uniform traffic networks.

The duty-cycle-based and transmission-power-based approaches have different net-
work conditions for them to perform well. By dynamically integrating the two ap-
proaches, T have developed a two-level topology control strategy to achieve further
energy saving.

In topology control, clustering as a very promising energy saving technique can
be used with either a transmission-power-based algorithm or a duty-cycle-based al-
gorithm. Connected dominating set (CDS) is a special cluster structure where the

cluster heads form a connected network without using gateways. I have designed a

xiil



distributed algorithm, DSP-CDS, for constructing CDS. DSP-CDS converges quickly
in a single phase.

Motivated by the effects of clustering and transmission range on energy consump-
tion, I have developed an energy consumption model for clustered WSNs and use it
to solve the optimal transmission range problem. This model provides us an insight
into the energy consumption behavior in clustered wireless sensor networks and the
relationship among major factors.

Observing that traffic load often has unpredictable changes after deployment
and has great impact on the optimal transmission range, I have designed a traffic-
adaptive clustering algorithm, RDSP-CDS, by utilizing the energy consumption anal-
ysis. RDSP-CDS incorporates adaptive transmission range adjustment into the DSP-
CDS algorithm. RDSP-CDS is suitable for dynamic network topologies due to trans-

mission range changes, node mobility, and/or node failure.

xiv



Chapter 1

Introduction

1.1 Wireless Sensor Networks

1.1.1 Vision and challenges

Advances in wireless communication, micro-electro-mechanical system (MEMS), and
digital electronics have enabled a new generation of distributed computing environ-
ment: wireless sensor networks (WSNs).

Wireless sensor networks enable us to interact with the real world to a degree that
was never possible before [17] [22] [23]. A wireless sensor network consists of a large
number of low-power, inexpensive, unobtrusive sensor nodes and is usually deployed
in environments of interest or embedded into ordinary objects for monitoring habitats,
tracking objects, and processing collected information. It can provide us real time
data in a hostile environment at high fidelity over years and enable us to respond
promptly.

A wireless sensor network is subject to a unique set of constraints due to limited
resources and hostile environments and presents significant technical challenges. A
wireless sensor node has to be low-power, inexpensive, and small-sized. A sensor node

is usually battery-powered and equipped with a low-data-rate, short-range wireless



radio transceiver. Energy consumption is one of the most important factors in sensor
node hardware and software design. A wireless sensor network has to be scalable,
robust, essentially unattended, and self-organized, and it has to have a long lifetime.
A wireless sensor network may be composed of hundreds or even thousands of nodes.
The network protocols have to deal with collaboration, redundancy, data fusion, and
node mobility issues in the network, and instability of wireless link, noisy environment,
malicious attack, and uncertainty issues in the real world. In addition, the whole

system should be cost-effective to develop, deploy, utilize, and maintain.

Figure 1.1: MicaZ and MicaDot UC  Figure 1.2: TelOS mote is for even lower
Berkeley motes are commonly used in the  power consumption.
research community.

1.1.2 Hardware, software, and simulation environments

Researchers at Berkeley developed a hardware platform consisting of processor/radio
boards commonly referred to as Motes. The UC Berkeley motes are the most com-
monly used sensor nodes in the research community. The Mica family motes [30] [18]
(Figure 1.1) are commercial mote products. A Mica mote has a processor, a two-
way ISM band radio transceiver, and a logger memory. In addition, the board offers
enhanced processor capabilities, including a boot-loader that allows for over-air re-
programming of Mote code. TelOS [54] (Figure 1.2) is another type of UC Berkeley

motes for even lower power consumption. It supports USB and IEEE 802.15.4 for easy



use. Both Mica mote and TelOS mote use TinyOS [41], an open-source operating sys-
tem designed specially for wireless sensor networks. TinyOS has a component-based
architecture and uses nesC as its programming language. The nesC language has a
C-like syntax and is primarily intended for programming embedded systems such as
sensor networks.

Miniaturization of wireless sensor nodes makes it easier to integrate senor node
into everyday objects besides the research platforms. Yamashita et al. [77] present an
ultra-small, lower-power sensor node module called ZN1 (Figure 1.3 and Figure 1.4).
It is equipped with temperature, vibration, and light sensors and integrates ZigBee
RF. The size of the module is 15 x 15mm. Niedermayer et al. [49] propose a minia-
turized platform based on 3D-packaging technologies to shrink a wireless sensor node

with the same architecture from 26mm to 6mm per side. They expect to have the

technologies.

Smm per side wireless sensor node using wafer level packaging and silicon thin film

T
< .

k N A

Figure 1.3: A ZN1 module (compared Figure 1.4: A watch embedded with a

with a dime) is an ultra-small sensor ~ZN1 module and the base station com-

node (Photo by Peng Zhuang). municate through ZigBee RF (Photo by
Peng Zhuang).

TOSSIM [40] is a discrete event simulator for TinyOS sensor networks. It com-
piles directly from TinyOS code and runs natively on a PC. TOSSIM can simulate
thousands of nodes simultaneously. Every mote in simulation runs the same TinyOS

program. TOSSIM allows users to debug, test, and analyze algorithms in a controlled

3



and repeatable environment.

Marionette [74] is a tool suite for application development for WSNs. Marionette
allows the developer to call functions and to read or write variables at run-time
without requiring special code in the applications. It is specially useful for debugging
and rapid prototyping of new applications.

NS-2 [68] is a discrete event simulator and is perhaps the most widely used network
simulator. It uses the object-oriented design and is written in C++ and OTcl. With
the wireless and mobility extension from the Rice Monarch Project [66], NS-2 is
able to simulate mobile nodes connected by wireless network interfaces, including the
ability to simulate multi-hop wireless sensor networks.

MATLAB [65] is a software environment for technical computing. For wireless
sensor networks, MATLARB is convenient and powerful for mathematical modeling and
customized algorithm development. It is especially powerful at performing advanced

analysis, visualizing data, and developing algorithms.

1.1.3 Applications

WSNs are application oriented. Most WSN applications still remain in the research

community, but they are expected to be adopted soon in a wide variety of fields.

Environmental monitoring

This is one of the driving applications of WSNs. Wireless sensor networks are deployed
to monitor habitats and environmental changes over time. Long network lifetime is
the most important requirement in these applications. WSNs have significant ad-
vantages on habitat and environmental monitoring, and large scale field experiments

have been conducted [64] [67].



Battlefield monitoring

A wireless sensor network can be rapidly deployed to monitor the intended area on a
battlefield. The network should be robust and efficiently provide information such as

passing troops and vehicles.

Industrial monitoring

Wireless sensor nodes may be used to monitor and control the manufacturing process.
Sensor nodes should provide accurate information in severe environments such as high
temperature, loud noise, and dirty air. Quick response is often required, and actions

may need to be triggered by sensor nodes without human intervention.

Intelligent home, office, and automobile

Sensor nodes are embedded in ordinary objects to collect context-sensitive data. They
form a wireless network to exchange and process data and provide a safe, intelligent,

and convenient living, working, or driving atmosphere.

1.2 Topology Control in Wireless Sensor Networks

Network topology control is about management of network topology to support
network-wide requirements. In this definition, we consider all mechanisms that may
change the network topology in the view of upper layer users (e.g., routing) as topol-
ogy control. This is different from some other definitions. For example, Santi [59] only
considers transmission power adjustment of nodes as topology control techniques. An-
other aspect of topology control is that it aims at network-wide goals, for example,
extending network lifetime, guaranteeing network throughput, minimizing average

delay, etc. Local optimum is not the aim of topology control by this definition.



What distinguishes the topology control problem in WSNs from that in tradi-
tional wired and wireless networks is that the network topology algorithms have to be
energy-efficient, application-oriented, and executed in a distributed manner. Active
sensor nodes and the wireless connections among them define the network topology.
Due to the limited battery power supply in nodes, topology control algorithms should
reduce energy consumption as much as the application allows. A topology control
algorithm has to be application-oriented, and an algorithm that is energy-efficient in
one application may not be in another. In addition, different applications have differ-
ent network topology requirements for broadcasting, unicasting, and convergecasting.
Due to the lack of infrastructure and the ad hoc characteristics in wireless sensor net-
works, the network topology should be computed and maintained in a distributed

manner, use only local information, and be able to accommodate network changes.

1.2.1 Topology control and quality of service

Topology control and quality of service (QoS) are closely related. On one hand, QoS
has to be satisfied on network connectivity, sensing coverage, communication delay,
network throughput, and network responsiveness. On the other hand, a topology
control algorithm should reduce energy consumption to extend the network lifetime.
If we take the energy consumption as the cost of service (CoS), topology control is
to reduce the CoS and maintain the QoS at some reasonable level. More specifically,
topology control in wireless sensor networks is to control the wireless transmission
devices and states of each node so that the total network energy consumption is

minimized while the network topology is maintained for application needs.

Network connectivity

Network connectivity, perhaps, is the most fundamental requirement in a wireless

sensor network. In a multi-hop network, a node must be connected to other nodes to



report collected data. Sometimes, a node needs to have at least n neighbors to satisfy
routing and fault tolerant requirements, and the network should maintain n-degree
connectivity. The transmission power changes of nodes by topology control change

the neighborhood of a node and hence change the connectivity of the network.

Sensing coverage

One main purpose of a wireless sensor network is to “sense” an space of interest, and
coverage is one of the basic requirements of an application. Full coverage is often not
necessary, and some percentage of uncovered space is either not important or can be
estimated from known information. However, some applications may need n-degree
coverage so that any point in the space needs to be covered by at least n sensor nodes.
A sleeping node may not be able to sense or at least not be able to report the sensing
data in a timely manner. The duty-cycle changes of nodes by topology control put

some nodes into the sleeping state and therefore change the coverage of the network.

Communication delay

End-to-end communication delay can be measured by the time it takes to successfully
send and receive a packet between two nodes. Low duty cycle of nodes along the path
increases the communication delay due to buffering or dropping packets. Transmission
power adjustment of nodes affects the path length (hop counts) and hence affects the

communication delay.

Network throughput

An application may have a throughput requirement on the network. For example,
from a node A to node B there must exist some routes to transfer some amount
of data within some amount of time. Regardless of what topology is generated, a

topology control algorithm should guarantee the minimum throughput requirement



of the application.

Network responsiveness

In a time-sensitive application like security surveillance, detection of events must be
reported within limited delay. Detection latency may be increased because of sensor
nodes working in the low duty cycle, communication delay, or both. The topology
control algorithm should guarantee the responsiveness requirement when scheduling

duty cycles of nodes.

1.2.2 Topology control and other aspects of WSNs

Topology control has a close relationship with deployment, media access, and routing

in the network.

Topology control and deployment

Sensor nodes may be deployed randomly or in a structured manner. The network
may have a uniform or nonuniform node density. Nodes in the network can be of
the same type to form a homogenous network, or have various capabilities to form
a heterogenous network. Topology control in a homogenous network with a uniform
structure is simpler because of the a priori knowledge about the relative location and
capability of other nodes in the network. Without this a prior: knowledge, topology
control is more challenging in post-deployment configurations, and more complex

protocols are needed to collaborate the work among nodes.

Topology control and MAC

Topology control is so closely related to media access control (MAC) that a simple
topology control algorithm could be directly built into MAC. A topology control

algorithm depends on the mechanisms provided by MAC to schedule the activities



of nodes. The abilities of MAC (for example, whether the duty-cycle is supported in
MAC) and the overhead of switching from sleep to active mode affect the topology

control decision on whether or when a energy saving method is applied.

Topology control and routing

Topology control directly provides the underlying network structure for routing pro-
tocols. The choice of a particular topology control algorithm has a strong impact
on the choice of routing protocols, and vice versa. Furthermore, routing protocols
should be robust enough to cope with constant topology changes in wireless sensor

networks.

1.3 My Research Work on Topology Control

I establish a new model for better understanding the energy consumption behavior in
clustered WSNs, especially the relationship among energy consumption, transmission
power, and clustering. T develop two new energy-efficient topology control algorithms
by utilizing both clustering and adjusting transmission power. I also develop an
efficient clustering algorithm in ad hoc networks to construct a connected dominating
set in a single phase.

The two-level topology control strategy is designed to utilize both transmission
power and duty cycle for further energy consumption (Chapter 3). Network clustering
is one of the efficient approaches to saving energy and keeping network functionality
by keeping cluster heads active and turning other nodes into the state of low duty
cycle. DSP-CDS is an efficient distributed clustering algorithm (Chapter 4). Unlike
existing algorithms which need two or more phases, DSP-CDS converges quickly in a
single phase and generates a CDS of comparably small size.

To understand various factors that affect the performance of topology control



algorithms, an energy consumption model (Chapter 5) is established for clustered
wireless sensor networks and is used to solve the optimal transmission range problem.
Using this model, the total energy consumption can be estimated beforehand based on
the traffic pattern, energy model, and network deployment parameters. This model
provides an insight into the energy consumption behavior in clustered wireless sensor
networks and the relationship among major factors.

I also design a distributed traffic-adaptive topology control algorithm, RDSP-CDS
(Chapter 6), based on the energy consumption model established in Chapter 5 and
the DSP-CDS algorithm in Chapter 4. This adaptive algorithm makes transmission

power and clustering decisions using information collected about the traffic load.

1.4 Dissertation Organization

This dissertation is organized as follows. Chapter 2 is the literature review. Chap-
ter 3 presents the two-level topology control strategy for energy saving. Chapter 4
is the distributed single-phase algorithm for constructing connected dominating set.
Chapter 5 establishes the energy consumption model in clustered ad hoc networks.
Chapter 6 presents the traffic load adaptive clustering algorithm, RDSP-CDS. Chap-

ter 7 concludes the dissertation.
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Chapter 2

Topology Control Algorithms in

Wireless Sensor Networks

Topology control (TC) as one of the most important energy-saving approaches in
WSN has been the focus of a considerable body of research, including theoretical study
and algorithm design. Theoretical study in topology control concerns the optimum
result of the network topology instead of how to achieve it. Due to my research
interest, this survey focuses mainly on the topology control algorithms, which is the
process of building and maintaining a desired network topology from the original

network. Theoretical studies are only briefly mentioned in Section 2.2.

2.1 A Taxonomy of Topology Control Algorithms

A wireless sensor node may change the network topology by two mechanisms: trans-
mission power and duty cycle, which are also the two mechanisms that can be utilized
by a topology control algorithm for energy saving. Based on the informal definition
of TC in Chapter 1.2, the topology control algorithms using the two approaches are
referred to as transmission-power-based algorithms and duty-cycle-based algorithms.

Clustering is a technique used in networks to divide nodes into two categories,
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cluster heads and normal nodes. Each normal node can directly communicate with
at least one cluster head, and the cluster head usually takes more responsibility. In
wireless sensor networks, clustering can be either used with a transmission-power-
based algorithm (as in LEACH [29]) to allow the normal nodes to use just enough
transmission power to reach a cluster head or used with a duty-cycle-based algorithm
(as in Span [11]) to turn normal nodes into a low duty cycle, both for energy sav-
ing. This dissertation is especially interested in the connected dominating set (CDS)
based clustering algorithms for their desired connectivity feature among cluster heads.
Section 2.5 is dedicated to CDS clustering algorithms.

Adaptive topology control algorithms update the transmission powers or duty cy-
cles of nodes based on some continually changing conditions. They will be introduced
in Section 6.2

Given a wireless transmitter and a wireless receiver, the largest distance or range
between them to successfully transmit a signal is decided by the transmission power.
In order to maintain the lowest acceptable received signal power over a given range,
the transmission power can be decided under a regular radio propagation model.
In this dissertation, the transmission power and the transmission range are used

interchangeably.

2.2 Theoretical Study

Gupta and Kumar [27] have studied the critical transmission range for connectivity
problem: What is the minimum common transmission range of nodes to ensure net-
work connectivity? They have proved that if n nodes are uniformly placed in the
area of a disk unit, and the transmission range is set to r = W’ then the

resulting network is asymptotically connected with probability of one if and only if

¢(n) — +oo. Using a short transmission range can reduce communication interfer-
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ence, but it increases the path length and is not necessarily a good choice in terms of
energy saving.

The transmission-power-based topology control approach can be stated as the
transmission range assignment problem: assigning a transmission range to each node
in the network so that the resulting network is strongly connected and the energy
cost is minimized. Kirousis et al. [36] have shown that the problem is solvable in
polynomial time for one-dimensional networks and is N P-hard in three-dimensional
networks. Clementi et al. [16] have shown that the problem is NP-hard in two-
dimensional networks as well. In a later paper, Blough et al. [6] have considered
the symmetric transmission range assignment problem, which adds a symmetric con-
straint to the transmission range assignment problem so that the resulting network
contains only bidirectional links. The authors have shown that the symmetric trans-
mission range assignment problem remains N P-hard.

The most common way to use the duty-cycle-based approach for energy saving
and maintain the network coverage at the same time is to arrange nodes into clusters.
What is the minimum number of clusters needed given a fixed transmission range of
nodes? This is the same as the problem of covering with unit disks. Given a set of
points in the Euclidean plane, find the a minimal set of unit disks to cover all the
points. This problem is known to be NP-complete [15]. A related problem is to
cover a plane with unit disks, and Kershner [35] has shown that the most efficient
arrangement of disks to cover the plane is the hexagonal lattice arrangement shown
in Figure 2.1. To cover a square of side length o, Verblunsky [69] has given a lower
bound on the number of unit disks: 3%]\7(0) > 02 + o, where N (o) is the number of
unit disks.

In clustering methods, cluster heads form a dominating set of the underlying graph
of the original network. For a graph G, a set S of vertices is a dominating set (DS) of

G if every vertex of (G is either in S or adjacent to a member of S. A dominating set .S
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Figure 2.1: The hexagonal lattice is the most efficient arrangement of disks to cover
the plane (Figure courtesy of [53]).
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is a connected dominating set (CDS) if the subgraph of G induced by S is connected.
A node in the dominating set is called dominator. A small size CDS is desirable in
many applications. A CDS of minimum size is called minimum connected dominating
set, or MCDS. Finding an MCDS in a general graph is an NP-complete problem [25].
A CDS is a good choice for network backbones. Energy consumption may be reduced
by turning nodes not in the CDS into low duty cycle, and the network functionality

can be conducted (at a lower level) by the active nodes in the CDS.

2.3 Transmission-Power-Based TC Algorithms

Radio propagation models have been used to predict the average received signal
strength at a given distance from the transmitter. In the free space radio propagation
model, the received power falls off with distance raised to the ath power, where «
is the path loss exponent usually from 2 to 6 depending on the environment [56].
The transmission-power-based approach concerns how to adjust transmission power
of nodes to reduce energy consumption while maintaining the network connectivity
and topology.

The algorithm by Hou and Li [31] uses the lowest possible transmission power to
reach the nearest neighbor in the forwarding direction to reduce collision and improve
network performance. The energy consumption issue is not considered in their work.

Rodoplu and Meng [58] describe a distributed algorithm to compute the minimum
total power consumption path for every node in the network to reach a sink node.
Each node is able to dynamically adjust its transmission power to reach the next
hop node on the shortest path (with energy consumption as cost) to the sink. Their
algorithm requires accurate position information of nodes. The links between nodes in
their topology are not symmetric, which is not desired for a network protocol design.

LINT and LILT [55] use two distributed heuristics to adaptively adjust node
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transmission power in response to topology change and attempt to maintain a con-
nected topology using the minimum power. LINT uses locally available neighbor-
hood information collected by a routing algorithm and attempts to keep the number
of neighbors of each node bounded. LILT additionally exploits the global topology
information with some routing algorithms.

LEACH [29] is a cluster-based algorithm. Every node has data to transmit to a
base station. Cluster heads are one hop away from the base station, and other nodes
forward their data to the cluster heads. The operation of LEACH is broken up into
rounds, and cluster heads are re-elected in each round to achieve even energy con-
sumption among the nodes. A cluster head creates a TDMA schedule to communicate
with nodes in its cluster. In order to save energy, a non-cluster-head node turns off its
radio until its allocated time slot. LEACH uses the strength of received signal as the
indicator of distance between nodes and does not require node position information.
However, it requires synchronization in a cluster due to the use of TDMA. In a later
paper, Hussain and Matin [33] have proposed a centralized off-line algorithm that can
compute a better selection of cluster heads than LEACH.

Wattenhofer and Li [73] [42] have proposed a distributed cone-based topology
control algorithm, CBTC. In the first step, each node uses the lowest transmission
power to include at least one node in every cone of o degrees. Then, the algorithm
improves the graph generated from the first step by removing asymmetric edges and
redundant nodes. They have shown that a > %’T is needed to ensure a connected
network. The CBTC' algorithm is a distributed localized algorithm and can generate
a network with symmetric links. It does not need network synchronization and node
position information. However, it needs the directional information of nodes, which
requires additional hardware (e.g., more than one directional antenna).

LMA and LMN [37] are two distributed algorithms that reduce the transmission

power by controlling the number of neighbors. In LMA, each node uses a transmission
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power to ensure that the number of neighbors is in the interval
[Node MinT hresh, Node M axT hresh),

where NodeMinThresh and NodeM ax’T'hresh are the minimum and maximum thresh-
olds on the number of neighbors. The LMN algorithm is similar to LMA, except that
a node controls the mean number of neighbors from its neighbors. The algorithms are
very simple and only the ID of each node, but the resultant network is not symmetric.

LMST [44] is a Minimum Spanning Tree (MST) based topology control algorithm.
Each node builds its local minimum spanning tree and only keeps one-hop on-tree
nodes as neighbors in the final topology. The authors have shown that the algorithm
preserves the network connectivity and the degree of each node is bounded by 6.
Like CBTC, it needs additional processing to obtain a symmetric resulting network.
Unlike CBTC, it obtains the connected symmetric network by simply removing all
uni-directional links. The LMST algorithm is distributed and localized, but it re-
quires node position information. The authors [43] have later proposed two localized
transmission-power-based topology control algorithms (DRNG and DLSS) to extend
their work to heterogenous networks where nodes may have different maximal trans-
mission power.

The algorithm developed by Liu and Li [47] is for heterogenous networks as well.
Each node establishes its local vicinity topology using the broadcast messages from
its neighbors. The local vicinity topology of node i is represented with a weighted,
directed graph 32 = (V;, a), where V; is the collection of node 7’s vicinity nodes and
E is the collection of node i’s vicinity edges. A node is node i’s vicinity node if
it can receive the broadcast messages from node ¢ when node 7 uses its maximum
transmission power. For any two nodes j, k € V;, link L—j;: is called node 7’s vicinity

— —
edge, if P/"** > Pj. The weight of Ljj is Pj;. Given the weighted, directed graph G,
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node i executes a single-source shortest path (SSSP) algorithm to obtain an SSSP
tree with node 7 as the root. Node 7 is assigned a transmission power required to
reach the farthest one-hop node in the SSSP tree.

Recently, the transmission-power-based topology control algorithms are proposed
based on the cooperative communication. Cooperative communication [50] [60] is
a novel model to re-think the link model in mobile ad hoc networks, which allows
the single-antenna network nodes to form a virtual multiple-input multiple-output
(MIMO) system and reap some of the benefits of MIMO systems, like transmit di-
versity. Cardei et al. [7] have introduced the topology control with cooperative com-
munication (TCC) problem, which employs cooperative communication in topology
control to maintain a specific topology with reduced energy consumption. The TCC
problem is about how to assign the transmission powers of nodes so that the power

level in all nodes is minimized based on a cooperative communication model.

2.4 Duty-Cycle-Based TC Algorithms

A radio device uses different powers for transmitting, receiving, idling, and sleeping.
Transmitting power is greater than the others and can be different for radio coverage
requirements. Receiving and idling usually consume similar powers. Studies [61] on
real hardware have shown that the power ratio between Tx/Rx/Idle and Sleeping
power consumption for 802.11 wireless LAN cards can be 10:1. For the lower power
radio, that ratio can be on the order of 100:1. For example, Cerpa and Estrin [8] have
reported the values of 36:9:9:0.015 (in mW) for Tx:Rx:Idle:Sleep about the RFM
Tx-1000 [57].

In typical wireless sensor networks, a node spends a great amount of time in
the idle mode (the state of not receiving or transmitting packets), and the energy

consumption in the idle mode can not be neglected. Energy could be saved by turning
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off the radio when not in use. The duty-cycle-based approach concerns how to schedule
the duty cycle of nodes to reduce energy consumption while maintaining the basic
application functionality.

Nodes in the network can be synchronized to sleep and wake up to provide service
only a fraction of time. But, we are more interested in using the clustering method
with duty cycle, in which the network functions all the time. Cluster heads form a
dominating set of the network and work in the active mode. Other nodes operate in
the low-duty-cycle mode to reduce energy consumption. Usually nodes rotate to be
cluster heads to extend the entire network lifetime.

Span [11] is a distributed algorithm for power saving in ad hoc wireless networks.
The nodes make their local decisions on whether to enter the power-saving mode
or the active mode. The active nodes, called coordinators, have a higher priority
in forwarding packets and form a backbone subnetwork to connect all the sleeping
nodes. Periodically, a non-coordinator node makes a decision on whether it should
become a coordinator, and a coordinator node makes a decision on whether it should
become a non-coordinator. Span works in ad hoc networks in which all nodes use
the same transmission power for communication. In addition to saving energy, Span
aims at throughput conservation as well. But the algorithm does not guarantee a
connected active subnetwork.

SBPM [32] is a sentry-based power management scheme for applications such
as intruder detection and tracking. SBPM makes use of sentries to define a coarse
network of nodes that are necessary to perform the task and turn on non-sentry nodes
when necessary. Besides energy saving, SBPM emphasizes keeping network coverage,
and non-sentry nodes can switch to full-power mode when refined sensing is needed.

GAF and CEC [76] are also duty-cycled-based topology control algorithms. GAF
determines redundant nodes and controls the node duty cycle to extend the network

operational lifetime while maintaining the network connectivity, independent of the
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involvement of ad hoc routing algorithms. CEC maintains local connectivity with
low overhead and is thus able to dynamically adapt to a changing network.

In clustering methods, cluster heads have special responsibilities in maintaining
the topology and information, and re-election of cluster heads in mobile networks are
usually expensive. (QoS-guaranteed algorithms replying on the clustering topology is
more sensitive to the stability of the cluster structures. Alkahtani and Mouftah [1]
have proposed the Smooth and Efficient Re-Clustering (SERC) protocol to enhance
the stability of a clustered network. In SERC, a secondary cluster head is identified
by the primary cluster head and known to all the cluster members so that the cluster
leadership can be transferred more smoothly when the primary cluster head quits.
Chatterjee et al. [10] have proposed a node-weighted clustering algorithm, WCA.
WCA computes a heuristic weight for each node during cluster head election, and
the weight includes factors like neighborhood topology, node mobility, transmission
power, and battery level. Clustering stability can be achieved by assigning proper
weights to these factors.

Stability of the cluster structure is often not the ultimate goal in an application.
Actually, clustering itself is often a convenient stability support for upper layer pro-
tocols. Chiu et al. [13] have proposed a GCR routing protocol which utilizes the
underlying clusters to repair the local routing path so that stability of connections is
improved and some QoS properties can be supported.

Although clustering is one of the most promising techniques in wireless sensor
networks for energy saving, it is not always a better choice than the non-clustered
network. Vlajic and Xia [70] have discussed the conditions under which the clustered

organization outperforms the non-clustered organization.
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2.5 CDS Clustering Algorithms

The existing algorithms for constructing connected dominating set (CDS) usually use
one of the following approaches. One approach is to grow a tree from a root. The
set S initially contains one node and then repeatedly expands itself to include some
neighbors of the nodes in S until S is a CDS. Another approach is to form separate
small CDS-like pieces in the first phase (clustering phase) and construct a CDS by
connecting the clusters together in the second phase (connecting phase). The third
approach is to construct a crude CDS with a large number of nodes in the first phase
and prune some redundant nodes without disconnecting the dominators in the second
phase. In this paper, algorithms using the three approaches are referred to as Type-1I,
Type-1I, and Type-II1, respectively. An algorithm using any of the three approaches
can be either centralized or distributed.

Distributed CDS construction algorithms in literature usually have two or more
phases, because some extra care must be taken to make sure the dominating set
is connected. A distributed Type-I algorithm starts the dominating set from a root
which is elected in the first phase, and only nodes neighboring the current dominators
are considered as candidates each round in the second phase. Therefore, connectivity
of the dominating set can be guaranteed. A distributed Type-II algorithm usually
needs to maintain a global structure (e.g., a spanning tree), by which the connecting
phase can make sure the resultant CDS is connected. The clustering phase in a Type-
11 algorithm can be seen as the dominating set problem, for which many distributed
algorithms have been proposed in literature [39] [38] [34] [45]. A Type-III algorithm
does generate a CDS in the first phase, but the crude CDS is far less desired. For
example, the CDS generated in the first phase by Wu and Li’s algorithm [75] contains
too many redundant nodes.

Guha and Khuller’s algorithms I and IT [26] are centralized algorithms of Type-

I and Type-II, respectively. Algorithm [ is a greedy algorithm, and it grows the
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connected dominating set from a vertex with the maximum degree. In each round, it
selects into the dominating set one node or a pair of nodes that are neighbors to the
current dominators and that have the largest yield. The yield of a node (or a pair of
nodes) is defined as the total number of neighbors of the node (or the pair of nodes)
that are not dominated. The authors have proved that algorithm I generates a CDS
of size at most 2(1 + H(A))- | OPTps |, where A is the maximum degree, H is the
harmonic function, and O PTpg is the optimal dominating set. Algorithm /7 runs in
two phases. Initially, all nodes are white. In each step of the first phase, a node that
can reduce the maximum number of pieces is marked black, and its white neighbors
are marked gray. A piece is defined as a white node or a black connected component.
In each step of the second phase, pieces are recursively connected by choosing a chain
of two vertices. Finally, all black nodes form a CDS of the network.

Das and Bharghavan’s algorithms I and I7 [19] are distributed Type-II and Type-
I algorithms, respectively. Algorithm [ first finds a spanning forest of the network
in the first phase and then connects the fragments by using a distributed minimum
spanning tree algorithm in the second phase. Algorithm IT first starts a segment
from somewhere in the network and then grows the segment into a dominating set by
adding extensions. An extension to the segment can be either one- or two-edge path
consisting of one node in the fragment and one or two nodes not in the fragment.
In mobile environments, the algorithms treat multiple-node movement as separate
single-node movement (categorized as movement of a non-CDS node, a leaf CDS
node, and an interior CDS node) and update the CDS accordingly.

Wu and Li [75] have proposed a Type-III algorithm. In the first phase, every node v
exchanges its neighbor set, N(v), with all of its neighbors and becomes a dominator if
it has two unconnected neighbors. Thus, each node uses the information of its two-hop
neighborhood to make a decision. The authors prove that all dominators form a CDS

in the first phase. In the second phase, some dominators are removed from the CDS
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using two rules. The first rule removes a dominator v if N(v)Uw is covered by another
dominator u and id(v) < id(u). The second rule removes a dominator v if N(v) U v
is covered by two other dominators u and w and id(v) = min(id(v),id(u),id(w)).
To deal with the mobility issues, the authors summarize the topology changes as
three types: node turns on, node turns off, and node moves. In their discussion, a
mobile node sends out special signals to notify its neighbors about its changes, and
the neighbors take actions accordingly upon receiving those signals to maintain the
CDS.

Alzoubi et al. [2] have proposed a Type-II algorithm, which uses node id to select
dominators in the clustering phase and connects them by paths between disconnected
dominators in the connecting phase. Chen and Liestman’s algorithms I and IT [12]
are similar to Guha and Khuller’s algorithms 71 and I, respectively, except that Chen
and Liestman use them to construct the weakly-connected dominating set. Chen and
Liestman also provide a distributed version of their two algorithms, algorithms 177
and IV, respectively. In both distributed algorithms, information is passed over to a
special arbitrator node to decide the dominators. In algorithm /7], a rooted spanning
tree is constructed beforehand, and its root is the arbitrator. In algorithm IV, the
arbitrator is the node from which the CDS grows.

The algorithm by Wan et al. [71] is a distributed Type-I algorithm, and it has
three phases. The algorithm constructs a rooted spanning tree using the algorithm
proposed by Cidon and Mokryn [14] in the first phase, then a maximal independent
set (MIS) based on the spanning tree in the second phase, and a dominating tree
based on the MIS in the third phase. The internal nodes of the dominating tree form
a CDS. Wan et al. prove that their algorithm has an approximation factor of at most
8 and achieves O(n) time complexity and O(nlogn) message complexity, which is
message optimal. However, their paper does not discuss the maintenance of CDS in

a mobile environment.
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Zhou et al. [83] have proposed a MAC layer timer-based algorithm, MT-CDS,
which is a distributed Type-I algorithm. In the first phase, the node with the small-
est ID is elected as the initiator in a distributed way, and the initiator becomes the
first node in the dominating set. In the second phase, nodes in the dominating set
periodically broadcast their status messages. Upon receiving a status message, a
neighboring node starts a timer, which, upon expiring, turns the node into a domina-
tor. A node updates its timer to reflect the changes in its neighborhood, and a larger
number of uncovered neighbors leads to a shorter timer. A node with no uncovered
neighbors never has the timer expired. Thus, nodes with more uncovered neighbors
will become dominators each round. The authors show that MT-CDS can maintain a
generated CDS under network topology changes. Those changes include withdrawing
of the initiator (which causes a new round of initiator election), withdrawing of a
dominator, and joining of a new node.

Bao and Garcia-Luna-Aceves [5] use a priority method to first select a minimal
dominating set (MDS) and then form a CDS by adding more gateway nodes into the
MDS. Their priority method considers several factors, e.g. node ID, energy level, and
mobility, which is different from the above algorithms that usually use one factor in

dominator election. Their algorithm is a Type-II algorithm.
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Chapter 3

A Two-Level Topology Control

Strategy

3.1 Introduction

The transmission-power-based and duty-cycle-based approaches discussed in Chap-
ter 2.1 have different network conditions for them to perform well, and node density
is a major factor. Intuitively, when the node density is high (compared with appli-
cation needs), there are many redundant nodes, and the duty-cycle-based approach
has better performance. When the node density is low, on the other hand, most
nodes have to be active, and the transmission-power-based approach seems better.
The two-level topology control strategy is proposed to integrate the duty-cycle-based
and transmission-power-based approaches for further energy saving in wireless sen-
sor networks. First, a duty-cycle-based algorithm is applied on the whole network to
generate an active subnetwork. Then, each node executes a transmission-power-based
algorithm to adjust its transmission power according to its local knowledge about the
active subnetwork. In this two-level strategy, the duty-cycle-based algorithm and the

transmission-power-based algorithm interact dynamically. The transmission range
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changes of nodes affect how to form the active subnetwork, while topology changes
in the active subnetwork affect how to determine nodes’ transmission ranges at the
same time.

Due to the distributed nature of wireless sensor networks, topology control al-
gorithms are desired to be distributed. In the implementation, Span [11], which is
a duty-cycle-based algorithm, is used as the basis of the two-level topology control
strategy, while a transmission range adjusting algorithm [47] is used as one of the

instances of the transmission-power-based algorithms. They will be introduced next.

The active subnetwork generated by Span (100 nodes)

50F o

Figure 3.1: Coordinators in Span form an active subnetwork.

3.1.1 Span, a duty-cycle-based algorithm

Span [11] is a distributed algorithm for power saving in ad hoc wireless networks.
The nodes make their local decisions on whether to enter the power-saving mode

or the active mode. The active nodes, called coordinators, have a higher priority
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in forwarding packets and form a backbone subnetwork to connect all the sleeping
nodes. Figure 3.1 is a typical subnetwork generated by Span. Black points are
coordinators, and the lines show the connections between coordinators. Each non-
coordinator (white point) has at least one coordinator as its neighbor.

The Span implementation is based on IEEE 802.11 Power-Saving Mode (PSM).
In TEEE 802.11 PSM, nodes in power-saving (PS) mode are synchronized to sleep
and wake up periodically. During sleep, nodes switch off their wireless transceivers.
Frames to the sleeping nodes are buffered at the senders. When awake, senders notify
receivers with ad hoc traffic indication messages (ATIMs) about the buffered frames,
and the receivers that have received ATIMs should stay awake until the frames are
delivered.

In Span, a non-coordinator node periodically makes a decision on whether it should
become a coordinator using the following coordinator eligibility rule. This ensures that
the entire network is covered with enough coordinators.

Span coordinator eligibility rule: A non-coordinator node should become a
coordinator if it discovers, using only information gathered from local broadcast mes-
sages, that two of its neighbors cannot reach each other directly or via one or two
coordinators.

In order to avoid announcement contention, Span adds to every coordinator an-

nouncement a back-off delay calculated from the following expression:

Er i
delay = (1_E >+ 1—L +R x N; x T, (3.1)
2

where E, is the remaining energy in node i, E,, is the maximum /initial energy, N;
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is the number of neighbors for node 7, C; is the number of additional pairs of nodes
among these neighbors that would be connected if ¢ were to become a coordinator,
R is a random number in the range (0, 1], and T is the round-trip delay for a small
packet over the wireless link.

Periodically, a coordinator node makes a decision on whether it should become a
non-coordinator using the Span coordinator withdrawal rule.

Span coordinator withdrawal rule: A coordinator node should withdraw as
a coordinator if it discovers, using only information gathered from local broadcast
messages, that: 1. every pair of its neighbors can reach each other directly or via one
or two other coordinators, or 2. after some period of time, every pair of neighbor
nodes can reach each other via one or two neighbors.

The second part in this rule is to rotate the coordinators among all nodes. In order
to prevent a temporary loss of the network connection, a withdrawn coordinator works
as a tentative coordinator for some time (called grace period) and can still be used
to forward packets.

The Span rules do not guarantee a connected active subnetwork. However, a sim-
ple technique is used to wake up additional nodes if necessary during packet delivery.

Span works in ad hoc networks in which all nodes use the same transmission power

for communication.

3.1.2 NSP, a transmission-power-based algorithm

The algorithm developed by Liu and Li [47] is for wireless sensor networks where
each node can adjust its transmission power and the maximum transmission power of
each node may be different. It is referred to as Neighborhood Shortest Path (NSP)
algorithm in this dissertation.

When each node uses its maximum transmission power, the network topology

%
is assumed to be a strongly connected graph: 8 = (V, L). For node i, P; is its
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Two nodes and their neighborhood SSSP trees :rmax=35 w=3.3)
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Figure 3.2: The neighborhood SSSP trees of node 1 and node 2 overlap in the over-
lapping area of their radio coverage circles (7., = 35).

transmission power, P/"%* is its maximum transmission power, and Pj; is the power
required for node 7 to reach node j with P;; = Pj;. There exists a link L_l; if and only
if P > Py

Each node establishes its local vicinity topology using the broadcast messages
from its neighbors. The local vicinity topology of node i is represented by a weighted,
directed graph (?l = (V;, E), where V; is the collection of node 7’s vicinity nodes. A
node is node 4’s vicinity node if it can receive the broadcast messages from node i
when node 7 uses its maximum transmission power. ﬁz is the collection of node #’s
vicinity edges. For any two nodes j, k € V;, link I;: is called node 7’s vicinity edge, if
P > Py The weight of I;z is Pjy.

Given the weighted, directional graph a , node 7 executes a single-source shortest
path (SSSP) algorithm to obtain an SSSP tree with node i as the root. Node i is

assigned a transmission power required to reach the farthest one-hop node in the SSSP

tree. Figure 3.2 illustrates two nodes and their neighborhood SSSP trees, where all
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nodes in the network have the same r,,,, = 35. The neighborhood SSSP tree of node 1
(in the upper circle, connected by solid lines) and that of node 2 (in the lower circle,
connected by dashed lines) overlap in the overlapping area of their radio coverage
circles. When node 1 and node 2 adjust their transmission powers, they can still
reach each other by the intermediate nodes. The network keeps connected when all

nodes adjust their transmission powers according to their neighborhood SSSP trees.

3.2 Two-Level Topology Control

This chapter considers the following type of wireless sensor networks: All nodes
are randomly deployed in a rectangular area, each node is equipped with an omni-
directional antenna with adjustable transmission range, and all the nodes in the
network have the same maximum transmission range.

The concepts of mazimum neighbors and effective neighbors are introduced to help
distinguish neighbors with different distances to the interested node with regard to
the current transmission range in a transmission range adjustable wireless network.

Assume that all the nodes in a wireless sensor network N have the same maximum
transmission range 7p.,. Let D;; denote the Euclidean distance from node 7 to node
J with D;; = Dj;. The current transmission range of node ¢ is denoted by 7; and
is used for data packet delivery at the current time. Node j is node i’'s mazimum
neighbor if D;; < rpqq. Node j is node ¢’s effective neighbor if D;; < r; and Dj; <7;.

Because all the nodes in N have the same maximum transmission range r,,,, and
a stricter condition is used for effective neighbors, the links between node ¢ and its
effective and maximum neighbors are guaranteed to be bidirectional.

The two-level topology control strategy integrates the duty-cycle-based approach
and the transmission-power-based approach for further energy saving in wireless sen-

sor networks. First, a duty-cycle-based algorithm is applied on the whole network to
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generate an active subnetwork. Then, each node executes a transmission-power-based
algorithm to adjust its transmission power according to its local knowledge about
the active subnetwork. Both the duty-cycle-based and the transmission-power-based
algorithms should be adapted to fit into the two-level topology control strategy. In
addition to considering energy consumption and topology changes, the duty-cycle-
based algorithm should be adaptive to the transmission range changes of a node. The
transmission range, which is dynamically changed by the transmission-power-based
algorithm, affects which node is selected into the active subnetwork. The active sub-
network is the communication backbone and delivers nearly all the packets in the
network. The transmission-power-based algorithm computes a node’s transmission
range only based on its maximum coordinator neighbors instead of all maximum
neighbors. Because most neighbors of a node usually work in the power-saving mode,
the transmission range computed based on them may not include (enough) coordina-
tors to forward packets effectively. Therefore, the transmission range used by a node
is decided by its local knowledge about the active subnetwork, which is dynamically

changed by the duty-cycle-based algorithm.

Exchange Intormation
with Neighbors

Figure 3.3: A node using the two-level topology control works in rounds.

3.2.1 Collecting local information

From the point of view of each node, the two-level topology control strategy can be
shown by Figure 3.3. Each node uses Hello messages to collect information about its

maximum neighbors. Each node periodically broadcasts Hello messages using rqz-
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A Hello message contains the node’s position, states (whether it is a coordinator or
not), current neighbors (including both coordinator neighbors and non-coordinator
neighbors), and current transmission range. A Hello message broadcast can also
be triggered by the transmission range changes in a node in order to maintain the
bidirectional links with its effective neighbors.

Each node updates its local knowledge about its maximum neighbors with each
received Hello message. An update of the current transmission range is needed in

three cases:
1. A non-coordinator becomes a coordinator;
2. a coordinator becomes a non-coordinator; and

3. a coordinator changes its transmission range.

In any of the above cases, a node applies the transmission-power-based algorithm on
its maximum coordinator neighbors to compute the new transmission range. If the
new value differs from the current one, the node updates its current transmission

range and broadcasts this change to all of its maximum neighbors.

3.2.2 Forming active subnetwork

In a wireless sensor network, some of nodes called coordinators form an active sub-
network as the communication backbone. The coordinator election rule decides when
and which node should become a coordinator.

In Span, the coordinator election rule considers topology changes made by a can-
didate coordinator and its remaining energy. Given a transmission range adjustable
network, it is reasonable to take the transmission range into account. Generally, a
coordinator with a smaller transmission range is preferred if all the other conditions
are kept the same. For the convenient incorporation of the transmission range into

Equation (3.1), a new term from the interval (0, 1] is desired. The following one is
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used in the implementation

r

’
Tmaz

where r is the current transmission range of the node and 7,,,, is the maximum
transmission range.
Plugging the new term into the Span back-off delay Equation (3.1), we obtain a

new back-off delay for the transmission range adjustable network:

Er )
delay = (1—E>+ ¢ + U R| x N, x T. (32)
m Tmax
N;
2

3.2.3 Adjusting transmission range

Two transmission range adjusting algorithms are implemented: FNC and NSP.

FNC (Farthest Neighbor Coordinator)

A node uses a transmission range just enough to cover the farthest coordinator in
its maximum neighbors. This algorithm attempts to have the minimum transmission

range to keep the backbone unchanged.

NSP (Neighborhood Shortest Path)

A node sets its transmission range only as long as the distance to the farthest one-hop
coordinator in its local SSSP tree. This algorithm attempts to have the minimum
transmission range to reach all its one-hop coordinators.

In NSP, the SSSP tree is built with the same method as described by Liu and

33



Li [47] with two changes. First, the neighbors of a node in [47] form a directed graph,
while we have an undirected graph, since all the nodes are assumed to have the same
maximum transmission range 7,.,. Secondly, all the maximum neighbors in [47] are
vertices in the neighborhood graph, while only maximum coordinator neighbors are
used in our implementation.

FNC is very simple and achieves acceptable performance. NSP generally achieves
better performance over FNC' at the price of more computing cost and memory usage

to maintain the SSSP tree.

3.2.4 Routing with reduced transmission range

Transmission range changes affect the routing algorithms. Usually, the next-hop node
is found in the effective neighbors. In order to avoid the route loss due to the reduction
in transmission range, the maximum neighbors are used as the last resort if no route
is found in the effective neighbors. Therefore, the packet receiving rate is no worse
than in Span.

If Span-FNC is used as the transmission range adjusting algorithm, the route fail-
ure in the effective neighbors should be rare, given a well-connected original network,
because the coordinators are always given a higher priority in routing and Span-FNC
effective neighbors include all maximum neighbor coordinators. From the simulation,
over 95% of packet forwarding is done by coordinators.

In Span-NSP, if routing fails in the effective neighbors and a coordinator ¢ is found
as the next-hop node in the maximum neighbors, there is a better way to improve
routing by replacing ¢ with a coordinator in the effective neighbors ¢ (if ¢’ exists):
Go upstream from ¢ in the NSP tree of the node until an ancestor ¢’ in the effective
neighbors is found. With the construction method of the NSP tree, there must be a

cheaper route through ¢ to ¢ than that of using ¢ directly.
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3.2.5 Complexity Analysis
Communication

In the two-level topology control strategy, the communication cost lies only in the
local information collection stage (Section 3.2.1). The actual cost is determined by
the broadcast rate and the size of Hello messages. The broadcast rate is decided by
the designer according to the application needs. Generally, better quality of service
(QoS) is achieved with a higher broadcast rate at the price of a higher communication
cost. A Hello message is transmitted as the payload of a MAC frame, and the total
number of bits of all Hello messages transmitted by a node is O(n-m), where n is the
maximum number of neighbors of a node, and m is the number of bits to hold the
unique node ID. A Hello message uses 32 bits for the position of a node, 2 bits for the
state, m = 10 bits for the unique node ID and each neighbor node’s ID. This setting
works for networks of over one thousand nodes. If the maximum number of neighbors
of a node is n = 16 (which is very large), the maximum size of a hello message will

be about 26 bytes.

Space

Each node uses its local memory to store two-hop neighbor information from the latest
Hello messages. The total space needed is O(n? - m). Using the previous example,

each node requires at most 416 bytes for that purpose.

Time

Only light computation is involved in the two-level topology control strategy. Almost
all computation during the active subnetwork formation (Section 3.2.2) is covered
by Equation (3.2). The computation during transmission range adjustment (Sec-

tion 3.2.3) depends on which algorithm is used. If FNC' is used, the computation will
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be trivial. If NSP is used, a node will take time to compute an SSSP tree from the
current neighbor coordinators. However, the rate of the re-computing is not high,
and the time to obtain a new range is not critical in the algorithm.

The communication, space, and time complexities of the two-level topology con-
trol strategy hardly impose much burden on today’s wireless sensor hardware. For
example, current MICAz MPR2400 Mote is equipped with an Atmel ATMegal28L
microcontroller (which has up to 16 MIPS throughput at 16 MHz and 128K bytes
in-system programming flash memory [3]) and 2.4 GHz RF transceiver with a data

rate of 250 kbps [18].

3.3 Simulation

This section describes the energy model, configurations, and results of simulation.
The implementation, including the implementation of Span-FNC' and Span-NSP, is

based on Span and runs in the ns2 network simulator.

3.3.1 Energy models

Different assumptions about energy models affect the simulation results significantly.
Table 3.1 gives the energy model in Span where a fixed transmission range is used in

the whole network.

Table 3.1: Span Energy Model

Tx Rx Idle Sleeping
1400mW | 1000mW | 830mW | 130mW

In the simulation, an energy model that reflects transmission range changes is
required. This chapter considers the low-energy radio (which is typical for wireless

sensor networks) and uses an energy model similar to the one used in [29] to compute
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the transmission power. The idle and sleeping powers are estimated proportionally
from the receiving power, and the proportions are the same with the ones in Table 3.1.
Table 3.2 is such an energy model, in which the transmission power is adjustable
according to the transmission range needed, r is the distance over which the packet

is transmitted, and « is the path loss exponent in the radio propagation model.

Table 3.2: Tx Power Adjustable Energy Model

Tx Rx Idle Sleeping
(100 + 0.2r*)mW | 100mW | 83mW | 13mW

3.3.2 Simulation environment and parameters

For convenient comparison with Span, network configurations similar to [11] are used.
Nodes are uniformly deployed in a rectangular area. Two groups of source/sink
nodes (in the same number) locate in the narrow columns at both sides of the rectan-
gular area. The nodes in different groups are paired to send and receive packets. Some
of the nodes are elected as coordinators to work in the active mode, and they have a
higher priority in terms of forwarding data packets. Non-coordinator nodes work in
the power-saving mode and are synchronized to wake up for a while periodically.
Data packets are constant bit rate (CBR) flows: A sender sends packets of a
fixed size at a fixed rate. Simulations are executed in networks with different node
densities. Node density is defined as the average number of maximum neighbors
of a node (source and sink nodes are excluded). For example, a network over a
150m x 150m area consisting of 100 nodes with 7,,,. = 30m has the node density of

12.56 nodes per neighborhood.
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Figure 3.4: The two-level topology control strategy (Span-FNC and Span-NSP)
achieves further energy saving (o = 3.3).
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Figure 3.5: The packet delivery rates of all algorithms are comparable when the node

density is low, and it is sacrificed in algorithms using the duty-cycle-based approach
when the node density is high (« = 3.3).
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Figure 3.6: As the node density increases, the average packet hop number of Span-
NSP has a moderate increase, and that of Span-FNC' is almost unchanged. (o = 3.3)

3.3.3 Simulation results

Figures 3.4, 3.5, and 3.6 are the simulation results when a = 3.3 in the energy
model (Table 3.2). The packet size is 512 bytes (ps=512), and the packet interval
is 0.5 second (pi=0.5). None is for the network without using any topology control
mechanism. Span and NSP each use one topology control approach. Span-FNC and
Span-NSP are for the two-level topology control strategy.

Figure 3.4 shows that NSP can save more energy than Span when the node density
is less than 20, while Span is better when the node density is greater than 20. Span-
FNC and Span-NSP always have better performance than both Span and NSP in
terms of energy saving. For example, Span-NSP saves 6% to 30% energy over NSP
and saves 13% to 15% energy over Span. Span-NSP always saves about 2% more
energy compared with Span-FNC. Energy is mainly consumed by the packet delivery

and idle nodes in wireless sensor networks. NSP reduces the energy consumption of
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packet delivery, which dominates the energy consumption in networks with relatively
lower node densities. Span reduces the average idle time (by increasing the sleeping
time), which dominates the energy consumption in networks with relatively higher
node densities. The two-level topology control strategy (Span-FNC and Span-NSP)
exploits both techniques and achieves further energy saving for a wide range of node

densities.
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Figure 3.7: The duty-cycle-based algorithms are preferable when the path loss expo-
nent is o = 3.

Figure 3.5 shows that the packet delivery rates of all algorithms are comparable
when the node density is below 30. When the node density is over 30, however, the
packet delivery rates are sacrificed in algorithms (Span, Span-FNC, and Span-NSP)
that use the duty-cycle-based approach. A duty-cycle-based algorithm puts some
nodes into the power-saving mode, which may cause congestion in the coordinators,
hence dropping packets. When the traffic is not very heavy and the node density is
not very high, however, the receiving rate can be maintained at some reasonable level.

In Figure 3.5, the receiving rate is over 95% with node density below 35. Wireless
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Figure 3.8: The transmission-power-based algorithms are preferable when the path
loss exponent is a = 3.6 and the node density is small.

channel contention is another factor that may cause the delivery rate to decrease, but
in a network where traffic is not very heavy, it is not a factor as important as the
average transmission range or the number of active neighbors.

Figure 3.6 shows that the average packet hop number increases in NSP and Span-
NSP as the node density increases. Compared with NSP, Span-NSP has a moderate
increase due to a relatively small number of scattered coordinators. Span-FNC and
Span maintain almost the same average hop number over a wide range of node den-
sities, because they always try to use the farthest neighbor coordinators. None can
have smaller hop numbers in denser networks, because it is easier to find a nearer
next-hop node to the destination.

As stated, the energy model has a great impact on the simulation results. Fig-
ures 3.7 and 3.8 show the energy consumption results when @ = 3 and o = 3.6 in the
energy model. The general trend is that duty-cycle-based algorithms are preferable to

transmission-power-based algorithms when the path loss exponent «a is small or the
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node density is large, while transmission-power-based algorithms are preferable when

the path loss exponent is large or the node density is small.

3.4 Conclusion

The two-level topology control strategy demonstrates a way to integrate the exist-
ing duty-cycle-based and transmission-power-based topology control approaches in
wireless sensor networks for further energy saving. The algorithms based on the
duty-cycle-based and transmission-power-based approaches are adapted to fit into the
two-level approach and dynamically affect each other. While both the duty-cycle-based
and the transmission-power-based approaches have their preferred network conditions
under which one outperforms the other, the simulation result shows that the two-level
topology control strategy can achieve better performance than either of them in terms
of energy saving in networks with a wide range of node densities.

There are many factors in the wireless sensor networks that may affect the perfor-
mance of the topology control algorithms. Topology changes in the network, energy
remaining in nodes, and effective transmission ranges of nodes are foci of the two-level
approach. Future work may also consider the balance of workload and rate of energy
consumption for finer tuning between the duty-cycle-based and transmission-power-
based approaches.

The work presented in this chapter has been published [78, 80].
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Chapter 4

DSP-CDS: A Distributed

Clustering Algorithm

4.1 Introduction

Clustering is an important approach to solving capacity and scalability problems in
wireless ad hoc networks where no physical infrastructure is available. Connected
dominating set (CDS) as a clustering method is widely used in wireless ad hoc net-
works for topology control [48], routing [19] [75], broadcasting [62], etc. For a graph
G, a set S of vertices is a dominating set of G if every vertex of GG is either in S or
adjacent to a member of S. A dominating set S is a connected dominating set if the
subgraph of G induced by S is connected. A node in the dominating set is called
dominator. A small size CDS is desirable in many applications. A CDS of minimum
size is called minimum connected dominating set, or MCDS. Although finding an
MCDS in a general graph is an NP-complete problem [25], many approximate MCDS
algorithms have been proposed.

Distributed CDS construction algorithms in literature usually have two or more

phases, as discussed in Section 2.5. An algorithm with multiple separated phases
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has two drawbacks. One is the long delay in later phases when the network size is
large, because each later phase must wait until the previous phase finishes in the
whole network and the convergence time of each phase increases as the network size
increases. The other is the poor ability to adapt to the dynamic network topology,
which is typical in mobile ad hoc networks (MANETS) and wireless sensor networks
(WSNs). If the root in a Type-I algorithm withdraws from the network or the global
structure in a Type-1I algorithm is damaged due to node movements, the connectivity
of the dominating set can not be maintained without recalculations in all phases.
When a recalculation happens, the current structure of CDS is not valid any more.
Applications depending on the CDS must wait until the recalculation finishes in the
entire network.

This chapter presents the DSP-CDS algorithm, a novel distributed single-phase
CDS construction algorithm for ad hoc networks. The algorithm converges quickly in
a single phase and generates a CDS of competitively small size. In DSP-CDS, each
node only uses the information of its one-hop neighbors to make a local decision on
whether to join the dominating set, and dominators are selected simultaneously across
the network. This is like the clustering phase in a distributed Type-II algorithm, but
DSP-CDS does not need a separate connecting phase. Clusters (called pieces) in
DSP-CDS grow until they are connected to each other, and the merged larger pieces
continue to grow until a CDS is formed in the network. Each node bases its decision
on a key variable, strength, which guarantees that the dominating set is connected
when the algorithm converges. The rules for computing strength can be changed
to accommodate different application needs, for example, to include the ability of
balancing energy consumption among neighboring nodes. DSP-CDS adapts well to
dynamic network topologies caused by node mobility, node failure, and deployment
of new nodes. Upon topology changes, the nodes adjust their strengths and trigger

local updates to the current CDS structure.
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4.2 Distributed Single-Phase CDS Construction

4.2.1 Terminology

In the DSP-CDS algorithm, each node in the network has a unique identifier, called
nid. A node can be in one of the three states: white, gray, and black. A dominator is
in the black state. A node adjacent to a dominator, if it is not a dominator itself, is
in the gray state. All the other nodes (neither black nor gray) are white. A piece is
a connected sub-network during the CDS construction. Connected black nodes and
their gray neighbors form one piece. A white node itself is a piece. A piece has a
unique ID, called pid, known to all nodes in the piece. A piece has a special node
called master. The master of a trivial piece is the white node itself, and the master
of a non-trivial piece is one of the black nodes. The piece master decides the pid of
the piece. The strength of a node indicates the ability of the node to connect with

different pieces.

4.2.2 Design of DSP-CDS

DSP-CDS is a distributed algorithm. It is designed to achieve three goals. First, it
generates a CDS fast in a single phase. Secondly, it generates the CDS of compet-
itively small size compared with other distributed algorithms. Thirdly, it efficiently

maintains the CDS under network topology changes.

The single-phase method

It is desirable to have dominators selected simultaneously across the network so that
the CDS can be generated faster. The question is how do we guarantee that the
dominators are connected without resorting to a root election phase as in Type-I
algorithms or a connecting phase as in Type-II algorithms and that the constructed

CDS has a reasonably small size. In DSP-CDS, the answer lies in strength, a concept
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introduced to elect dominators.

The definition of strength is the key in DSP-CDS. It must satisfy three criteria:
1. A node with a greater strength indicates a better choice as a dominator;

2. The strength of a node decreases and reaches 0 at some point during the exe-

cution of the algorithm; and
3. The dominating set is connected when all nodes reach the strength of 0.

Various factors can be incorporated into the definition of strength. For example,
an application may consider communication capability or energy so that the selected
dominators have higher throughput or more remaining energy.

DSP-CDS is a single-phase method. It starts in a state where all nodes in the
network are white, and the number of pieces is equal to the number of nodes. The
algorithm progresses as the nodes with greater strength values become black and
the number of pieces in the network decreases. Given a well-defined strength and a
connected original network, the algorithm converges to a state where all the black
nodes in the network form a CDS and all nodes reach the strength of 0. If the network
is not connected, the algorithm forms a CDS for every connected component in the

network.

Dynamic topology consideration

Dynamic topology is one of the salient characteristics of mobile ad hoc networks where
nodes are free to move. The network topology may also change unpredictably due to
node failure, running out of power, or adding new nodes into the network. Dynamic
topology has a significant impact on CDS algorithms.

Two actions of a node lead to the network topology change: withdrawing and

joining. Withdrawing refers to the functional termination of a node in the network,
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and it happens when a node fails, runs out of power, or exits from the network. Join-
ing refers to the functional start of a node in the network, and it happens when a
new node is added or a node recovers from a failure. Moving of a node can be treated
as two separate actions of withdrawing and joining, if the node can be assumed to
stop receiving and transmitting messages when in motion. To cover a broader range
of situations, this paper assumes no special notification sent from the withdrawing or
joining node. Relying on such notification, even if possible, imposes high expectation
on the ability of nodes. The neighbors of a changing node must rely on other mecha-
nisms to detect the changes. In DSP-CDS, periodically broadcast messages are used
for this purpose (See Section 4.2.3 for details).

The changing neighborhood resulted from a node withdrawing or joining affects
the generated CDS. Generally, there are two methods to handle it: recalculating and
updating. With the recalculating method, a distributed CDS algorithm starts at a
fixed interval or is triggered by some event (e.g. when disconnection of the dominating
set is detected), and a new CDS is generated from scratch. With the updating method,
the CDS is maintained by updating a portion of the existing dominating set according
to the topology changes. A practical strategy may use the updating method most
of the time and use the recalculating method when necessary. This chapter only

discusses the updating method.

4.2.3 Implementation of DSP-CDS

In DSP-CDS, the execution of each node is divided into rounds, as illustrated in
Figure 4.1. In each round, a node exchanges status messages with its neighbors,
updates its strength, and decides if it should become a dominator. If the new strength
is 0, the node will not change its state (white, gray, or black). If the new strength is
greater than 0, the node decides its new state based on its current status (including

the value of strength) and the local knowledge about its neighbors.
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Figure 4.1: A node using DSP-CDS works in rounds.

PseudoCode-1 gives the computation of strength, and PseudoCode-2 gives the

implementation of the DSP-CDS algorithm.

Strength

In the DSP-CDS implementation, the strength of a node 7 is computed using the

following rules:

Rule-1: If node 7 is black, its strength is 0;

Rule-2: If node 7 is gray or white, its strength is the sum of the points contributed

by its neighbors;

Rule-3: A black or white neighbor contributes 2 points, and a gray neighbor con-

tributes 1 point, with the following exceptions:

. A neighbor with the same pid as node i contributes 0 point to the strength of

node i;

. Among the neighbors sharing the same pid only the one that can contribute

the greatest points contributes to the strength of node 1.

This definition of strength considers only the topology information. A node a has
greater strength if it can reduce more pieces in the network after becoming black. A
black node has the zero strength and does not make state decision. A gray neighbor
contributes fewer points than a black or white neighbor, because connecting to only

gray nodes in another piece will not combine the two pieces into one. Applications
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are free to make changes to this definition with different point distribution among
neighbors, or with consideration of other factors such as energy and communication

capabilities, as long as the three criteria in Section 4.2.2 are satisfied.

PseudoCode. 1 Strength computation in DSP-CDS

// Compute the strength of a node based on local knowledge about neighbors
compute_strength {
if (no neighbor)

return InvalidStrength; // Strength for an isolated node

pidSet = {pid};

new_strength = 0;

// Compute the strength using information of neighbors if the node is
10 // not black
if (state != black) {
// Count points of black or white nodes in the first round
for each black or white neighbor node i {
if i.pid is not in pidSet {
15 pidSet = pidSet + {i.pid};

new_strength += 2;

}

// count points of gray nodes in the second round
20 for each gray neighbor node i {
if i.pid is not in pidSet {

pidSet = pidSet + {i.pid};

49



new_strength += 1;

25 }
}

return new_strength;

An isolated node has no neighbors, so it has the invalid strength and will never
change its state (PseudoCode-1). The invalid strength is also used as the initial
strength value of a node (PseudoCode-2), when no valid strength is ever computed

for it.

State decision

In DSP-CDS, each node decides when to do the work in each round. Two time
intervals, 77 and T5, are introduced to control the frequency of STATUS broadcast
and the frequency of state decision, respectively. 77 and T, are parameters of the
algorithm, and they should satisfy the following constraint in order for the algorithm

to make proper decisions:

Ty > 2T} + 2D,mas, (4.1)

where D4, is the estimated maximum single-hop delay in the network.

Here, a proper decision of node 7 means that a new state decision in node 7 should
base on the feedback from its neighbors who have already updated their status ac-
cording to the previous state decision made in node 7. This is illustrated in Figure 4.2.

The basic process of state update is as follows. A node in the network sends

a STATUS message to its neighbors at the interval of T;. A STATUS message
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Figure 4.2: DSP-CDS uses the constraint Ty > 27T} 4+ 2D,,,, in order to make proper
decisions.

contains the current information about the sender: nid, pid, state, and strength. A
node with a nonzero strength makes a decision on whether to become black at the
interval of T,. If its strength is the greatest among its neighbors, the node becomes
black. The pid and nid values are used for tie breaking. A node with zero strength
does nothing at this time. Upon receiving a STATUS message, a node updates
its local knowledge about the sender. If the sender is not black, nothing additional
happens in the receiver. If the sender is black, a black or gray node receiving a
message with a greater pid will update its pid; while a white receiver will become

gray and update its pid to the one in the message. See PseudoCode-2 for details.

PseudoCode. 2 Pseudo code of each node program

// Define a constant

define InvalidStrength = —1;

// Initialize local variables

pid = nid; // Initially, each node has a unique nid
5 state = white;

strength = InvalidStrength; // Initial strength value

parent = nil;

// T1 and T2 are input variables of the algorithm.

ol



10

15

20

25

30

35

reset timer t1 = T1;
reset timer t2 = T2;
retst timer beaconTimer = BeaconExpiration;

reset timer pidTimer = PidExpiration;

upon expiration of t1 {
strength = compute_strength(); // Compute a new strength
broadcast STATUS(nid, pid, state, strength);

reset timer t1 = T1;

upon expiration of t2 {
if (state == black || strength == 0) return;
strength = compute_strength(); // Compute a new strength
// Get the mazimum strength among neighbors
(s, p, n) = get_max_neighbor();
if ((strength, pid, nid) > (s, p, n)) state = black;

reset timer t2 = T2;

upon expiration of beaconTimer {
if (state == black and pid == nid) {
broadcast BEACON(nid, pid);
}

retst timer beaconTimer = BeaconExpiration;
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upon expiration of pidTimer {
if ((pid != nid) and (state == gray or state == black)) {

pid = nid;

parent = nil;

reset timer t1 = T1;

reset timer t2 = T2;

if (state == gray) {

state = white;

strength = InvalidStrength;

upon expiration of neighborTimer(nid) {

delete neighbor(nid)

upon receving a STATUS message S {
save neighbor(S.nid) = (S.pid, S.state, S.strength);
reset timer neighborTimer(sener.nid) = NeighborExp;
if ((S.state == black) and (S.pid > pid || state == white)) {
pid = S.pid;
parent = S.nid;
reset timer pidTimer = PidExp;

if (state == white) state = gray;
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65 upon receving a BEACON message {
// only consider the BEACON from the parent
if (parent == BEACON.nid) {
reset timer pidTimer = PidExpiration;
if (state == black) {
70 // A black node needs to relay the beacon

broadcast BEACON(ni, pid);

75
// Get the mazimum (strength, pid, nid) amongst neighbors using
// local information
get_max_neighbor {

(s, pid, nid) = (0, 0, 0);
80 for each neighbor node i {
if (i.strength, i.pid, i.nid) > (s, pid, nid) {

(s, pid, nid) = (i.strength, i.pid, i.nid);

}

85 return (s, pid, nid);

Note: (Ay, A, A3) > (a1, as, a3) is true when

A > ak(k € [1,3]) and A; = CLZ(Z =1.k— 1)
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Handling node mobility

STATUS messages are also used to deal with network topology changes. A node
broadcasts STATUS messages at fixed interval (determined by 7)) to indicate its
aliveness in addition to reporting its status. A node maintains in its local storage the
information about its known neighbors and updates it with each received STATUS
message. If a node does not receive a STATUS message from a neighbor for a
period of time (defined by the timer neighborTimer), it regards the neighbor as a
withdrawn node and deletes the associated entry from its local storage. If a node
receives a STATUS message from an unknown node, it will allocate a new neighbor
entry for it.

BEACON messages are utilized to maintain the connectivity of the dominating
set, if still possible, in case that some dominators withdraw. BEACON messages
are generated in the master dominator of each piece at a fixed interval (indicated
by beaconTimer) and propagated to all nodes in the piece. If a gray node does not
receive a BEACON message for a period of time (indicated by pidTimer), it will
become a white node (a new piece) and clear its strength and pid accordingly. If a
non-master black node does not receive a BEACON message for a period of time
(also indicated by pidTimer), it will withdraw from the piece and start a new piece
with itself as the master dominator.

A node remembers the black node as its parent from which it gets the pid, and
it will later only accept BEACON messages from the parent to avoid excessive
broadcast of BEACON messages among black nodes. Therefore, in any piece the
connected dominators form a rooted tree with the piece master as the root, non-
master black nodes as intermediate nodes, and gray nodes as leaves. The BEACON

messages flood from root to leaves through the tree in normal situations.
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Two additional constraints apply on the timers:

neighborTimer > T} (4.2)

pidTimer > beaconTimer. (4.3)

Table 4.1: Summary of Parameters in DSP-CDS

‘ Parameter ‘ Meaning ‘
Ty frequency of STATUS messages
Ty frequency of the state decisions

netghborTimer | expiration threshold of the neighbor status

beaconTimer | frequency of BEACON messages

PidTimer expiration threshold of a connected piece

A withdrawing or joining node causes the strength and/or pid changes in its
neighbors, which in turn triggers new state decisions in those neighbors to adapt to
the changed topology. The departure of a white node or a gray node does not have
any effect on the existing dominating set. A neighbor node will simply delete its
entry for the withdrawn node and adjust its strength accordingly. The departure of a
black node may leave some gray nodes unattended. If that happens, those gray nodes
will withdraw from the current piece and become white nodes. The departure of a
black node may also leave other black nodes in the same piece disconnected. If that
happens, those black nodes will form several new pieces. In addition to the above
routines, the departure of a piece master will always cause one or more new masters
to be elected. Adding a new node into the network is relatively easier to handle,
and the new node will join a current CDS as a gray node or cause election of new
dominators.

Node withdrawing is less frequent to happen on black nodes because of the small

percentage of them in the network. Therefore, a black node does not go back white
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and start all over again, as a gray node does, in order to preserve as much as possible

the existing CDS structure and achieve a quicker recovery from the changed topology.

Setting of parameters

DSP-CDS has five parameters summarized in Table 4.1. Setting of these timers are
left to the application, as long as the constraints of inequalities 4.1, 4.2, and 4.3
are satisfied.

The beaconTimer should reflect the node withdrawing frequency in a network.
The more frequent the withdrawing happens, the smaller beaconTimer should be.
To compensate for the loss of BEACON messages in an unreliable network, the
constraint of inequality 4.3 should be stricter, and pidTvmer should be set to several
times larger than beaconTimer. Inequality 4.2 may be changed similarly. In this
case, the chance of message loss is much smaller, and a STATUS message is only
sent over one-hop distance.

The equality in constraint of inequality 4.1 assumes a reliable network. A longer
T, than merely Ty, = 2T +2D,,,, can compensate the loss of STATUS messages due
to radio interference. In some cases, the state decision is made based on out-of-date

information, but the gap is small and does not hurt the performance.

Other implementation issues

In the above discussion and the pseudo code, STATUS and BEACON messages
are stated as two separate messages for the presentation purpose. In the real imple-
mentation, however, information in a BEACON message can be combined into a
STATUS message, because the value of beaconTimer is usually several times of the
value of T7. If DSP-CDS sits in the MAC layer, the STATUS message itself can be
in turn combined into the existing heartbeat message in the network, e.g. the beacon

frame in IEEE 802.11x networks. If DSP-CDS is used in the application layer, the
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application needs to maintain all the messages.

In a static topology network, there is no need to broadcast STATUS messages
at a fixed interval. A great amount of messages can be saved by letting a node only
broadcast the STATUS message when there is some change in its status (strength,
pid, or state). See Section 4.3.3 for the message saving simulations in the DSP-CDS

algorithm for the static topology networks.

4.2.4 Correctness of DSP-CDS

The proof assumes a reliable symmetric network. That is, there is no message loss
and all communication channels are bidirectional. The proof is only for static topol-
ogy networks, and the situation in dynamic networks will be explained later. The
algorithm starts with the initial state where all nodes are white, have the strength

of 0, and have the pids equal to their nids.

Theorem 4.2.1 The DSP-CDS algorithm reaches a stable state, where all nodes

have the strength of 0 and no node will change the state any more.

Proof Initially, every node is white and has an invalid strength. After some neighbors
are discovered and before any of them changes its state, the strength of a node will
be a positive value, two times the number of its discovered neighbors, because all the
neighbors are white and have unique pids. Assuming there are m (m > 0) nodes that
have positive strength values at time ¢, we know there are at most m — 1 nodes that
have positive strength values at time ¢ + 275, since at least one of the m nodes will
become black and reach the strength of 0 in the next 275 period, and the strength
of a node stops changing when it drops to 0 in a static topology network. Therefore,
all nodes have the strength of 0 no later than ¢ + 2mT,, and no nodes change their

states after that.
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Lemma 4.2.2 If the original network is connected, there is no white node in the

stable state.

Proof (Proof by Contradiction) Assume there exists a white node in the stable state.
The white node’s pid must be equal to its nid, because it never receives a STATUS
message from a black neighbor and never changes its pid. Since the pid of the white
node is unique in the network and the original network is connected, the white node
must have at least one neighbor with a different pid. Therefore, the white node has

a positive strength value, which is in contradiction to the definition of stable state.

Lemma 4.2.3 If the original network is connected, the black nodes form a connected

subgraph in the stable state.

Proof (Proof by Contradiction) Assume the algorithm forms more than one piece
in the stable state. According to the algorithm, the pid does not propagate over the
border of a piece, so any two nodes that are not in the same piece do not have the
same pid. Since the network is connected, there must exist at least one node that has
a neighbor with a different pid. That node will have a positive strength, which is in

contradiction to the definition of stable state.
Lemma 4.2.4 A gray node has at least one black neighbor.

Proof A white node becomes gray if and only if it receives a STATUS message from
a black neighbor, and black neighbors stop changing its state after becoming black in

a static topology network. Therefore, a gray node has at least one black neighbor.

Theorem 4.2.5 If the original network is connected, the black nodes form a CDS of

the network in the stable state.

Proof In the stable state, a node is either black or adjacent to a black node according

to Lemma 4.2.2 and Lemma 4.2.4, and the black nodes form a connected subgraph
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according to Lemma 4.2.3. Therefore, the black nodes form a CDS of the network in

the stable state.

Theorem 4.2.6 The DSP-CDS algorithm reaches a final state where all nodes have

the same pid in a connected network.

Proof After reaching the stable state, the state of all nodes will not change any more
in a static topology network, but the pids may still propagate through the CDS. If
the size of the CDS is d, it takes at most (d + 1)7; time for the final pid to reach all

the nodes in the network, and all the nodes will have the same pid.

With a dynamic network topology, some nodes may withdraw from or join into
the network during or after the CDS construction. Node mobility may disturb the
structure of CDS, but the neighbors of those withdrawing or joining nodes will update
their strength to reflect the changes. Therefore, if the network keeps static for a
limited period of time after a change, the DSP-CDS algorithm will converge to the

final state and generate a valid CDS as in a static topology network.

4.2.5 Execution process of DSP-CDS

Figure 4.3 through Figure 4.8 illustrate the execution process of DSP-CDS on a
medium size network. The network size is 70 x 70. There is a total of 49 nodes
arranged into a 7 x 7 grid with small random perturbation of grid points. Nodes IDs
are randomly assigned, and each node has the same radio range R = 18 so that its
neighbors are only on the nearby layer. This layout makes the network easy to read
but have sufficient complexity. Each figure is a network snapshot taken at the interval
of T2 and roughly shows the result after each round of execution. The numbers to
the upper-right corner of each node are values of the node’s nid, pid, and strength,

respectively.
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Figure 4.3: Round #1: Nodes 9, 28,38 and 42 become dom-
inators, while nodes 25 and 45 are off. The numbers are
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Figure 4.4: Round #2: Nodes 31, 24 and 29 become dominators.
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Generally, node withdrawing or joining occurring during the process of CDS con-
struction has greater impact on the performance of the algorithm than after it. In
these figures, some nodes change their states to simulate such impact. Nodes 25 and
45 are turned off (with a cross on them) at first and turned on between rounds 3 and
4 to simulate joining of nodes. Nodes 28 and 41 are turned off between rounds 3 and
4 to simulate withdrawing of nodes. Nodes 18 and 24 change their locations between
rounds 4 and 5 to simulate moving of nodes.

Figure 4.3 shows that after the first round of execution, four nodes become dom-
inators (black nodes). Each dominator forms a piece with itself as the piece master,
graying its neighbors. A gray node is shown linked to its dominator by a line. All the
nodes in the same piece share the same pid with the piece master. Figures 4.4 and 4.5
show that more dominators are elected and some of them are connected to form a
larger piece. Connected dominators are shown linked to each other by thick lines.
In Figure 4.6, nodes 25 and 45 join the network, and they fit themselves into the
existing pieces, while nodes 28 and 41 withdraw from the network, leaving some gray
nodes unattended. Thus, those gray nodes become white again with strength = —1
and pid = nid (nodes 36, 21, 48, 4, and 17). Node 24 becomes a new piece master
after the withdrawing of node 28, but the gray nodes around node 24 have not yet
updated their pids. In Figure 4.7, nodes 24 and 18 move to new locations and cause
the dominating set to change accordingly. In Figure 4.8, a final CDS is constructed
across the network in round 7, and all the nodes are in one piece and share the same
pid (which is 48 in the figure). It takes DSP-CDS 7 rounds to generate the CDS with

all the topology changes. The snapshot of round 6 is omitted.
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4.3 Simulation and Discussion

This section has three parts. Section 4.3.1 evaluates the performance of DSP-CDS
under different settings of the parameters. Section 4.3.2 discusses the comparison
results of DSP-CDS with other two CDS algorithms. Section 4.3.3 how to reduce
messages in static topology networks. All algorithms in discussion were implemented
using MATLAB.

In simulations, all nodes are randomly deployed in a square area with side length
(L) ranging from 40 to 120. Every node uses a fixed radio range R = 10 and has
a perfect disk coverage. Therefore, the networks are sized 4 to 12 times the node
radio range. The network size and node density determine the number of nodes ()
in the network. Node density (or absolute node density), p, is defined as the average
number of nodes per unit area. For example, a 100 x 100 network with node density
p = 0.01 has N = 100 x 100 x 0.01 = 100 nodes. Relative node density is defined
as the number of neighbors per node. Because the radio range of each node is fixed
to R = 10, the absolute node density and relative node density have a one-to-one
correspondence. For example, given (absolute) node density p = 0.01, the relative
node density is 7 x R? x p = 3.14.

All networks are checked to make sure that they are connected before simulations
begin. Special care is taken in mobility simulations to make sure that the networks
are still connected after some percentage of nodes withdraws.

In most simulations, evaluation metrics are CDS size, CDS diameter, and number
of rounds it takes the algorithm to converge. Section 4.3.3 discusses the number of
messages.

Table 4.2 summarizes all the network configurations used in simulations. The
Dynamic column lists the type of dynamic topology simulated, if available. The '—’
item means that the parameter of this column is under evaluation in this configuration

and different values for that parameter will be set during simulations. The estimated
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maximum single-hop delay, D,,,;, is set to zero in all the simulations. In all figures
of the simulation results, every data point is the average of 20 simulations under the

same configuration.

Table 4.2: Summary of Network Configurations

Config Network Node Number of Radio T/Ty Dynamic
Length (L) | Density (p) | Nodes (V) | Range (R)
1 40-120 0.04 64-576 10 — N.A.
2 40-120 — - 10 4 N.A.
3 40-120 0.04 64-576 10 4 Withdrawing
4 40-120 0.04 64-576 10 4 Joining
5 40-120 0.04 64-576 10 4 Moving
6 40-120 0.04 64-576 10 4 N.A.
7 40-120 0.04 64-576 10 4 N.A.

4.3.1 Performance evaluation of DSP-CDS

Frequency of state decision

Ti and T, are the two most important parameters that affect the performance of
DSP-CDS. The pid of a piece propagates through STATUS messages at the speed
of one hop per 77 time. In a large piece, it takes multiple hops for a new pid to reach
all the nodes. Therefore, it is possible for a node to view one piece as two when the
node makes a state decision. If that happens, it means the diameter of the piece is
large. A dominator that is selected by viewing one large piece as two will reduce the
diameter of the CDS. Generally, a larger T, (relatively to 7}) leads to a smaller size
CDS and longer convergence time. The redundant dominators with a smaller 75, are
caused by the longer delays of pid propagation in pieces of large diameters. Therefore,
in addition to generating a CDS faster, a smaller 75 can reduce the diameter of the
resultant CDS at the price of a larger CDS.

Figure 4.9 and Figure 4.11 show that a larger 75 leads to a smaller CDS size but
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a larger CDS diameter most of the time. In larger networks (L > 85m), the trend for
CDS size changes is more pronounced. In Figure 4.13, the algorithm with a larger
T, takes fewer rounds to converge, the actual convergence time is larger because the

actual time of each round depends on T5.

Node density

Node density determines how many neighbors a node can have, since the radio range
of a node is fixed. With a higher node density, a node has more neighbors to compete
with to become a dominator. But after a node becomes a dominator, all its white
neighbors are covered as gray nodes and share the same pid. Usually, a node that can
cover more white nodes has a greater chance to become a dominator because of its
greater strength. Thus, a new dominator will try to cover a new area of the network,
given a connected network and a fixed radio range. Therefore, if the algorithm is well
designed, the CDS size should be mainly determined by the network size and has less
to do with the node density.

Figure 4.10 and Figure 4.12 show that DSP-CDS generates CDSs of almost the
same size and the same diameter in networks with various node densities. But it takes

longer time for the algorithm to converge in high density networks (Figure 4.14).

Node mobility

In the node withdrawing simulations (Figures 4.15, 4.17, and 4.19), a small percentage
of nodes withdraws from the network randomly during the process of CDS construc-
tion. As stated earlier, node withdrawing after the CDS construction should have less
impact on the resultant CDS. A network with higher withdrawing percentages needs
more rounds to converge, as shown in Figure 4.19. But the DSP-CDS algorithm deals
with node withdrawing well enough so that the CDS size and the CDS diameter do

not change too much with up to 10% withdrawing percentages, as shown in Figure
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4.15 and Figure 4.17, respectively.

Joining nodes have very limited impact on the existing CDS. Most of them fit into
the existing CDS as gray nodes. Although a small fraction may cause new dominators
to be elected, they have no impact on the existing dominators. Therefore, a higher
percentage of joining nodes during CDS construction has little impact on the CDS
size and CDs diameter, as shown in Figure 4.16 and Figure 4.18. Joining nodes
have less impact on the convergence time than withdrawing nodes as shown in Figure
4.20

Node movements were treated as two actions of withdrawing and joining. As the
combined effect of those two actions, the impact of node movements during the CDS
construction is very similar to that of the node withdrawing, as shown in Figures
4.21, 4.23, and 4.25.

In all the simulations, the timers related to mobility are set as follows:

Neighbor Exp = 3T

BeaconExp = 2T}

PidExp = 3BeaconExp = 6T}

Table 4.3: Message Saving in Static Topology Networks

| Network Length 40 |50 |60 |70 [80 [90 [110 |
Msg# of DSP-CDS 570 [ 1102 [ 1841 [ 2633 [ 3710 | 5046 | 7952
Msg# of static DSP-CDS || 74 137 233 342 470 639 1043
Saving % 87.01 | 87.56 | 87.34 | 87.01 | 87.33 | 87.33 | 86.88
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4.3.2 Comparison with other CDS algorithms

The DSP-CDS algorithm is compared with two multiple-phase CDS algorithms: MT-
CDS [83] and WU-CDS. WU-CDS is Wu and Li’s algorithm [75]. In terms of CDS size,
Wu and Li [75] show that WU-CDS performs better than Das et al.’s algorithm [20],
while Zhou et al. [83] show that MT-CDS performs much better than WU-CDS and
the algorithm by Wan et al. [71].

A centralized CDS algorithm, C-CDS; is used in the simulation for comparison
purpose. In C-CDS, the node with a lowest ID is used as a root. First, add the
root to the dominating set and dye its neighbors gray. Then, each time add the gray
node, which can reduce the maximum number of white nodes, into the dominating
set (dyed black), and its white neighbors are dyed gray. The process continues un-
til there is no white nodes. The black nodes form a CDS. C-CDS is a centralized
implementation of MT-CDS. C-CDS is expected to have smaller CDS sizes than the
distributed algorithms.

Figure 4.22 shows that, in terms of CDS size, DSP-CDS performs much better
than WU-CDS and MT-CDS. The connected dominating sets built by WU-CDS have
smaller diameters in large networks (Figure 4.24), but the trade off is much greater
dominator population.

DSP-CDS converges much faster than MT-CDS, as illustrated in Figure 4.26. The
DSP-CDS algorithm always converges in no more than 8 rounds for a wide range of
network sizes in our simulations, although the worst case time complexity is O(|V]),
where V' is the set of nodes. Here, each round of MT-CDS is the time for generating
a new layer of dominators away from the root.

The convergence time of MT-CDS is mainly affected by the network size, the node
radio range, and the position of the initiator (who has the minimum node ID). The
number of rounds in MT-CDS comes from its two phases. In the initiator election

phase, the node with the minimum node ID broadcasts an announcement message
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and waits until all the nodes in the network receive and accept it. In the dominator
election phase, the generated dominators ripple away from the initiator round by
round until they reach every corner of the network.

WU-CDS has a constant time complexity. In Figure 4.26, the number of rounds
is set to 3, with a round for the marking process, pruning using rule 1, and pruning
using rule 2, respectively. The main disadvantage of WU-CDS is the very large CDS

size, as shown in Figure 4.22.

4.3.3 Message saving in static topology networks

To reduce the number of STATUS messages in a static topology network, a static
version of DSP-CDS can be used. In the static version, a node broadcasts a STATUS
message only upon the change of its status after the initial status exchanges with its

neighbors.

4.4 Conclusion

This chapter has presented a distributed connected dominating set (CDS) construc-
tion algorithm, DSP-CDS, which constructs a CDS efficiently in a single phase in
large ad hoc networks. DSP-CDS elects dominators across the network simultane-
ously. Each node only needs one-hop neighbor information and uses strength to decide
locally whether to become a dominator. In a reliable and connected network, DSP-
CDS converges when all nodes reach the zero strength, and all the dominators form a
CDS. DSP-CDS uses several parameters to control the performance of the algorithm
in terms of CDS size, CDS diameter, and the number of rounds to converge.
DSP-CDS adapts well to the dynamic network topology and updates a portion of
the existing CDS in case of a topology change. The size and diameter of the updated

CDS can be kept almost unchanged with 10% random node mobility.
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DSP-CDS solves the phase-delay problem raised by many existing distributed
CDS construction algorithms and generates a CDS of small size compared with those
algorithms.

The work presented in this chapter has been published [79, 82].
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Chapter 5

Energy Consumption in Clustered

Wireless Sensor Networks

5.1 Introduction and Related Work

Energy is vital for many applications in wireless sensor networks. Clustering is one of
the most important approaches to energy saving by keeping only a portion of nodes
(cluster heads) active. Because high node density is typical in wireless sensor net-
works for fault tolerance purposes, turning redundant nodes into power-saving mode
has significant effect for the energy saving purpose. Clustering is also an important
approach to solving the capacity and scalability problems in wireless sensor networks
where no physical infrastructure is available.

Most of the existing work on clustering in wireless sensor networks concerns a
specific algorithm [11] [29] [76]. The primary considerations are energy consumption,
throughput, and sensing coverage. Duarte-Melo and Liu [21] describe a heterogeneous
network for data gathering and derive an energy analysis model. In their network,
cluster heads are one hop away from the receiver and have higher communication

capability. Normal nodes relay their sensing data to a nearby cluster head. Their
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primary objective is to study the energy allocation among different types of nodes
and estimate the network lifetime.

Transmission range adjustment as an energy saving approach has been the focus
of numerous studies. Algorithms have been proposed either for the general topology
control purpose [58] [55] [42] [37] [44] [47] or for special tasks [29] [9] [4] [72] , e.g.,
routing, data gathering, and broadcasting. The objective of energy saving is usually
achieved by computing the best transmission range based on the geographic informa-
tion and the energy model. Park and Sivakumar [51] have proposed a quantitative
analysis model for the optimal transmission range problem in this category. They use
throughput and throughput per unit energy as the optimization criteria and conclude
that the optimal transmission power is determined by the network load, the number
of nodes, and the network size. All nodes are active in their networks, and sleeping
of nodes is not considered as an option for energy saving.

Little attention has been given to the transmission range issue of clustered net-
works in the existing research work, while both clustering and transmission range
have great impacts on the energy consumption. This chapter introduces an energy
analysis model for the optimal transmission range problem in clustered wireless sen-
sor networks. The model is based on uniform networks with uniform passing traffic.
It shows that the optimal transmission range in a homogeneous wireless network is a
function of the traffic load and the node density. This also indicates that, in contrast
to the claim in many studies ( [5] [24] [48] [34] [12]), the minimal connected dominat-
ing set (MCDS) is usually not the optimal CDS structure in terms of energy saving.
This chapter further discusses how this model can also be used in data gathering

applications where the traffic is not uniform.
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5.2 Energy Consumption in Clustered Wireless Sen-
sor Networks

This chapter considers connected domating sets generated by the clustering methods.
Assume a connected wireless sensor network where the nodes use the same transmis-
sion range and a subset of nodes forms a CDS of the network. Nodes in the CDS
(called workers) work in the full-power mode, and nodes not in the CDS (called sleep-
ers) work in the power-saving mode. We are to determine the optimal transmission
range of the network, 7,,, so that the total energy consumption in the network is
minimized under a given traffic load if all the nodes use 7, as their transmission
range.

In the full-power mode, a worker is always active in one of the three active states:
transmitting, receiving, and idling. In the power-saving mode, a sleeper is active and
performs its communication functions for a fraction of time. It sleeps to save energy
most of the time. In the sleeping state, a node stops its communication functions, but
may perform other activities, such as sensing. This is consistent with IEEE 802.11
Power Saving Mode (PSM) specification. While the receiving, idling, and sleeping
powers are usually constants, the transmission power is related to the transmission
range, because the received power of a signal falls off with the distance raised to the
ath power, where « is the path loss exponent usually between 2 and 6 depending on
the environment [56].

The total energy consumption in the network is determined by the time distribu-
tion among the four states of all the nodes in the network. The power of the four

states are represented by: e, e,, €;, and ey, respectively, and the periods of time node

i spends on the four states are denoted by: ¢, t¢, ¢!, and t., respectively. In a network

with N notes, let
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The total energy consumption in the network is:

E=eT,+eT, +eT;, +eTs . (5.1)

Here, the sensing power can be included in one or more of the state powers.

This chapter considers the optimal radio range problem with respect to energy
saving in wireless sensor networks. Two variable factors, traffic load and node density,
that may impact the optimal radio range are studied.

Radio Range and Energy Consumption The transmission range affects the
number of workers and sleepers and in turn affects the total energy consumption of
the network. Most existing CDS algorithms tend to select smallest possible number
of workers just enough to take care of the network [5] [24] [48] [34] [12]. Given a CDS
algorithm, the number of workers selected is largely determined by the transmission
range and the network size. A larger transmission range results in a smaller number
of workers. More energy will be spent in each worker for forwarding packets due to
the larger transmission range, but packet hops are reduced and more nodes work in
the power-saving mode. Intuitively, there should be some optimal transmission range
to minimize the total energy consumption in the network.

Optimal Radio Range and Traffic Load Heavier traffic surely increases the
total energy consumption in the network. It may affect the optimal transmission range
as well. A CDS algorithm mainly concerns topology information and the number
of workers is not affected by traffic. Essentially, a heavier traffic (if not exceeding

the node capacity) converts workers’ idle time into transmitting time, and the total
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energy consumption may be affected according to Equation (5.1), so is the optimal
radio range.

Optimal Radio Range and Node Density In a uniformly deployed network,
more nodes surely consume more energy if everything else remains unchanged, be-
cause the number of sleepers is increased. This essentially increases the proportion
of sleeping time and idle time and may change the optimal radio range.

Each state time (¢4, ¢, ¢!, ¢') in Equation (5.1) is a function of transmission range,
traffic load, and node density of the network. In a uniformly deployed network, if the
traffic load and the node density are fixed, the optimal transmission range for energy

saving can be determined. On the other hand, changes in traffic load or node density

may affect the optimal transmission range.

5.3 Energy Consumption Analysis

5.3.1 Assumptions and notations

Network: Assume a uniformly deployed wireless sensor network within an L x W
rectangular area with node density, p, defined as the number of nodes per unit area.
All nodes in the network use the same transmission range, 7 € [0, 74, and the
data transmission rate is Ry, bps. Some clustering method is used to generate a
connected dominating set (CDS) of the network as the communication backbone. A
sleeper spends a fraction of time, f (0 < f < 1), in active states. During a small
time interval T', the number of workers and the number of sleepers can be regarded

as unchanged.

Traffic: Assume no traffic is generated inside the network itself. Some outside traffic
passes across the network from left to right, and the traffic load is proportional to

the width of the network: u packets per second per meter. Each packet has a fixed
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length of [ bytes. Packet forwarding happens only among workers. Sleepers never
transmit packets, but they may overhear packets from neighbor workers during their
active time. The traffic is medium and does not exceed the node capacity.

Although the analysis is based on the uniform network deployment and uniform
passing traffic model, Section 5.3.4 will show that the optimal transmission range
result based on this model can also be applied to non-uniformly deployed network

with non-uniform traffic.

Energy Model: Sleeping, idling, receiving, and transmitting powers are ey, €;, €,

and ey, respectively, and

es=d, e =a, e —=a+b e =a+cr® (5.2)

where a, b, ¢, and d are constants determined by the electronic components of a node,
and « is the communication path loss exponent.
Measures for low power radios [8] have shown that d is usually a very small number

compared with a, and b is close to 0 so that ¢; ~ e,.

Table 5.1: Primitive Parameters of Energy Consumption Analysis

| Parameters | Determined by |

p, L,W network deployment

Ry, "oz node capacity

T, f MAC and topology control protocol
1,1 traffic

a,b,c,d,a node hardware and environment
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5.3.2 Parameters
Primitive Parameters

Primitive parameters in the analysis are summarized in Table 5.1.

Derived Parameters

The other parameters used in the analysis can be derived.

Figure 5.1: In the optimal layout of workers, each added worker can cover at most %
additional area of a hexagon and keep connection with at least one existing worker.

Network Parameters: Using a well-designed CDS clustering algorithm, the rota-
tion between workers and sleepers should be scheduled so that the energy dissipation
is evened out among all nodes. For a small time period 7', assume the number of

workers, N, and the number of sleepers, N,, are fixed, and

N, +N,=N=pA |, (5.3)

where A = L x W is the area of the network.
If each worker covers a regular hexagon, the optimal number of workers is deter-

mined by the network area A and the transmission range r shown in Figure 5.1. Each
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added worker can cover at most % additional area of a hexagon and keep connection
with at least one existing worker. Therefore, the optimal number of workers is ﬁ.
The number of workers is inversely proportional to the the covered area of a node,
7r?, and can be computed by
A
N, = , (5.4)

hrr?

where h is a linear function of 2 and A, and the coefficients are determined by the
clustering algorithm. Then, the density of workers in the network is

Ny 1

Pw =" T b2

(5.5)

Packet Transmitting/Receiving Time: The time to transmit a packet, ¢,, can
be computed with
t,=1%8/Ry (5.6)

and we assume it is equal to the time of receiving a packet.

Traffic Parameters: During 7', the number of packets passing through the network
is

P=puxWxT . (5.7)

Let r be the transmission range of the network, H the average hops of packet, A the
average number of packets received (or forwarded) by a worker, and .J the estimated
distance from a source to a sink. The total number of forwarded packets should be
equal to the product of the number of incoming packets and the average number of
hops:

Ny, - A=P-H . (5.8)
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Figure 5.2: The packet path length from source to sink is sum of each hop distance
(dy,ds, ..., d,,), which is longer than the estimated distance (.J).

Assume

P-Hor=P-J-§ , (5.9)

where § > 1 is a constant so that .J - 0 is the average path length from a source to a
sink (as shown in Figure 5.2). A denser network has a smaller value of §. The J is a
function of r and J, and the coefficients are determined by the clustering algorithm.

From (5.4)(5.7)(5.8)(5.9) we have

T
A= W cur . (5.10)

Therefore, the number of packets one worker forwards is proportional to its trans-

mission range and network traffic load.

5.3.3 Energy Consumption

According to Equation (5.1), the total energy consumption of the network can be
computed if the time each node spends in the four states is known.

With the assumption that the network deployment and the passing traffic are
uniform, the average time for workers and sleepers can be computed.

Let X be the packet arrival distribution in a worker and Y,, be the worker neighbor
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distribution of a node. Assume X and Y,, are independent. Thus,

E(X) = A E(Yw) = 7TT2pw = %: E(XYw) = i

>

where t,, twr, twi, and 1, are the average transmitting time, receiving time, idling
time, and sleeping time of workers, respectively.
A sleeper spends fT in active mode during 7'. Assume it overhears a proportional

amount of traffic in the active mode. Therefore, the average time of sleepers is

tStZO

_ _ At
tsr:ftwr:pr

_ _ _ At

tsi:fT_tst_tsr :fT_pr

t_ss - T(l - f ) 3
where tg, t,., ts, and t,, are the average transmitting time, receiving time, idling
time, and sleeping time of sleepers, respectively.

Let Ty, T,, T;, and T, be the total transmitting time, receiving time, idling time

and sleeping time of all nodes, then
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Tt - Nwtwt + (N - Nw)tst
Tr — Nwtwr + (N - Nw)tsr
T% — Nwtwi + (N - Nw)tsi

Ts — Nwtws + (N - Nw)tss

Finally, the total energy consumption of the network during 7' can be computed
using Equation (5.1).
The average energy consumption rate (energy consumption per second per unit

area) is

+(d+ fla—d)p . (5.11)

Rewrite e as

1
e = kyur® ' 4 kspur + kgg + klr_Q + kop (5.12)
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where

0J
k4_Ctp'f
6J
kngbtpﬂ"f
bt, o0J
kzZ(l—f)—p'f
(- Da—d)
1=
hm

ko= (d+ f(a—d))

After the deployment of the network, k; (i = 0,1,2,3,4) are constants. The total
energy consumption is a function of the transmission range r, traffic load p, and node
density p. The optimal transmission range for energy saving is a function of p and p,
the traffic load and node density.

The receiving power is often very close to the idling power for RF devices. Thus,
Equation (5.12) can be simplified by assuming e; = e,, thus, b = 0, ky = 0, and
ks = 0. Therefore:

1
e = kyur® ! + klr_Q + kop . (5.13)

By taking ¢ = 0, we have

—( 2k )
:(2(1—f)(a—d) L 1 . (5.14)

cla—=1)hr  0J tyu

Note that, ¢,u is the traffic load in terms of bits per second per meter.
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5.3.4 Discussion

From Equation (5.14), we know r,,; o< ﬁ, which means the optimal transmission range
is smaller for heavier traffic. Note that r,, is not related to node density p, which
means p has no impact on the optimal radio range when e, = ¢; holds. The smaller
transmission range is preferred in environments with higher path loss exponent («),
because transmission power increases exponentially with a. A greater transmission
range is preferred if nodes are equipped with higher data rate transmission devices
(t, is smaller), in which case the transmission time will be reduced.

With the estimated optimal transmission range, proper transmission devices for
applications can be determined beforehand. The network lifetime can be estimated
if the topology control algorithm can handle the worker and sleeper rotation well
enough to achieve an even energy dissipation in the network. With the insight of
the relationship between transmission range and traffic, traffic in the network can be
better scheduled to extend the network lifetime.

The energy analysis model is based on the assumptions that the node deployment
and traffic are uniform across the network (Section 5.3.1), and analysis result of
Equation (5.14) is for the global optimal transmission range used by all nodes in
the network. Since every node has the same view on the network, this global optimal
transmission range should be the local optimal transmission range as well. Otherwise,
any better local transmission range in one region should also apply to all regions in
the network, which conflicts with the global optimal result. Therefore, in a network
with non-uniform node densities and with non-uniform traffic loads, if there is a way
for the nodes to estimate the traffic load and node densities in their relatively uniform
local region, the result of Equation (5.14) still applies. Section 5.5 will discuss the

application of this analysis result in data gathering applications.
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5.4 Simulation

Matlab simulations are used to validate the accuracy of the energy analysis model and

further study the energy consumption behavior in clustered wireless sensor networks.

5.4.1 Simulation environment

Table 5.2: Parameter Values of Energy Consumption Simulation

| Parameters | Values |

(a,b,c,d) (0.083, 0.017, 0.00002, 0.013)
o 3.5

) 0.01 - 0.03 nodes per m?

T 100 seconds

f 0.1

(L,W) (100m, 100m,)

7 various

[ 64 bytes

Ry, 250 kbps

Trmaz 48m

J 1.08L

h (—0.5372r% + 0.3269LW) x 1074
4] —0.0114r 4 0.0186.J

In simulations, nodes are randomly deployed in the rectangular area. Uniform
passing traffic is injected by 10 source nodes on the left edge of the network. The
destination of a packet is randomly selected from the 10 sink nodes on the right edge
of the network. A simple geographic routing algorithm is used, and each time the
packet is forwarded to the worker node to reduce the distance to the destination most.
DSP-CDS [82] is used as the clustering algorithm to select workers.

Parameter settings in the simulation are summarized in Table 5.2. Heuristic co-

efficients for the functions § and A are derived from historical data of simulations.
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5.4.2 Observations

Radio Range and Traffic Load
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Figure 5.3: Radio range and traffic load Figure 5.4: Energy distribution: Radio
(p = 0.01): Analysis results well fit sim- range affects energy distribution among
ulation results. The optimal transmis-  different states dramatically.

sion range decreases as the traffic load

increases.
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bution: A heavier traffic converts more  shifts the energy consumption curves but
idle time into transmitting time and re-  does not change the optimal transmission
ceiving time. range.

Figure 5.3 shows that the analysis results fit well the simulation results. The error
is only significant when the transmission range is very large. The explanation for that
is when the transmission range is very large (over 45 in the simulations) the border

effect invalidates the uniform assumptions in the analysis.
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In all the network configurations, with the transmission range varying from 15
to 48, the average energy consumption first decreases but then increases. The opti-
mal transmission range is obviously somewhere in between. Energy consumptions on
transmitting, receiving, idling, and sleeping states change differently as the transmis-
sion range increases, and the total energy consumption is their combined result, as

shown in Figure 5.4.

Impact of Transmission Range and Traffic Load As Figure 5.3 shows, the
optimal transmission range decreases as the traffic load p increases. This is consistent
with the discussion in Section 5.3.4.

The traffic load impact mainly results from the transmitting and receiving time
changes in the network. A heavier traffic converts more idle time into transmitting

time and receiving time, as illustrated in Figure 5.5.

Impact of Node Density Figure 5.6 shows that the node density shifts the energy
consumption curves along Y axis and does not change the optimal transmission range.

This is also consistent with the discussion in Section 5.3.4.

5.5 Optimal Transmission Range in Data Gather-
ing Applications

Many applications of sensor networks require that data be collected from all nodes
of the network. A node generates its own packets (sensing data) and may forward
packets for other nodes in a multi-hop network. Given the network conditions in
Section 5.2, the sleepers transmit their sensing data to nearby workers during the
active time, and the workers forward all the incoming packets (together with its own

sensing data) to sinks. If all nodes sense and transmit data at the same rate, the
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energy consumption for the data sensing and transmitting to the first worker is the
same for all the nodes.

Assume some sink nodes are deployed on the right edge of the network to collect
sensing data. The nodes located nearer the sinks observe heavier traffic load unless
very high data fusion rate can be achieved or only statistic data is reported.

As discussed in Section 5.3.4, the global optimal transmission range from our
analysis model should also be the local optimal choice in non-uniform traffic network.
In data gathering applications, although the traffic load is different across the network,
it can be assumed constant in a relatively small region. In each small region, the
uniform energy analysis model can still be used to find the optimal transmission
range, and the regions near sinks will use smaller transmission ranges due to the

heavier traffic, as illustrated in Figure 5.7.
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Figure 5.7: Transmission range setting in data gathering applications.

The traffic load in a small region can be estimated based on the data fusion rate,
the data sensing rate, and the location of the region in the network. If the regions
are small enough in Figure 5.7, nodes in each region should observe the same traffic
load without considering the edge effect. They forward all the traffic that comes in
from the left and their own traffic to the next region on the right, until the sinks are

reached. If there are n nodes in each region, and each node reports sensing data at
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the rate of m packets per second. During a time period of 7', the nodes in region i
forward n x m x T x 1 packets. This amount of traffic can be regarded as uniform

traffic across region 7, so that the uniform energy analysis model can be used.

5.6 Conclusion

This chapter has analyzed the optimal transmission range problem for energy con-
sumption in clustered wireless sensor networks and established an energy consumption
model based on the assumptions of uniform deployment and uniform traffic. The ac-
curacy of the model is verified by simulations under various network configurations.
The model provides an insight into the energy consumption behavior in clustered
wireless sensor networks. The optimal transmission range in a clustered wireless sen-
sor networks is a function of the traffic load and the node density, but the traffic load
has a much greater impact on the optimal transmission range than the node density.
The optimal transmission range can be estimated, and the energy consumption be-
havior can be predicted before network deployment, which is important for choosing
RF devices for nodes, estimating lifetime of a network, and scheduling network traf-
fic. Although the analysis is based on the uniform network deployment and uniform
passing traffic model, the optimal transmission range result can be applied to non-
uniformly deployed network with non-uniform traffic as well. Furthermore, the data
gathering application is used as an example to discuss how to apply this model in
networks where the traffic is not uniform.

The work presented in this chapter has been published [81].
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Chapter 6

Adaptive Clustering and

Transmission Range Adjustment

6.1 Introduction

Traffic, network deployment, and environment are major factors affecting the perfor-
mance of a topology control algorithm and the total energy consumption in clustered
wireless sensor networks. As discussed in Chapter 5, the optimal transmission range
(in terms of energy saving) is a function of traffic load, while the traffic load often
has unpredictable changes after deployment. In many applications, traffic load is
not uniform across the network and changes during the network operation time. A
traffic-adaptive clustering algorithm may better fit into this situation. Using a traffic-
adaptive clustering algorithm, a node decides its transmission range based on its local
traffic load and updates the local network topology accordingly. A traffic-adaptive
clustering algorithm may not generate the optimal cluster structure (in terms of en-
ergy saving) all the time. But it is expected to outperform the fixed transmission
range assignment in a dynamic traffic load environment.

Dynamic traffic load is common in wireless sensor networks. One example is the
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data gathering application, where many source nodes send data packets to a few
sink nodes. The traffic load in the network gradually increases as it comes closer
to the sinks if no significant data fusion is in use. In may cases, the sinks are mo-
bile agents, which makes the traffic distribution more complicated. Therefore, the
optimal transmission range should be different across the network. Another exam-
ple of dynamic traffic load is the surveillance application. The network traffic load
can be very low most of the time, but it will increase abruptly as some phenomenon
is observed. Therefore, the optimal transmission range should be different during
the network operation time. In both examples, the time, location, and amount of
traffic changes cannot be determined before deployment. Fixed transmission range
clustering algorithms will not have the optimal energy saving effect all the time.

Although it is impractical to obtain accurate traffic load changes in the network, a
node can estimate the traffic load in its local region by exchanging traffic information
with its neighbors. If the local traffic load can keep relatively constant for a period
of time, the node can decide its optimal transmission range based on the analysis
in Chapter 5. If all nodes can choose their transmission ranges based on the proper
estimation of their local traffic load in a traffic-adaptive clustering algorithm, more
energy saving can be expected.

The traffic-adaptive clustering algorithm, RDSP-CDS, is designed with this goal
in mind. RDSP-CDS extends DSP-CDS (Chapter 4) with a transmission range ad-
justment ability by utilizing the energy consumption analysis in Chapter 5. Using the
RDSP-CDS algorithm, all nodes choose their optimal transmission ranges indepen-
dently and form a network with asymmetric communication channels. The optimal
transmission range of a node is based on its local knowledge about the network traffic
and topology.

RDSP-CDS is a distributed algorithm that runs at each node. It does not re-

quire any location or angle-of-arrival information. It works in heterogeneous networks
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where nodes have different maximal transmission ranges. RDSP-CDS adapts well to
dynamic network topologies caused by transmission range changes, node mobility,

node failure, and deployment of new nodes.

6.2 Related Work

Various adaptive algorithms have been proposed in wireless sensor networks with
different objectives. Cerpa and Estrin have proposed ASCENT [8], a duty-cycle-
based algorithm (Section 2.1). In ASCENT, a fraction of nodes are active, and the
other nodes work in the passive mode initially to save energy. During the packet
forwarding process, the unacceptable end-to-end packet loss rate triggers more nodes
on the route to become active and participate in the multihop data transmission.
Han et al.’s TCPE [28] and Lin et al’s ATPC [46] are both transmission-power-based
algorithms (Section 2.1). They adaptively control the transmission powers of nodes
based on the link quality among nodes. In TCPE, the minimum transmission powers
between nodes are collected using a power estimation technique. TCPE considers not
only the various maximum transmission powers the nodes can use in a heterogeneous
network, but also the various thresholds of receiving powers. In ATPC, pairwise
models are built among neighboring nodes to describe the correlation between the
transmission power and the link quality. Based on this model, the authors have
developed an adaptive algorithm to control the transmission power of nodes based
on the feedback of link qualities. Park and Sivakumar [52] show that, for a typical
ad hoc network, the optimal topology is a function of the traffic load. They have
further proposed an idea to estimate the traffic load by measuring local transmission
contention time and adapt the transmission power to it. Three ATC algorithms (ATC-
CP, ATC-IP, and ATC-MS) have been proposed to employ the idea. Su and Lee [63]

have proposed a fault-tolerant gateway assignment protocol in sensor networks. The
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protocol is a clustering method, and the assignment of cluster heads is adaptive to
node failure, traffic load, and energy level.

RDSP-CDS and the ATC-IP algorithm by Park and Sivakumar [52] are both dis-
tributed algorithms where the nodes independently adapt their transmission powers
to the local traffic load, but they are different in traffic load estimation, transmission
power adjustment, and construction of network topology. RDSP-CDS estimates the
local traffic information by exchanging data packet information with neighbors, while
ATC-IP does it by measuring the channel contention time. RDSP-CDS adjusts the
transmission power by using the optimal transmission range analysis (Chapter 5),
while ATC-IP does it by using a lower threshold and a upper threshold. At last,
RDSP-CDS is a clustering algorithm. In a typical wireless sensor network, nodes
are densely deployed, and clustering is much more efficient in energy saving than

transmission power adjustment [80].

6.3 RDSP-CDS, a Traffic-Adaptive Clustering Al-
gorithm

RDSP-CDS extends DSP-CDS in two aspects. First, it works in networks with
asymmetric communication channels. Secondly, RDSP-CDS changes the transmis-
sion ranges of nodes according to their local traffic loads. The letter R in RDSP-CDS

means range, which indicates both extensions.

6.3.1 Dealing with Asymmetric Communication Channels

In a network with asymmetric communication channels (i.e., a heterogeneous network
where nodes have different maximal transmission ranges), two concepts of neighbors
are defined. Node B is a unidirectional neighbor, or uni-neighbor of node A if A can

receive packets sent by B. If two nodes are unidirectional neighbors of each other,
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they are bidirectional neighbors, or bi-neighbor of each other (Figure 6.1).

Node | Uni-neighbors | Bi-neighbors

A C C
B A C
C A A

Figure 6.1: Uni-neighbors and bi-neighbors of a node characterize the direction of
communication channels.

Each node keeps two separate nid (node ID) lists for its uni-neighbors and bi-
neighbors, respectively. The STATUS message (Section 4.2.2) in DSP-CDS (Chap-
ter 4) is extended to incorporate the uni-neighbor list of the sender. A receiver of
the STATUS message adds the sender into its uni-neighbor list. If the receiver finds
its own nid in the uni-neighbor list of the message, it will add the sender into its bi-
neighbor list as well. After exchanging STATUS messages for several rounds, each
node builds up its uni-neighbor list and bi-neighbor list.

The bi-neighbors in RDSP-CDS are used almost the same as the neighbors in
DSP-CDS. A node keeps the status information (pid, state, and strength) for its bi-
neighbors. Bi-neighbors are used for strength computation and data communication.
In addition, RDSP-CDS also saves traffic information for each bi-neighbor, which
will be used for transmission range adjustment (Section 6.3.2). The bidirectional
communication channel between two bi-neighbors is ideal for network protocol design.
In essence, RDSP-CDS generates a subnetwork N’ with symmetric channels from the
original network N with asymmetric channels and performs the clustering and data
communication on N'. If G(W) is the graph for a network W, G(N') is a symmetric
directed spanning graph of the directed graph G(N).

The uni-neighbor set of a node is a superset of its bi-neighbor set. No status infor-

mation is saved for a uni-neighbor, however. Although uni-neighbors are not directly
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used by RDSP-CDS for clustering and communication, they are used for maintaining
the bi-neighbor list and the network topology. The neighborTimer (Section 4.2.3)
from DSP-CDS applies on uni-neighbors. If the neighborTimer for a uni-neighbor
expires (due to transmission range changes, node movement, or node failure), the
node removes the nid of the neighbor from both its uni-neighbor list and bi-neighbor
list.

The strength indicates the ability of a node to connect with different pieces during
the clustering process. The definition of strength should be as fair as possible, and
the difference in transmission range of nodes in RDSP-CDS must be considered. If
the strength definition from DSP-CDS is used in RDSP-CDS, a node with a longer
transmission range is more likely to get a greater strength and thus has better chance
to become a dominator. It is more reasonable if strength reflects the area of the
region over which those points contributed to the strength are earned. In a uniformly
deployed network, the number of bi-neighbors that may contribute to the strength
of a node 1 is propotinal to r?, where 7; is the transmission range of node i. In the
RDSP-CDS, the strength of node 7 is defined as

strength;_qsp

strength_,qsp = ——5——, (6.1)
’]".

)

where strength;_,qs, is the strength value of node 7 in RDSP-CDS definition, and

strength;_qsp, is the strength value of node i in DSP-CDS definition (Section 4.2.2).

6.3.2 Adjusting Transmission Range According to Traffic Load

In a uniformly deployed network with a uniform traffic load, the global optimal
transmission range is also the local optimal transmission range, as discussed in Sec-
tion 5.3.4. The local optimal transmission range can then be computed using Equa-

tion 5.14. In a network with non-uniform traffic, the best choice of a node with only
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local traffic estimation is to use the local optimal result from Equation 5.14 as well.
This will also be validated by simulations.

There can be many ways for a node in RDSP-CDS to estimate its local traffic.
The implementation in this chapter uses the Average estimation from its k-hop (close)
Neighbors (AkN, for short) as its own estimation. In AkN, a node i makes a traffic

load estimation (/i¥) every T seconds by

Ck
ko i

where DF is the radius of the local circular area covering the node and its k-hop
neighbors, CF is the total number of transmission when data packets pass across this
area, F'* is the expected number of transmission when a packet passes across this
area, and T is the traffic load estimation interval (Figure 6.2).

T is computed from clock readings of node i. C¥, F*, and D¥ are computed with

Ct=fi+ Y. [
JEB(4)
.
2k + 1, if ¢ is a dominator
FF =
2k, if 7 is not a dominator
”
(k+ 1)ry, ifk=0,1

DF =

(2

ri+ YN R(0) + 2Ru(i), if k> 2
\

where f; is the number of data packets forwarded by node 7 since the last traffic load
estimation, By/(i) is the k-hop bi-neighbor set of node i, r; is the current transmission
range of the node, and R;(i) is the average transmission range of the jth hop bi-
neighbors of node i. The STATUS message is further extended to include the number
of data packets the sender has forwarded so far. Each node remembers the number of

data packets it has forwarded and reads the values of its bi-neighbors from the latest
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STATUS messages.
All the other parameters in the optimal transmission range equation (Equation 5.14)
are constants or can be derived from the constants after deployment. Therefore, with

the estimated traffic load i, node i can decide its optimal transmission range.

6.3.3 Re-clustering versus Dynamic Adjustment

Using RDSP-CDS, the network can be either scheduled to re-cluster with the new
transmission range setting during its operation, or adjust dynamically to it. The
transmission range changes lead to network topology changes, and RDSP-CDS is
designed to deal with dynamic network topology.

With the re-clustering method, the network operates in a series of time frames,
as shown in Figure 6.2(b). Nodes are synchronized to re-cluster the network and
generate a new dominating set. The duration of each time frame is ¢ (Figure 6.2(a))
and consists of a short protocol channel with the duration of ft (f < 1) and a traffic
channel with the duration of (1 — f)t. The protocol channel is for maintaining the
network topology, and the traffic channel is for data packet transmission. With the
dynamic adjustment method, RDSP-CDS updates the local structure of dominating
set upon transmission range changes. There is no fixed re-clustering phase, and the
network-wide synchronization is not necessary. But the dynamic adjustment method
may generate less optimal CDS structure than the re-clustering method in the long

run due to the accumulated local changes on the dominating set.

6.4 Simulation and Discussion

All simulations are conducted in Matlab. In each simulation, nodes are randomly
deployed in an L x W rectangular region. The number of nodes is decided by the

rectangular area and the node density p, which is the number of nodes per unit area.
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Figure 6.2: RDSP-CDS operates in a series of time frames.

The same energy model as in Section 5.2 is used. Data traffic will be described shortly
in Section 6.4.1.

In a simulation, all nodes use the same initial transmission range r; = 7 (i =
1...n, Tinit € [Tmins Tmaz|), Wwhere n is the number of nodes, and r,,;, and r,,,, are the
minimal transmission range and maximum transmission range a node can use. The
Tmin aNd 7,4, are determined by the transmission device on a node. The deployment
should guarantee that the network is connected when all the nodes operate with
Ti = Tiin-

RDSP-CDS and DSP-CDS are compared by going through the same set of config-
urations. Each configuration is different from another only by the initial transmission
range (7). To our best knowledge, there is no other clustering algorithm that ad-
justs the transmission ranges of nodes according to the traffic load, so no result from
other adaptive algorithm is compared. As discussed in Section 6.2, the ATC-IP algo-
rithm [52] does adjust the transmission range to traffic load, but it is not a clustering
algorithm.

The re-clustering method (Section 6.3.3) is used for RDSP-CDS. The simulation
time of each configuration is m7T (m > 1). The first stage of T' time is the initial
stage for collecting traffic information, r; = r;,;; remains unchanged during this stage.

At the beginning of each stage starting from the second one, each node computes a
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NeW Tiopt € [Tmin, Tmaz] Dased on its local traffic load. DSP-CDS operates with no
transmission range adjustment for the entire simulation time of mT.

In the first stage of T' time, there is actually no significant difference between
RDSP-CDS and DSP-CDS, because the transmission ranges of the nodes remain
unchanged in both algorithms. Compared with the data traffic, the protocol traffic is
very limited in all aspects including the duration, packet size, and number of packets.

Therefore, the simulation results are only for the data traffic in the last m — 1 stages.

6.4.1 Traffic Patterns

RDSP-CDS is designed for non-uniform traffic networks, where it is expected to
outperform the fixed transmission range algorithms, like DSP-CDS. However, in order
to clearly demonstrate the characteristics of RDSP-CDS, comparison with DSP-CDS

in uniform traffic network is conducted as well.

Uniform Traffic Setting: Constant-Bit-Rate Passing Traffic

In this setting, constant bit rate traffic (CBR) is generated at the left border of
the network at p data packets per second per meter. The packets pass through the
network and reach the destination nodes uniformly sitting along the right border of
the network. The traffic load is relatively uniform across the network. Figure 6.3

illustrates the uniform traffic setting.

Non-uniform Traffic Setting: Data Gathering Traffic

In this setting, each node in the network generates p data packets per second and
sends them to one or more sinks sitting at the right border of the network. The nodes
that locate nearer the sinks forward more data packets and observe heavier traffic.
From the discussion in Chapter 5, they should use shorter transmission ranges than

those nodes located further away from the sinks. The traffic load distribution is
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Figure 6.3: In the uniform traffic setting, packets generated at the
left border pass through the network and reach the sinks at the right
border.

Figure 6.4: In the non-uniform traffic setting, packets generated at
nodes in the network converge at the sink.

103



related to the sink locations. In many applications, the sink locations are not fixed,
neither the distribution of traffic load. This is where the traffic-adaptive clustering
algorithm as RDSP-CDS is more suitable. Figure 6.4 illustrates the non-uniform

traffic setting.

6.4.2 Simulation Parameter Setting

Table 6.1 summarizes the variables used in simulation configurations. In addition to
the ones described above, there are more variables in the table whose definitions can

be found in Chapter 5.

Table 6.1: Simulation Parameter Setting

| Parameters | Values |

(a,b,c,d) (0.083, 0, 0.00002, 0.013)
« 3.5
I | 0.015 |
T 100 seconds
m 3
f 0.1
(L xW) (200m x 200m)
I 1.0
[ 64 bytes
Ry, 250 kbps
Tinit configuration variable
(Pmins Tmaz) | (16m, 48m)
J 1.08L
h (—0.5372r% + 0.3269LW) x 10~*
) —0.0114r + 0.0186.J

ALN is used for traffic estimation, i.e., one-hop neighborhood traffic is used in the

estimation.

104



o

50 //

x —_— ; p
#— DSP-CDS P 450 | e psp-cos | el
45 —8— RDSP-CDS x 4
—&— Analytical Optimal - —8— ADSP-CDS | P
P %m o I B

aop Pl 4
5 p 5
.- § ast 7
Eas / kil /
E 5 .
5 > g /
i - = a0l /_./
= 30p 3 E, o
& g § ~
g ’ E r.

x ’
Sl " 8 o
= P
AR - IR e T T B“ﬁ—ﬁ"‘é'_u"&-u-a—-ﬂ-a—ﬂ—-.e_-—a—-a—n
20 P.g 20 Ve
/ x
/; Py
o "
15 20 25 £ 35 a0 45 50 15 20 2% 0 35 40 45 50
nitial Transméssion Fange ¢, (m) intial Transmission Range ¢, (m)

Figure 6.5: With the uniform traffic, Figure 6.6: With the non-uniform traf-
RDSP-CDS has a consistent transmis- fic, RDSP-CDS has a consistent trans-
sion range decision, and the decision is  mission range decision.

close to the analytical optimal value.

1500
i 150
\ [=+—DspP-cos 5
\ —-8-ADSP-COS \ - DSP-CDS
R A Analysis \ |-=-RDsP-cDs|

-1

i ]

W w

[=1

o ] x,

(5] %,
%,
50 N,
%,
S
e
e
—
5 20 = 30 35 40 45 50 15 20 25 30 35 40 a5 50
Initial Transmission Range [ {m} Initial Transmission Range ¢ (m)

Figure 6.7: With the uniform traffic, Figure 6.8: With the non-uniform traffic,
RDSP-CDS generates a set of CDSs with ~ RDSP-CDS generates a set of CDSs with

similar sizes. similar sizes.
5500, 6500 Ve
S 4
)' ™ Sty :"
000l —w— DSP-CDS Fe
—e— ADSP-COS s 5500 g
2 as00 —&— Analysis / 3
3 | e e S| B | A
L = 5000 e
= = o
§ ]
%anuu F E 4500
8 % x,’
8 < 4000 7B
=
5 3500 5 4
2 2 o
- W 3500 /
] ] 4
T 3000 B il
= [ F,
3000F 7
i
2500 | _r"'.h\"y"'} i
s 20 25 30 35 a0 45 50 s 20 25 30 35 40 45 50
Initial Transmission Range ¢, (m} Initial Transmission Range t_, (m)

Figure 6.9: With the uniform traffic, Figure 6.10: With the non-uniform traf-
RDSP-CDS consumes similar amount of  fic, RDSP-CDS consumes less energy

energy to the optimal configuration (with ~ than DSP-CDS with any transmission
r = 20m) of DSP-CDS. 105range.



6.4.3 Simulation Result

Figures 6.5, 6.7, 6.9, 6.11 and 6.13 are simulation results for the uniform traffic setting,
compared one by one with Figures 6.6, 6.8, 6.10, 6.12 and 6.14, the simulation results
for non-uniform traffic setting. Since the analysis assumptions hold only on the
uniform traffic (Chapter 5), no analysis result appears for the non-uniform cases.

With RDSP-CDS, a node adjusts its transmission range according to its local
traffic load. In other words, the transmission range of a node depends only on the
estimation of the local traffic load. Since the traffic is the same for any configuration,
nodes using RDSP-CDS should have a consistent decision on the transmission range
for all configurations no matter what the initial transmission range (r;,;) is, while
nodes in DSP-CDS will keep 7;,,;; unchanged. This is exactly what Figure 6.5 and Fig-
ure 6.6 have shown. In the uniform traffic case (Figure 6.5), the average transmission
range is very close to the analytical optimal value for the traffic in all configurations.
Considering together with the unanimous choice of nodes on the transmission range
in Figure 6.13, nodes using RDSP-CDS can well adapt their transmission ranges to
their local traffic.

As a natural result from the transmission range conditions in Figure 6.5 and
Figure 6.6, RDSP-CDS generates a set of CDSs with similar sizes for all configurations
in contrast to the decreased sizes in DSP-CDS, as shown in Figure 6.7 and Figure 6.8.

The single most important design goal of RDSP-CDS is to reduce the total energy
consumption of the network under non-uniform traffic. Figure 6.10 shows that RDSP-
CDS consumes less energy than DSP-CDS no matter what transmission range is used
by DSP-CDS. Even in the uniform traffic network, as shown in Figure 6.9, RDSP-
CDS consumes similar amount of energy compared with the optimal configuration
(with 7 = 20m) of DSP-CDS. More important, in all configurations, the total energy
consumption remains almost unchanged in RDSP-CDS. For a given traffic load, the

simulations show that regardless of the initial transmission range setting, RDSP-CDS
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can always choose the similar transmission range setting (Figure 6.6 and Figure 6.8)
which is most energy efficient (Figure 6.10). The effectiveness of RDSP-CDS in non-

uniform traffic networks is validated.
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Figure 6.11: With the uniform traffic, nodes have similar estimated
traffic load (average = 0.96 and variance = 0.04).
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Figure 6.12: With the non-uniform traffic, nodes near to the sink

have greater estimated traffic load (average = 0.65 and variance =
0.13).
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Now, Let us take a closer look at the behavior of each node in one particular
configuration with p = 1.0, p = 0.015, and 7;,;; = 27. The mark * shows the location
of each node in the network together and the grids show the estimated traffic load
(Figure 6.11 and Figure 6.12) or transmission range (Figure 6.13 and Figure 6.14).
The mark A shows the location of each sink node.

Figure 6.11 shows that the local traffic loads estimated by nodes in the network
are similar across the network in the uniform traffic setting. Especially, the overall
result is close to the configured = 1 with an average of 0.96 and a variance of 0.04.
Figure 6.12 shows that the estimated local traffic load gradually increases as the nodes
come closer to the sink in the non-uniform traffic setting. Both figures show that the
nodes using RDSP-CDS algorithm can accurately estimate the network traffic load.

Figure 6.13 and Figure 6.14 are the transmission range results of each node after
being adjusted according to the local traffic load. They are directly related to the
traffic load results of Figure 6.11 and Figure 6.12, because the optimal transmission

range is inversely proportional to the traffic load according to Equation 5.14.

6.5 Conclusion

This chapter has presented RDSP-CDS, an algorithm for adaptive clustering and
transmission range adjustment in wireless sensor networks. In addition to all the fea-
tures of DSP-CDS (Chapter 5), RDSP-CDS chooses the optimal transmission range
for each node based on the node’s local knowledge about the traffic load to save more
energy. Through Matlab simulations, it has been shown that RDSP-CDS always con-
sumes less energy than the fixed transmission range algorithm DSP-CDS regardless
of the initial transmission range assignment in non-uniform traffic networks, while it
consumes comparable amount of energy as DSP-CDS with the optimal transmission

range setting in uniform traffic networks. Therefore, in terms of energy saving, RDSP-
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CDS is a better choice as a CDS clustering algorithm for wireless sensor networks with
dynamic traffic load.
RDSP-CDS is suitable for heterogeneous networks where nodes have different

maximal transmission powers. It adapts to dynamic network topology.
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Chapter 7

Conclusions and Future Work

This dissertation discusses the clustering and transmission range adjustment issues
of topology control in wireless sensor networks (WSNs), especially how the two ap-
proaches can be used together to achieve better energy saving. As a summary, the
contributions of the dissertation include a two-level topology control strategy, a dis-
tributed connected dominating set construction algorithm (DSP-CDS), an energy
consumption analysis model to solve the optimal transmission range problem in clus-
tered WSNs, and a distributed traffic-adaptive clustering algorithm (RDSP-CDS) for
non-uniform traffic networks.

The two-level topology control strategy is designed to integrate the existing duty-
cycle-based and transmission-power-based topology control approaches in WSNs to
achieve further energy saving. While both the duty-cycle-based approach and the
transmission-power-based approach have their preferred network conditions where
one outperforms the other, the two-level topology control strategy can achieve better
performance than either of them in terms of energy saving.

DSP-CDS is a distributed connected dominating set (CDS) construction algo-
rithm, which constructs a CDS efficiently in a single phase in large ad hoc networks.

DSP-CDS is asynchronous and elects dominators across the network simultaneously.
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DSP-CDS uses several parameters to control the performance of the algorithm in
terms of CDS size, CDS diameter, and number of rounds to converge. DSP-CDS
adapts well to dynamic network topology and updates a portion of the existing CDS
in case of a topology change. DSP-CDS solves the phase-delay problem raised by
many existing distributed CDS construction algorithms and generates a CDS of small
size compared with those algorithms.

The optimal transmission range problem for energy consumption in clustered
WSNss is analyzed, and an energy consumption model is established. The accuracy of
the model is verified by simulations under various network configurations. The opti-
mal transmission range in a clustered wireless sensor network is shown as a function
of the traffic load and the node density, but the traffic load has a much greater impact
on the optimal transmission range than the node density. The optimal transmission
range can be estimated, and the energy consumption behavior can be predicted before
network deployment, which is important for choosing RF devices for nodes, estimat-
ing lifetime of a network, and scheduling traffic load. Although the analysis is based
on the uniform network deployment and uniform passing traffic model, the optimal
transmission range result based on this model can also be applied to non-uniformly
deployed networks with non-uniform traffic.

A distributed traffic-adaptive connected dominating set construction algorithm,
RDSP-CDS, is presented as an effort to utilize the energy analysis model in a dis-
tributed clustering algorithm. RDSP-CDS chooses the optimal transmission range for
each node based on the node’s local knowledge about the traffic load to save more en-
ergy DSP-CDS regardless of the initial transmission range assignment in non-uniform
traffic networks. RDSP-CDS is suitable for heterogeneous networks and dynamic net-
work topology.

In the future, the energy consumption model can be extended for both clustered

and non-clustered networks. The general model should answer the question: Under
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what specific conditions the network should be clustered and how? New adaptive
algorithms can should be designed to adjust the transmission powers and the duty

cycles based on the analysis model.
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