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ABSTRACT

The development of automatic speech recognition (ASR) technology has enabled an

increasing number of applications, such as dictation, call routing, broadcast news

and medical transcriptions, and voice control, etc. However, the robustness of ASR

under real acoustic environments still remains to be a challenge for practical applica-

tions. Interfering speech and background noise have severe degrading effects on ASR.

Speech source separation separates target speech from interfering speech but its per-

formance is affected by adverse environmental conditions of acoustical reverberation

and background noise. This dissertation works on the enhancement of a speech source

separation technique, namely adaptive de-correlation filtering (ADF), for robust ASR

applications.

To overcome these difficulties and develop practical ADF speech separation al-

gorithms for robust ASR, enhancement and improvement are introduced in several

aspects. From the perspectives of speech spectral characteristics, the procedures

of pre-whitening are applied to flatten the long-term spectral tilt for the improve-

ment of adaptation robustness and decrease of convergence ADF estimation error.

To speedup convergence rate, block-iterative implementation and variable step-size

(VSS) methods are proposed. To exploit scenarios where multiple pairs of sensors

are available, multi-ADF post-processing is developed. To overcome the limitations

of ADF separation model under background noise, procedures of noise-compensation

xiii



(NC) and adaptive speech enhancement are proposed for the achievement of improved

robustness in diffuse noise.

Speech separation simulations and speech recognition experiments are carried out

based on TIMIT database and ATR acoustic measurement database. Evaluations of

the methods presented in this dissertation demonstrate significant improvement of

performances over baseline ADF algorithm in speech separation and recognition.

xiv



Chapter 1

INTRODUCTION

In this dissertation, we study the enhancement techniques for the adaptive decor-

relation filtering (ADF) sound source separation model with applications in robust

speech recognition.

In this chapter, we present the background for the basics of ADF model and for

the development of related algorithms. The problem of speech separation will be

described in the scenario of automatic speech recognition (ASR) and the state of the

art for speech separation will be discussed. After the introduction of the basic ADF

model and the baseline ADF algorithm, the difficulties that affect the ADF model

will be discussed.

1.1 Robust ASR and Speech Separation

Over the years, efforts have been made to improve the accuracies of automatic speech

recognition [1]. However, the robustness of ASR system still remains to be a diffi-

cult and important problem, despite the emerging ASR applications and products for

specific scenarios in the industry. This is because in real environments, especially for

1



hands-free applications of ASR, speech signals captured by microphones will have dis-

tortions relative to their statistical parametric representations in the acoustic models

used by speech recognizers that were estimated from clean training data.

Among many factors affecting ASR system performances, interfering speech from

speakers who speak simultaneously with the target speaker, background noises, and

room reverberation cause serious degradation. This drastic drop of performance is

one of the major obstacles in deploying a commercial recognition system in normal

environments. Therefore, for successful application of ASR in real scenarios, it is

desirable to pick up a speech signal of interest by separating it from interfering signals.

Speech separation and enhancement procedures are crucial to improvement of speech

quality and ASR performances.

The topics of making ASR system more robust have been intensively studied

within the framework of hidden Markov model (HMM) [1–3] and statistical pattern

recognition as well as from the perspectives of removing the effects of background

noises or reverberations on recognition [4,5]. Most of the researches focus on each or

both of these effects and attempt to overcome their influence on ASR, either in the

feature domain at the frontend or in the acoustic modeling domain at the backend.

• Effect of background noise. The interference of noise causes feature vectors and

acoustic model parameters to deviate from their training expectations. Among

many types of noises, diffuse noise and sensor noises are very common ones.

Current methods dealing with noise effects for ASR include speech enhancement

and noise reduction [6, 7], feature domain compensation techniques, acoustic

model adaptation, etc.

• Effect of reverberations. Unlike close-talk or free-space recordings, speech sig-

nals acquisition by far field recording microphones in an enclosed acoustic envi-

ronment exhibit reverberation due to increased speaker-microphone distances.

2



The effect of reverberation causes both spectral shaping (coloration) and tem-

poral smearing for the time-frequency distribution of speech signals [8].

Compared to studies on noisy and reverberant environments, the problem of re-

moving the effects of interference speech on the recognition of target speech still

needs more attention and efforts. To accomplish the task of speech separation, sev-

eral types of methods were proposed utilizing different information, such as single

channel speech segregation which does sound scene analysis by utilizing the knowl-

edge on human abilities to sort auditory components into individual sources and/or

by relying on information of speech structures [9], and blind source separation (BSS)

which uses information provided by multiple channels of speech signals. The former

topic is more challenging.

Many BSS algorithms [10–34] were developed to separate simultaneous co-channel

speech sources with multiple microphone recordings of speech mixtures. Many of the

earlier research efforts in the broader field of BSS and independent component analysis

[10] (ICA) were mainly on the much simpler case of instantaneous signal mixture [35].

The focus soon shifted to convolutive mixture separations afterwards. Because of its

potential abilities of improving speech quality and ASR system performance under

convolutive mixing environment, blind separation of co-channel speech signals has

become an active research topic in recent years.

Figure 1.1 shows an example of multiple-input-multiple-output (MIMO, with

M=2) convolutive speech mixture and blind signal separation system. In the mixture

model, the acoustic paths between speech sources Sj and the i-th microphone is de-

noted as Hij, the Yi’ s are speech mixtures. Figure 1.2 gives the example waveforms

of the source and mixture speeches. In BSS model, the separation filters Wij should

be estimated, either online or in offline batch processing, from the mixture signals

only, without observation of speech sources.

3
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Figure 1.1: TITO speech mixing and BSS separation model

By utilizing assumptions on the properties of source signals, BSS methods can

be used to suppress interfering speech sources and enhance target sources for both

ASR and speech communication. The criteria used for BSS algorithms include: inde-

pendence, non-Gaussianality, mutual information, contrast function, time-frequency

sparseness [15] of speech sources, and decorrelation between outputs, etc [10,11]. The

mutual information based methods seek a minimization of the amount of shared in-

formation between separation outputs [11]. The methods of maximization of some

statistical contrast function, e.g., normalized kurtosis, indicate when an output of the

separation system contains only one source signal. The decorrelation-based meth-

ods [17–34] perform a diagonalization of the spatial correlation matrix of BSS output

signals. One typical example of BSS method is the frequency domain ICA algorithm.

It transforms time-domain convolutive mixture signals into Fourier domain to per-

form instantaneous ICA in each frequency bin [16]. This method may suffer from

the problem of permutation, and post-processing are necessary to group together

frequency components of the same sources.

Time-domain adaptive de-correlation filtering (ADF) [17,20–23] is another promis-

ing approach for BSS. Compared with other existing BSS and ICA methods, the

ADF model has the advantage of simplicity in both structure and implementation.

However, in the presence of background noise and under acoustic conditions of long

4
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Figure 1.2: Waveform examples of source and mixture speeches, where sources are
s1(t) and s2(t), and mixtures are y1(t) and y2(t).
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Figure 1.3: Speech mixing and ADF separation model

reverberation, the separation performances of basic ADF algorithm are unsatisfactory

and convergence speed still needs to be improved for online applications.

In this dissertation work, several techniques are developed to enhance the perfor-

mances of ADF separation model for robust ASR applications, and to improve speech

recognition accuracies under adverse conditions of diffuse noise.

1.2 ADF Speech Separation Model and Algorithms

Fig. 1.3 shows the block diagram of the two-input-two-output (TITO) ADF sepa-

ration model together with the speech mixing model. Under the strict causal FIR

constraint for cross-coupling filters, the degeneracy problem discussed in [30] can be

avoided [24]. The adaptations of separation filters Gij’s are based on output decor-

relation. In the following discussions, we will base our analysis on the models with

two inputs and two outputs only and assume that the strict causal FIR constraint

in our system can be ensured by appropriate configurations of speaker sources and

microphones.
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1.2.1 Basic ADF algorithm

The speech convolutive mixture model can be described by




Y1(z)

Y2(z)


 =




1 H12(z)
H22(z)

H21(z)
H11(z)

1


 ·




H11(z)S1(z)

H22(z)S2(z)


 (1.1)

and the ADF separation model




V1(z)

V2(z)


 =




1 −G12(z)

−G21(z) 1


 ·




Y1(z)

Y2(z)


 (1.2)

achieves the goal of speech separation and obtains filtered versions of source speech

signals when the filters reach the values of

Go
ij(z) = Hij(z)/Hjj(z), (1.3)

where Go
ij(z) is the ideal separation filter.

The separation filtering procedure is represented in time domain by

vi(t) = yi(t)−
N−1∑
n=0

g
(t)
ij (n)yj(t− n), i, j = 1, 2,i6=j , (1.4)

which corresponds to the forward model for separation derived in [17]. In addition to

the time-domain online processing ADF algorithms discussed in this thesis, several

other types of methods exist for the solution of separation filter parameters gij(n)’s.

In [24], a two step batch processing algorithm was proposed that used frequency

domain eigen-decompositions for an initial estimate of separation filter transfer func-

tions and a Monte Carlo algorithm for a refined estimation of separation filters. The

computation complexities required by both eigen-decomposition and Monte Carlo

optimization, as well as their form of processing in long batches made such method
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impractical for real application. Lindgren and Broman [28] applied Newton method

to the same separation model with another decorrelation criterion function. Their

simulations were performed on simple mixing models.

Based on the Robbins-Monro stochastic approximation [36,37] method, the basic

filter adaptation procedure of ADF algorithm was given in [17] as

g
(t+1)
ij (n) = g

(t)
ij (n) + µvi(t)vj(t− n), n = 0, · · · , N − 1,i6=j , (1.5)

where N is filter length and µ the adaptation step-size.

The basic ADF algorithm was enhanced and its application extended by Yen and

Zhao [20–22] and applied to asssistive listening [23]. A stabilizing input normalized

step size was proposed in [20] as

µ(t) = 2γ/N
(
σ2

y1
(t) + σ2

y2
(t)

)
, (1.6)

based on the stability analysis on the convergence process. The constant gain factor

γ(0 < γ < 1) controls the convergence speed and the denominator of (1.6) is the total

short-term power estimate of ADF input speech mixtures. Similar to this technique,

an earlier technique of output normalized step-size was used by Thi and Jutten [31].

Yen and Zhao [20] also extended ADF algorithm to MIMO scenarios with number of

sources greater than 2 [21] and tested other implementation structures [22].

The performances of speech separation algorithms are evaluated in the current

work by two objective measures: gains in target-to-interference-ratios (TIR) before

and after ADF separation and the phone recognition accuracy measured in speech

recognition tests. The TIR measure is defined by

∆TIR = TIRout − TIRin, (1.7)
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Figure 1.4: The cross-talk cancellation system for loudspeaker reproduction of 3D
sound: SL and SR are left and right sources; YL and YR are left and right loudspeaker
signals; VL and VR are signals perceived by left and right ears.

where TIRs are defined by 10log10PT /PI in dB values, with PT and PI the power of

target and interference speech signals, respectively.

1.2.2 Other related topics

The ADF model for speech separation is similar or related to several other research

topics in audio and/or speech processing, such as null beam former, adaptive noise

cancelation (ANC), transaural cross-talk cancelation [38–41] for 3D sound reproduc-

tion with loudspeakers, and speech segregation [9].

The similarities of ADF source separation algorithm to ANC was compared in the

early development and analysis of ADF in the name of symmetric adaptive decor-

relation (SAD) algorithms by Gervern and Compernolle [25]. In fact, for the TITO

system in Figure 1.3, each decoupling subsystem that obtains one specific source

speech estimate has the same structure as ANC model with leakages of the target

signal in the reference input [25]. Their main difference lies in adaptation algorithms,

although still bear similarities. Yen and Zhao [20] analyzed such a similarity and pro-

posed an algorithm switching method to change between ADF and LMS adaptations

for better estimation of separation filters.
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When we consider the modeling topology, the loudspeaker crosstalk canceler

[39, 42] also shares the same model structure except that it is performed prior to

acoustic mixing through stereo loudspeakers, as illustrated in Figure 1.4. When

viewed from the perspective of physical essence, both the ADF separation system and

crosstalk canceler could be regarded as multiple null beam-formers of doing filter-and-

subtract processing. In a very special case where each coupling filter only contains

one non-zero coefficient at a certain time-delay, the ADF model in Figure 1.3 could be

viewed as containing two simplest fixed null beam-formers that perform delay-and-

subtraction. However, the differences between these techniques and ADF processing

are also obvious because they could not be classified as blind processing techniques.

The transaural crosstalk cancellation usually requires accurate information of the

mixing system, such as the listener-loudspeaker position provided by a head-tracking

system [43]. Microphone array beam-forming methods usually need the estimation

of look direction and array errors such as sensor mismatch and mis-steering [11] will

affect the beam-forming performance, especially for adaptive beamforming. As a com-

parison, ADF does not require knowledge of geometrical configurations of the mixing

system. In fact, ADF model can tolerate certain levels of microphone mismatches.

If we absorb the speech acquisition channel distortions and sensor mismatches into

transfer functions Mi(z)’s prior to ADF processing, the mixing system takes the form




Y1(z)

Y2(z)


 =




M1(z) 0

0 M2(z)


 ·




1 H12(z)
H22(z)

H21(z)
H11(z)

1


 ·




H11(z)S1(z)

H22(z)S2(z)


 , (1.8)

which is equivalent to




Y1(z)

Y2(z)


 =




1 H12(z)M1(z)
H22(z)M2(z)

H21(z)M2(z)
H11(z)M1(z)

1


 ·




H11(z)M1(z)S1(z)

H22(z)M2(z)S2(z)


 . (1.9)
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Figure 1.5: ADF model considering sensor mismatch.

If we assume that the distortions Mi(z) will not introduce total loss of information

in individual frequency bands, e.g., zeroing out some frequency components, we could

still use ADF to obtain separated speech, as long as the mismatches between M1(z)

and M2(z), especially phase differences, are within certain limits. Following the same

analysis as (1.1)-(1.3), the overall ADF separation model can be obtained with the

ideal separation filters

Go
ij(z) =

Hij(z)Mi(z)

Hjj(z)Mj(z)
, i, j = 1, 2, i 6= j, (1.10)

which absorbs the effects of channel distortion and mismatch. This property obviates

the need for array calibration in ADF model. When ADF filters take the value of

(1.10), the outputs Vi(z) = Hii(z)Mi(z)Si(z)’s are transformed versions of the original

speech sources.

As far as the task of separating speech signal is concerned, there is another per-

spective, i.e., utilizing the properties and structures of the speech signal itself in-

stead of relying merely on the uncorrelated assumption for speech sources in ADF.

Such methods include speech segregation [9], computational auditory scene analysis

(CASA) [9,44], or methods based on speech modeling [45], and ICA/BSS algorithms

that integrate extra information about the sources [15]. These algorithms usually

take additional assumptions on the properties of speech signals. In [15], the spectral
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non-overlapping structure was assumed in addition to source independence assump-

tion for ICA. The techniques of CASA are based on within-signal cues of speech such

as harmonicity. A comparison between CASA and BSS methods was given in [46].

Rules derived from the studies of speech structures are used to group mixture com-

ponents into individual sources. Although some of these algorithms could separate

speech in single mixture they usually make a very strong assumption and are com-

putationally complicated. Some of them even requires off-line training from data for

the separation system. For example, the speech separation system of [45] achieved a

high separation performance with the help of multiple acoustical models and required

the training data from specific speakers prior to separation. Generally speaking, the

blindness nature of the separation problem can be helped by introducing additional

information about the sources. The above mentioned several types of speech separa-

tion methods are based on much stronger assumptions, or equivalently, utilized more

information about sources. In fact, the enhancement of ADF separation model for

speech recognition applications can also be helped from the perspective of partially

reducing the blindness to the source signals or the mixing system, with a slight in-

crease of complexity. Since one of the advantages of ADF separation model is low cost

in implementation, we will keep this merit by introducing effective and computational

efficient methods for its enhancement in the rest work of this thesis.

1.3 Difficulties and Problems in Real Applications

The applications of ADF model for speech separation in practical scenarios is compli-

cated by the acoustic environment. Among the acoustic interferences, reverberation

and background noise are two major problems that deteriorate separation and speech

recognition performances. The effects of environment on speech recognition has been
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discussed in 1.1. In addition to such effects, the degradation of separation perfor-

mance itself will cause degradation to the subsequent recognition processing. It is a

challenging task to achieve a satisfactory performance for the overall separation and

recognition system in these adverse conditions. To make the ADF model practical for

ASR applications, the environmental effects on ADF separation model and algorithms

should also be considered.

1.3.1 Separation in noisy environment

Real acoustic environments have many kinds of interferences and noises, and interfer-

ing speech and background noise often appear together, making the separation and

recognition problems more difficult. To improve noise robustness of ASR system,

speech model compensation for noisy environment at the back-end, or techniques of

noise-robust features and speech enhancement algorithms at the front-end can be

used [4]. Although speech enhancement techniques are intended to recover the wave-

form of clean speech embedded in noise and not usually directly aim at improving

speech recognition performance, we will investigate the possibilities of combining ADF

separation algorithm with speech enhancement techniques because ADF processing is

also performed directly on waveform and not directly related to any speech acoustic

models. Many speech enhancement techniques [47] already exist for single or multi-

channel of speeches, e.g., spectral subtraction [6], etc. However, these techniques

of speech separation and speech enhancement may interact with each other. There-

fore, we still need to look into appropriate integration methods by considering the

properties of both ADF and speech enhancement techniques.

1.3.2 Separation in reverberant conditions

Room reverberation affects many speech and audio signal processing procedures. One

measure that describes the reverberation characteristics of a room is the reverberation
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time, T60, defined as the length of time it takes for the energy in the sound field in a

room to decay by 60dB after the sound excitation source is suddenly turned off [48].

Due to the complexities caused by both reflection and defraction, the actual sound

propagations in the room is complicated. The interactions between sound propagation

and room environmental factors, such as room geometries, absorbance and shapes of

reflector materials (walls, furniture, etc.), air temperature and density distributions,

etc., make the effects of reverberation more complicated.

The reverberant room effect on speech can be characterized as convolution of the

speech signal with the acoustic path room impulse response, and a microphone far

away from the speakers receives a filtered version of the source signal. Fig. 1.6 shows

an example of room impulse response. The room impulse response is invertible only

when the response is minimum phase [49]. So it is difficult to blindly (i.e., without

knowledge of impulse responses) and totally reconstruct the speech source signals by

doing channel inversion [8]. Many ICA or BSS algorithms are based on independence

assumptions between sources. However, the reverberated versions of sources are also

independent. As pointed out by [12] and [13], some blind deconvlution based methods

over-whitened sources in their efforts to achieve channel inversion. Therefore, it is

difficult to achieve blind reconstruction, and for the discussions in this dissertation,

we will make no attempts to do total reconstruction of sources by ADF model iteself.

1.4 Contributions

The algorithms that we present in this dissertation extend the state of the art and ad-

dress the difficulties and problems for the application of ADF model in robust speech

recognition. The methods developed include pre-processing for the improvement of

ADF stability and convergence, the methods of integrating and post-processing mul-

tiple ADF signals for multiple microphones, the algorithms that speedup convergence
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rate, such as block-iterative and variable step-size methods, and noise compensation

methods and corresponding fast algorithms for the enhancement of separation perfor-

mances in noisy scenarios. In addition, adaptive speech enhancement post-processing

module and their fast algorithms are also proposed for the integration with noise-

compensated ADF, so that both improved speech separation and noise reduction in

separated speech are achieved.

1.5 Document Organization

The remainder of this dissertation documents the details of our algorithms and the

above contributions. Chapter 2 introduces the mathematical representations for ADF

model. Based on such derivations, the enhancement algorithms in this thesis are

developed. Chapter 3 describes enhancement of ADF model for robust speech recog-

nition from the perspective of convergence speedup, post-processing, and multi-ADF

model integration. In Chapter 4, the methods of variable step-size (VSS) are dis-

cussed. Chapters 5 and 6 provide noise-compensated ADF (NCADF) and adaptive

enhancement algorithms for dealing with the application of ADF in noisy scenario.

Comparative speech recognition experiments and selected results are presented in

Chapter 7 for evaluating the techniques proposed. Finally Chapter 8 concludes the

thesis work and discusses potential future work directions.
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Figure 1.6: An example of room impulse responses (truncated for the beginning
30ms).
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Figure 1.7: An example of ideal cross-coupling ADF filters.
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Chapter 2

VECTOR FORMULATIONS AND

ANALYSIS OF ADF SYSTEM

In this chapter, we will present the vector formulation and analysis of ADF system.

Based on the mathematical framework established here, further improvement on ADF

separation model could be derived. Generally, vector formulations and analyses of a

discrete adaptive signal processing system use either the Hankel data matrix or the

Toeplitz system matrix representation.

2.1 Vector Formulations

For the ADF separation model shown in Figure 1.3, the N -point cross-coupling filters

gij = [gij(0), gij(1), · · · , gij(N − 1)]T , i, j = 1, 2, i 6= j, (2.1)

are to be adaptively identified, with superscript (·)T denoting matrix and vector

transposition. The following notations will be used in the rest parts of the dissertation:

vector variables are in bold lower case, matrices are in bold upper case, I is the

identity matrix, E{} is for expectation, and “*” for convolution. Speech and noise
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signal vectors contain N consecutive samples up to the current time t; their (2N−1)-

point counterparts are marked with tilde. The cross-correlation vector between a

signal scalar a(t) and a signal vector b(t) is denoted as rab = E{a(t)b(t)} , and the

correlation matrix formed by signal vectors a and b is defined as Rab = E{a(t)bT (t)}.
With the above notations, the basic ADF separation filtering and adaptation

procedures (1.4)-(1.5) can be written in vector forms.

2.1.1 Toeplitz matrix representation and I/O relations

With the Toeplitz system representation, the input-output (I/O) relation of ADF

system ((1.4) for clean (noise-free) speech mixtures can be put in a vector form

v = G · ỹ, (2.2)

where ỹ =
[
ỹT

1 (t), ỹT
2 (t)

]T
and v =

[
vT

1 (t),vT
2 (t)

]T
are (4N − 2)× 1 input vector and

2N × 1 output vector, respectively, and

G =




[IN 0N×(N−1)] −G12

−G21 [IN 0N×(N−1)]


 (2.3)

is the 2N × (4N − 2) system matrix. Specifically,

Gij =




gij(0) gij(1) · · · gij(N−1) 0 · · · 0

0 gij(0) gij(1) · · · gij(N−1) · · · 0

...
. . . . . . . . . · · · . . .

...

0 · · · 0 gij(0) gij(1) · · · gij(N−1)




N×(2N−1)

, (2.4)

vi(t) = [vi(t), · · · , vi(t−N + 1)]T , and ỹi(t) = [yi(t), · · · , yi(t− 2N + 2)]T .
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The ADF I/O relation in terms of input and output correlation matrices is

Rvv = E{v(t) · vT (t)} = GRỹỹG
T , (2.5)

with

Rỹỹ = E{ỹ(t) · ỹT (t)}, (2.6)

By partitioning the matrices Rvv and Rỹỹ into blocks,

Rvv =




Rv1v1 Rv1v2

Rv2v1 Rv2v2


 , (2.7)

Rỹỹ =




Rỹ1ỹ1 Rỹ1ỹ2

Rỹ2ỹ1 Rỹ2ỹ2


 , (2.8)

and following basic matrix algebra, the off-diagonal and diagonal component blocks

are derived as

Rvivj
= Ryiyj

−Ryiỹi
GT

ji −GijRỹjyj
+ GijRỹj ỹi

GT
ij, (2.9)

Rvivi
= Ryiyi

−Ryiỹi
GT

ij −GijRỹjyi
+ GijRỹj ỹj

GT
ij. (2.10)

Another useful relation of signal second order statistics is

Ryv = RyỹG
T , (2.11)

with diagonal and off-diagonal components

Ryivi
= Ryiyi

−Ryiỹj
GT

ij, (2.12)

Ryivj
= Ryiyj

−Ryiỹi
GT

ji, (2.13)
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where Ryv = E{yvT}, with y =
[
yT

1 (t),yT
2 (t)

]T
and yi(t) = [yi(t), · · · , yi(t−N + 1)]T .

The system output correlation matrix is also related to system input-output cross-

correlation matrix by

Rvv = GRỹv = Ryv −




0N×(2N−1) G12

G21 0N×(2N−1)


 ·Rỹv. (2.14)

with components

Rvivi
= Ryivi

−GijRỹjvi
, (2.15)

Rvivj
= Ryivj

−GjiRỹjvj
. (2.16)

2.1.2 Data matrix representation

Defining the Hankel data matrix of the input signals as

Y =




Y1

Y2




2N×N

, (2.17)

where,

Yi = [yi(t),yi(t− 1), · · · ,yi(t−N + 1)] , (2.18)

we can represent the ADF system I/O relations in the following vector form




vT
1

vT
2




2×N

=




eT
1 −gT

12

−gT
21 eT

1




2×2N

·Y, (2.19)

where the N × 1 vector e1 = [1, 0, · · · , 0]T .

The second-order statistics analysis of the I/O relations based on (2.19) will lead to

equivalent results as those based on (2.2), following the relationship between Hankel

and Toeplitz matrices. In fact, both representations can be described as special forms
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of the more general matrix representation

V = G · Ỹ, (2.20)

where the N ×N output data matrix

V = [v(t),v(t− 1), · · · ,v(t−N + 1)] (2.21)

is also Hankel, and

Ỹ = [ỹ(t), ỹ(t− 1), · · · , ỹ(t−N + 1)] (2.22)

is the (4N−2)×N matrix augmented from (2.17). Both (2.2) and (2.19) are reduced

forms of the matrix representation (2.20): (2.2) is the first column of (2.20) and

(2.19) can be extracted from the first and the (N + 1)-th rows of (2.20). It should

be noted that all these forms are based on the assumption of short-term stationarity

of the acoustic mixing system, which simplifies the representation of the de-coupling

filter matrix/vector by keeping them constant within short-terms. The following

discussions will be based on the Toeplitz representation (2.2) for simplicity.

2.2 Solutions and Analysis

2.2.1 Solutions to ADF parameters

Imposing decorrelation conditions on (2.14) to force the off-diagonal blocks of Rvv to

zero, we obtain




0N×(2N−1) G12

G21 0N×(2N−1)


 ·Rỹv = Ryv −




Rv1v1 0

0 Rv2v2


 (2.23)
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which is an over-determined system of equations since the solution of ADF coefficients

need 2N constraints only. Instead of solving filter coefficients gij’s by the block-

diagonalization of (2.14) directly (as actually did by minimizing a criterion in [50]),

we can derive solutions by appropriately selecting a subset of constraints from the off-

diagonal blocks in (2.23). Choosing N constraints from the 1st row and N constraints

from the (N+1)-th rows of (2.23) respectively, the equations for ADF system solutions

are obtained as 


0N×N RT
y1v1

RT
y2v2

0N×N


 ·




g12

g21


 =




ry2v1

ry1v2


 (2.24)

The least-square solution of Eq. (2.24)

arg min ‖RT
yjvj

gij − ryivj
‖2, (2.25)

coincides with the least-cross-correlation of ADF outputs because the error vector of

(2.24) actually coincides with the cross-correlation vector rvivj
, i.e.,

rvivj
= ryivj

−RT
yjvj

gij, (2.26)

and the least-cross-correlation solution is

arg min ‖rvivj
‖2. (2.27)

By alternating between the following two cross-correlation minimization steps

gopt
12 = arg ming12J12 = arg ming12

(
1
2
rT

v1v2
rv1v2

)

gopt
21 = arg ming21J21 = arg ming21

(
1
2
rT

v2v1
rv2v1

) (2.28)
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the filter parameters can be searched by the gradient descent procedure

gij(t + 1) = gij(t)− µ(t)∇gij
Jij. (2.29)

Assuming independence between the pair of de-coupling filters gij’s, the gradient

vectors ∇gij
Jij are derived from the first row of (2.9) as

∇gij
Jij =

∂

∂gij

1

2

(
rT

vivj
rvivj

)
=

(
∂

∂gij

rT
vivj

)
rvivj

= −Ryjvj
rvivj

. (2.30)

Therefore, the gradient based adaptation for the solution of ADF filters is obtained

as

gij(t + 1) = gij(t) + Ryjvj
rvivj

. (2.31)

Alternative methods could also be used to solve (2.30) with varying performances.

In fact, the RLS-like algorithm proposed in [17] can be derived from the alternating

solution of (2.24) with the following Newton’s method

gij(t + 1) = gij(t)− µ(t) (H (Jij (gij(t))))
−1 · ∂

∂gij

Jij, (2.32)

using the Hessian matrices implied by (2.30), where the definition of Hessian is

H (Jij (gij(t))) = ∂
∂gij

(∇gij
Jij

)T
= ∂

∂gij

(
∂

∂gij
Jij

)T

=




∂2Jij

∂2gij(0)

∂2Jij

∂gij(0)∂gij(1)
· · · ∂2Jij

∂gij(0)∂gij(N−1)

∂2Jij

∂gij(1)∂gij(0)

∂2Jij

∂2gij(1)
· · · ∂2Jij

∂gij(1)∂gij(N−1)

...
...

. . .
...

∂2Jij

∂gij(N−1)∂gij(0)

∂2Jij

∂gij(1)∂gij(N−1)
· · · ∂2Jij

∂2gij(N−1)




.
(2.33)

Substituting (2.30) into (2.33), we have

H (Jij (gij(t))) = Ryjvj
RT

yjvj
, (2.34)
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so that, by (2.30)-(2.34), the adaptation using Newton’s method becomes

gij(t + 1) = gij(t) + µ(t)
(
RT

yjvj

)−1

rvivj
. (2.35)

The RLS-like adaptation of [17] could be obtained by replacing Ryjvj
’s with their time

average estimates, and by estimating their inverse matrices recursively (see Eqs.(63-

66) of [17] and the Appendix therein). Usually, adaptations based on Newton’s

method can be expected to have faster convergence rate compared with stochas-

tic gradient based algorithms. However, our tests also show that they suffer from

instability in addition to its disadvantage of high computation complexity. In prac-

tice, the Newton-Raphson adaptations often use some modified estimate of Hessian

to improve robustness of algorithm, such as the “modified Newton” solution to the

decorrelation problem in [28].

Assuming that the correlation matrix Ryjvj
remains positive definite in all its

quadratic forms for any real vectors, i.e.,

〈Ryjvj
a, a〉 = aTRyjvj

a > 0,∀a 6= 0, and a ∈ RN , (2.36)

which means that the angle between the direction of vector Ryjvj
rvivj

and that of

vector rvivj
is less than π

2
, or,

cos
(
Ryjvj

rvivj
, rvivj

)
=

〈Ryjvj
rvivj

, rvivj
〉

‖Ryjvj
rvivj

‖ · ‖rvivj
‖ > 0, (2.37)

where 〈·, ·〉 denotes vector inner-product and ‖ · ‖ stands for vector norm. Therefore,

we can replace the gradient vectors Rijrvivj
(t) in (2.30) with rvivj

(t), and obtain

gij(t + 1) = gij(t) + µ(t)rvivj
(t),i6=j , (2.38)
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whose instantaneous approximation coincides with the adaptation direction of ba-

sic ADF algorithm (1.5), derived in [17] from a zero-searching formulation using the

method of Robbins-Monro stochastic approximation [36]. According to the Theo-

rem.1 in [37], such a stochastic approximation procedure will converge to the zero-

correlation solution. With the vector formulation, the basic ADF adaptation (1.5)

can be rewritten as

gij(t + 1) = gij(t) + µ(t)vi(t)vj(t),i6=j , (2.39)

where µ(t) is the adaptation step-size that controls convergence rate.

It is worth noting that, although the positive-definite assumption is usually not

guaranteed for arbitrary cross-correlation matrices, it is held in an approximate sense

for Ryjvj
in the application of ADF model for the current scenario. Under practical

working conditions of sound source separation and following the Eq. 2.12 in Section

2.1.1, i.e.,

Ryjvj
= Ryjyj

−Ryj ỹi
GT

ji, (2.40)

where the elements of Gji’s are less than 1 because direct-path components are usu-

ally stronger than cross-path components. As such, Ryjvj
is dominated by Ryjyj

and hence its positive definite property. Actual measurements in experimental condi-

tions on the eigen-values of Ryjvj
during ADF adaptation also verified this property.

Figures 2.1 and 2.2 show the probability density distributions of an variable that

reflects the signs of the real part of the eigen-values (λ) of the matrix Ryjvj
. Such

distribution properties during ADF adaptations almost surely guarantee the positive

definitiveness of the matrix.
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2.2.2 Convergence and error analysis

The actual convergence behavior of ADF adaptation procedure 2.39 is very compli-

cated. As was pointed out in [25] that whether the procedure converged and whether

ADF converged to the desired separation filters as a unique solution depended on

the initial values chosen for ADF filters, the mixing condition, and step sizes. The

analyses were based on white source assumptions and low dimensional mixing filter

vector. Although examples of undesired ”phantom” separation filters were given, [25]

also confirmed the validness of using ADF in practical conditions that prevented

instability and convergence to false solutions. In fact, the physical realities in our

application are in agreement with the mathematical constraints of [25]. For example,

the initialization of ADF filters takes zero values, and the absolute causality of mixing

system is guaranteed for applications based on circular microphone arrays adopted in

this dissertation.

ADF algorithm is an adaptive signal processing method in essence. As is known

from the theory of adaptive signal processing, the convergence behavior of the adap-

tive FIR filter is determined by the eigen-value spreadness of input correlation ma-

trix [51]. Similar results hold for the convergence of ADF system by analyzing con-

verging behaviors of the expectation of ADF filter error vectors. In [20], it was shown

that the convergence of the expected ADF error vector is dependent on eigen-value

spread properties determined by input correlations, similar to adaptive FIR filter.

The following analysis from [20] and [52] are listed below for completeness.

Define the ADF separation filter error vector by

φ(t) = E{[gT
12(t),g

T
21(t)

]T − g∗}, (2.41)
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where gij(t) = [gij(t), · · · ,gij(t−N + 1)]T ’s are the separation filter vectors, and

g∗ = E{[gT
12(t),g

T
21(t)

]T} (2.42)

is the expectation of ADF filter vector. The first-order approximation [20] of the error

vector adaptation can be described by

φ(t + 1) = (I− µΨ) φ(t) (2.43)

where the input correlation matrix was define as

Ψ =




E{y2(t)y
T
2 (t)} E{y1(t)Y1(t)}

E{y2(t)Y2(t)} E{y1(t)y
T
1 (t)}


 , (2.44)

with the Hankel input data matrices Yi = [yi(t), · · · ,yi(t−N + 1)]T , i = 1, 2. Ap-

plying the eigen-value decomposition to the matrix Ψ,

Ψ = UΛU−1, (2.45)

with U the eigen-vector matrix and Λ = diag(λ1, · · · , λ2N) the eigen-value matrix,

the update of the ith tap of the filter error can be expressed as [20]

φi(t + 1) =
2N∑

k=1

(1− µλk)
tµikφ(0) (2.46)

where φ(0) = U−1φ(0).

From (2.46), we know that the convergence time of each filter tap is dominated

by the smallest eigen-value λmin of the input correlation matrix Ψ. The larger the

value of λmin, the smaller the time it will take for the separation filters to converge,

and therefore the larger the convergence rate. Therefore, the convergence behavior
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of ADF adaptation depends heavily on properties of input signals. According to [20],

λmin attains its maximum value when all the eigen-values are identical, i.e., when the

input signals are white. This is similar to other adaptive signal processing methods

such as LMS algorithm. It is based on the above analysis that the input-normalized

step size (1.6) was proposed. In fact, the normalization of the adaptation step size

by the energy of the tap-input data vector is equivalent to dividing the it by the sum

of all eigenvalues [20].
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Figure 2.1: The probability density of the variable x=sign (Re(λ)) log10 (1 + |Re(λ)|),
measured for ADF adaptation with preemphasis and N = 50, γ = 0.005, where λ is
the eigen-values of matrix Ryjvj

; its positive-definitiveness is almost surely held.
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Figure 2.2: The probability density of the variable x=sign (Re(λ)) log10 (1 + |Re(λ)|),
, measured for ADF adaptation with preemphasis and N = 200, γ = 0.005,where λ
is the eigen-values of matrix Ryjvj

; its positive-definitiveness is almost surely held.
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Chapter 3

CONVERGENCE SPEEDUP

PROCESSING AND MULTI-ADF

INTEGRATION

In this chapter, we discuss the processing techniques that speedup convergence rate

of ADF and multi-ADF post-filtering that reduces reverberation noise after ADF

processing. The convergence behavior of an ADF system depends on the properties

of speech signals. An analysis on ADF convergence properties is first introduced,

and then techniques for speeding up convergence are presented based on such analy-

sis. When multiple pairs of recording sensors are available, methods of multi-ADF

integration are proposed to improve the separation performances.

3.1 Prewhitening Processing

From the convergence analysis of ADF adaptation in Section 2.2.2, we know that the

convergence of filter estimation achieves best conditioning when the input signals are

white. It is well known that speech signal is colored, especially for voiced sound, and

there is a tilt of 6dB per octave [53] in its spectrum. To obtain fast convergence rate,
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we can do whitening processing to input data before doing ADF filter adaptation so

that the spread of the eigen-values could be minimized. Due to the non-stationarity

of speech signals, complete whitening of an input speech source may require adap-

tive processing such as adaptive linear prediction. However, for the problem of blind

convolutive mixture separation, real sources are unobservable. It is also infeasible to

completely whiten the input speech mixtures since it will cause undesirable speech

distortions. In practice, we could choose to partially whiten the speech mixtures with-

out loosing phonetic contents of speech sounds to help reduce the eigen-spread that

result from the long-term speech spectral characteristics [52]. This can be achieved

by linear time-invariant pre-whitening filtering. Since we are not interested in totally

whiten the speech signals by removing their detailed structures in spectrum, finite

impulse response (FIR) filters with very low orders should suffice.

Denote the prewhitening filter by W (z) and apply this filter to speech mixture

inputs, we have




W (z)Y1(z)

W (z)Y2(z)


 =




1 Go
12(z)

Go
21(z) 1







H11(z)W (z)S1(z)

H22(z)W (z)S2(z)


 . (3.1)

Eq. 3.1 indicates that the whitening filtering applied to speech mixtures are equivalent

to W (z) applied to speech sources. Therefore, the whitening filters can be designed for

speech sources and then applied to speech mixtures. Based on the long-term spectral

properties of clean speech signals, we can derive several types of whitening filters,

including inverse-PSD FIR filters and preemphasis filters. When the shape of the

speech spectrum curve is unknown, we may require the estimation of signal spectral

characteristics from training data using such methods as linear predictive coding

(LPC) or auto-regressive (AR) modeling. Our testing of whitening filters designed

with LPC methods also show that such low order LPC whitening filters trained from

speech data has similar spectral properties and comparable performances for ADF
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speech separation model. However, speech spectral properties have been well-studied

and it is much easier to design both inverse-PSD and preemphasis types of filters to

flatten the long-term speech spectrum, based on such knowledge.

3.1.1 Inverse-PSD

Prewhitening techniques by filters that implement the reciprocal magnitude response

of long-term speech spectrum was previously utilized in hearing aid arrays [54]. The

inverse-PSD whitening processing follows the same line of thoughts. The design of

inverse-PSD prewhitening filter was based on the average curve of power spectral

density of human speech described in [55]. After obtaining sample points of average

speech PSD, we obtain their inverse and use a frequency sampling method presented

in [54] to compute the FIR coefficients of the inverse-PSD type of prewhitening filter.

The procedures for the computation of filter coefficients are listed in Appendix A.

Figure 3.1 shows the designing sample points taken from the long-term spectrum

of speech. Figure 3.2 depicts the desired and actual magnitude responses of the

whitening filter designed from the inverse of long-term speech PSD. A 4-th order FIR

filter was obtained by the frequency-sampling filter design method [54]. The transfer

function of the inverse-PSD prewhitening filter is

W (z) = 0.026448−0.223982z−1 +0.423960z−2−0.223982zz−3 +0.026448zz−4. (3.2)

An 80-th order FIR dewhitening filter to be applied to ADF output signals was

also computed as the inverse of the whitening filter. Figure 3.3 gives its magnitude

response. The coefficients of both filters are shown in Figure 3.4 .
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Figure 3.1: Data points sampled from the long-term spectrum of speech.

0 1000 2000 3000 4000 5000 6000 7000 8000
−40

−35

−30

−25

−20

−15

−10

−5

0

Frequency (Hz)

M
ag

ni
tu

de
 R

es
po

ns
e 

(d
B

)

Desired inverse−PSD
FIR implemented actual response

Figure 3.2: Desired whitening filter response by inverse-PSD and actual response
implemented by FIR filter of length 5.
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Figure 3.3: Magnitude response of the de-whitening filter.
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Figure 3.4: Filter coefficients of pre-whitening and de-whitening filters.
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3.1.2 Preemphasis

Preemphasis is a first-order high-pass filter to compensate for the 6dB per octave

spectral tilt of voiced speech. It is a commonly used technique in linear prediction

coding of speech. The whitening filter of preemphasis has the form

W (z) = 1− µz−1, (3.3)

where the constant coefficient µ(0 < µ ≤ 1) controls the level of suppression for

low frequency bands. The deemphasis processing to ADF output signals does the

inverse of the preemphasis filter (1− µz−1)
−1

. It can be easily implemented with

auto-recursion of output signals vi(t)’s.

Figure 3.5 compares the magnitude responses of the both types of prewhitening

filters. Both types of prewhitening filters have similar high-pass characteristics in

the frequency range of 1KHz to 5KHz. It is obvious that the value of µ for pre-

emphasis filtering mainly controls the suppression of low-frequency part of speech.

Experiments show that the preemphasis filters with µ = 1 achieves better enhance-

ment performances to ADF. Therefore, we use µ = 1 for preemphasis processing in

subsequent discussions.

Both inverse-PSD and preemphasis improve the convergence of ADF adaptations

by flattening speech long-term spectrum. As analyzed in Section 2.2.2, the whitening

processing reduces eigen-spreadness of the matrix Ψ in (2.44) and provides better con-

ditioning for the adaptation. As an verification, we compared the averaged condition

numbers of Ψ with and without whitening filtering of inverse-PSD. The result shows

that whitening filtering reduces the condition number by two orders of magnitude.

The averaging was performed over the beginning five seconds of speech mixtures and

the averaged condition numbers were computed to be 2.16× 107 and 4.53× 105, with

and without inverse-PSD, respectively.
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In addition to the effect of improving adaptation stabilities, prewhitening also

has the effect of reducing cross-correlation between the source components and thus

effectively avoids the utilization of the correlated information between the sources.

Figure 3.6 shows the cross-correlation coefficients at lag zero between two clean source

speeches measured over successive frames of two source speech signals, before and

after the inverse-PSD pre-whitening processing. It is observed that the theoretical

assumption of statical uncorrelation only holds in an approximate sense in practice,

and strong cross correlation occurred from time-to-time. In fact, pre-whitened speech

source signals are significantly reduced in cross-correlations at all time lags, and this

makes the subsequent ADF work at a condition more close to its basic assumption.

3.2 Block-Iteration

The baseline ADF algorithm is a sample-by-sample sequential procedure for adaptive

filter estimation and source separation. Consider a two-input ADF with the input of

each pair of speech mixture samples, the ADF filters are adapted and one pair of new

output samples are computed every 1/Fs seconds, where Fs is the sampling frequency.

This form of processing has the advantage of small delay in time. Such a procedure

is feasible when speech data sequences are long and acoustic paths are stationary,

but it is ineffective in utilizing data for fast convergence. For ASR scenarios, speech

recognition processings are usually performed after the end-point of speech sentences

are reached. ASR processings, such as decoding, require longer time and has delays

much larger than one time sample. Therefore, it is reasonable in ASR applications

to extract more information from large data blocks iteratively, at the cost of large

delays that may not be tolerable in human speech communication scenarios, but is

acceptable for ASR applications.
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In the proposed block iterative ADF, input speech data are divided into blocks,

and within each block, adaptive estimation and separation are iteratively performed

by (1.4) and (1.5). Assume that each block consists of B samples, Yi,k = [yi,kB+t, t =

0, 1, · · · , B − 1], i = 1, 2, with k indexing blocks. For block k, the filters estimated

at the end of the block in the rth iteration , i.e., g
(B−1)
ij (k, r)’s are used as the initial

filter estimates at the (r + 1)th iteration, i.e.,

g
(0)
ij (k, r + 1) = g

(B−1)
ij (k, r). (3.4)

The initial estimates of filters for the block k+1 are set to be the final filter estimates

obtained in the previous block k. The actual number of ADF iterations for each block

is determined by a measure of convergence. One example of such a measure is the

relative change of filter estimates between two consecutive iterations, defined as

Ck,r+1 =
1

2

(
‖g(B−1)

12 (k, r + 1)− g
(B−1)
12 (k, r)‖

‖g(B−1)
12 (k, r + 1)‖

+
‖g(B−1)

21 (k, r + 1)− g
(B−1)
21 (k, r)‖

‖g(B−1)
21 (k, r + 1)‖

)
.

(3.5)

If Ck,r+1 ≥ ε, where ε is an empirically chosen threshold, then the procedure of ADF

adaptation will continue for the next round of iteration on the same block of input

data; otherwise, the ADF estimation terminates and move on to the next block k+1.

Two important parameters in the block-iterative ADF are the block length B and

the iteration-stop threshold ε. A block should be sufficiently long so that multiple

phonetic sounds are included within each block, since second-order statistic methods

of blind source separation do not guarantee correct solutions for stationary signal

sources. Obviously the block iterative method also introduces a buffering delay that

is determined by the block length. Therefore, the choice of B controls the tradeoff

between accuracy and delay. For online applications or time-varying acoustic condi-

tions, block length needs to be kept short to minimize buffering delay; for offline and
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stationary acoustic conditions, block length can be extended for higher estimation ac-

curacy. Iterative batch processing is resulted when block length is set to be the length

of the data sequence. The threshold ε is basically a tradeoff between convergence rate

and computation load. A small threshold calls for more iterations which improves

convergence rate but incurs more computation, and a large threshold calls for fewer

iterations and therefore slower convergence and less computation. Since a block of

data can provide only limited information for adaptation, it is in general inefficient

to use a very small threshold for excessive iterations within each data block.

Figure 3.7 illustrates the convergence curve of ADF estimation error for the block-

iterative ADF implementation with inverse-PSD prewhitening processing. Significant

speedup was introduced by block-iteration compared with the curves recorded from

batch ADFs. For batch ADFs, those utilizing preemphasis and inverse-PSD process-

ings demonstrated significantly smaller steady state filter estimation errors than the

baseline ADF. In all these simulations, the filter length of N = 400 was used and

the normalizing step size in (1.6) was added small number β in the denominator to

prevent divide-by-zeros.

µ(t) = 2γ/N
(
β + σ2

y1
(t) + σ2

y2
(t)

)
, (3.6)

where the gain factor γ = 0.005 was employed and β = 0.8.

3.3 Post-Filtering and Multi-ADF Integration

Due to estimation errors in the adaptation of ADF filters, the ADF output speech

signals still contain certain levels of residual interference speech. On the other hand, as

discussed in Section 1.3, the reverberation effects of acoustic impulse responses could

not be removed by ADF separation system itself. In fact, the reverberation effects

in ADF output speech actually worsens the reverberant condition of the separated
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speech at ADF output. Based on the analysis in Section 1.2, we could only get linearly

transformed version of the source speech even at ideal source separation. From (1.1)

and (1.2), the ideally separated signal vi(t) is described in Z-domain by

V o
i (z) =

(
1−Go

ij(z)Go
ji(z)

)
Hii(z)Si(z),i6=j . (3.7)

In (3.7), the linear distortion term
(
1−Go

ij(z)Go
ji(z)

)
in fact adds further reverbera-

tion effects to the natural reverberation of the direct acoustic path Hii(z). The actual

situation will be worse than this. Due to filter estimation errors, residual interference

speech signals will never be zeros and such residual signals are also reverberant in

nature. We have to rely on additional information for the removal of those kinds of

reverberant effects. Multiple outputs from multiple pairs of ADF processing provide

such kind of information. Acquired with multiple microphones from different points in

space, these ADF output signals preserve the spatial diversity useful for the removal

of reverberation noise and residual interference speech.

The basic principle of the proposed post filtering is to align multiple target speech

signals that are produced by different ADF modules so as to further enhance tar-

get speech. Assume that Q pairs of microphone signals are available and multiple

estimates of the two source speech signals are generated by these Q pairs of ADF

processing. Denoting these pairs of ADF outputs as (vq
1(t), v

q
2(t)) , q = 1, 2, · · · , Q, we

will apply post-filtering to combine individual ADF pairs to obtain a single pair of

enhanced estimate of output speech (v̂1(t), v̂2(t)).

The post-filtering is performed in frequency domain in a segment by segment

fashion. The derivation of the post filters are based on the minimum-mean-squared-

error (MMSE) criterion. According to [56], the filter f̂(t) that aligns and filters a

signal x(t) optimally, in the sense of MMSE, relative to a reference signal s(t) can be
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obtained from the minimization of the mean-square-error (MSE) as

f̂(t) = argminf(t)E [s(t)− f(t) ∗ x(t)]2 , (3.8)

where “*” denotes convolution. The solution to (3.8) in frequency domain results in

the optimal filter F o(f) that takes the value of coherence function [56], i.e.,

F o(f) = Pxs(f)/Pxx(f), (3.9)

where Pxs(f) and Pxx(f) are the cross and auto PSD respectively.

Without loss of generality, assume that the target speech to be enhanced is source

1 and the corresponding ADF output v
(1)
1 (t) is designated as the reference signal in

the multiple ADF post-filtering procedure. Then the optimal filters of the current

segment for all other ADF outputs v
(q)
1 (t), q = 2, · · · , Q are determined by

F̂
(q)
1 (f) =

P
v
(q)
1 v

(1)
1

(f)

P
v
(q)
1 v

(q)
1

(f)
. (3.10)

The optimally aligned and filtered target signal for the qth ADF pair is

V̄
(q)
1 (f) = F̂

(q)
1 (f)V

(q)
1 (f). (3.11)

The enhanced target signal is taken as an average of the post-filtered target signals

V̂
(q)
1 (f) =

1

Q

(
V

(1)
1 (f) +

Q∑
q=2

V̄
(q)
1 (f)

)
. (3.12)

For online applications and nonstationary acoustic paths, segmental processing is

necessary. In the multi-ADF integration procedure of (3.11) and (3.12), the estimation

of optimal filters F̂
(q)
1 (f) in (3.10) are important for the reliability of post-filtering.

To improve the robustness of the estimates of F̂
(q)
1 (f), the segment-wise recursive
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smoothing are applied to both the post-filters and the cross and auto PSDs, with the

forgetting factors α1 and α2, respectively, similar to the processing employed in [57].

Let m index segments and M denote the segment length, the smoothing procedures

are defined as follows:

P
v
(q)
1 v

(p)
1

(f,mM) = α1Pv
(q)
1 v

(p)
1

(f, (m− 1)M) + (1− α1)V
(q)
1 (f,mM)V

(p)
1 (f,mM)H ,

(3.13)

F
(q)
1 (f, mM) = α2F

(q)
1 (f, (m− 1)M) + (1− α2)

P
v
(q)
1 v

(1)
1

(f,mM)

P
v
(q)
1 v

(q)
1

(f, mM)
, (3.14)

where, the superscript H denotes complex conjugation and the index p = q is for auto

PSD and p 6= q for cross PSD.

The smoothed filter estimate F
(q)
1 (f,mM) is used in (3.11) and (3.12) to compute

signal spectral estimate, and the time-domain target speech signal is then obtained by

the overlap-and-add method [58,59]. FFTs of length-4096 were performed by setting

M to be 2048 samples and padding 2048 zeros. The forgetting factors α1 and α2 were

empirically chosen as 0.999 and 0.95 respectively. It should be noted that, since the

alignment delays between multi-ADF outputs and reference signals may be negative,

the optimal filters are not guaranteed to be causal. The overlap-and-add procedures

are implemented with the ability to deal with this problem so that discontinuity in

the resulting combined speech could be avoided.

The system diagram for multi-ADF post-filtering is illustrated in Figure 3.8, where

the signals are acquired from a circular microphone array and the proposed enhance-

ment techniques are also integrated into the speech source separation and ASR sys-

tem. The circular array is specific to the RWCP measurement data [60]. Input mix-

ture signals are subject to whitening filtering prior to speech separation. ADF mod-

ules are implemented by the block iterative method. ADF outputs are de-whitened

and the post-filtering module combines the target signals to generate an enhanced

target signal which is then recognized by the ASR system.
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Figure 3.8: Integration of multiple ADF separation models

3.4 Speech Separation Experiments

3.4.1 Experimental data and setup

Cochannel speech data were generated by convolving the impulse responses of acoustic

paths measured in RWCP [60] with the source speech materials of TIMIT database

at the sampling rate of 16 KHz. As shown in Figure. 3.9, a circular microphone array

with a radius of 15cm was used to capture speech signals of two sources located at

130 and 50 degrees, respectively. The speaker-to-microphone distances were approx-

imately 2 meters. Different numbers of microphone pairs on the circular array 3.8

were used in experiments: 16 and 2, 15 and 3, 14 and 4, 13 and 5, as illustrated in

Figure. The pair 15 and 3 was also used in the condition of single microphone pair.

The recording room had a reverberation time T60 = 300ms. At the target speaker

location , speech data of four speakers (faks0, felc0, mdab0, mreb0) from TIMIT

database were used, with each speaker contributing ten sentences. At the jammer

speaker location , speech data were randomly taken from the entire set of TIMIT

sentences excluding those of the target speakers.
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Figure 3.9: Microphone array configuration
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(a)                                     (b) 

 
 

Figure 3.10: Correlation matrices of ADF system (a) input Ryy; (b) output Rvv, com-
puted from the input and output of block-iterative ADF with inverse-PSD whitening
filtering.

Assume that the microphones at the locations 15 and 3 acquire speech mixtures

y1 and y2, respectively, which are convolutive mixtures of speech signals si’s and

hij’s . The input target-to-interference ratio in for the input speech mixture yi, i.e.,

TIRy1 , is defined as the energy ratio (dB) of the target component si in yi to all the

interference components sj’s in yi. The ADF outputs are defined accordingly. The

TIR gains for muti-ADF post-filtering is defined by

∆TIR = TIRv̂1 − TIRaverage, (3.15)

where

TIRaverage =
1

Q

Q∑
q=1

TIRq. (3.16)

The initial conditions were TIRy1 = 0.53dB and TIRy2 = −0.56dB. For multiple

pairs of microphones, the combinations of multiple ADF modules were defined as the

following: 15− 3 and 14− 4 for two pairs, 16− 2, 15− 3, and 14− 4 for three pairs,

and 16− 2, 15− 3, 14− 4, and 13− 5 for four pairs.
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The decorrelation property of ADF processing was verified by the system input-

output data correlation structure for block-iterative ADF with inverse-PSD pre-

filtering. The estimates of the system input and output correlation matrices, de-

fined as Ryy = E{y(t)yT (t)} and Rvv defined in (2.5), respectively, are computed

from the time average of input and output signal vectors y(t) and v(t). Their 2D

images are shown in Figure 3.10, where the pixel brightness corresponds to magni-

tude of each correlation coefficient. The structures of the correlation matrices clearly

displayed four blocks, where the diagonal blocks are auto-correlations and the off-

diagonal blocks are cross-correlations. After ADF processing, the cross-correlation

blocks are significantly reduced by the decorrelation effect of ADF.

3.4.2 Convergence performances

The convergence speedup resulted from the introduction of prewhitening processing

and block-iterative implementation are evaluated by the averaged normalized filter

estimation error ε(t), defined on filter estimates gij(t)’s, relative to true separation

filters go
ij’s, by

ε(t) =
1

2

(
g12(t)− ‖go

12‖
‖go

12‖
+

g21(t)− ‖go
21‖

‖go
21‖

)
, (3.17)

where gij(t)’s are initialized with zeros at t = 0 and true filters gij’s are computed

directly from the known raw impulse response data by transforming the frequency

representation (FFT) of (1.3) into time domain using IFFT’s.

For block-iterative ADF, the choice of the adaptation stop threshold of ADF

error ε can be determined pragmatically based on experiments. In the separation

simulations, the threshold ε was set to be 0.0005. The within-block iteration number

was further hard limited to be between 3 and 8, to avoid potential divergences caused

by excessive number of iterations. Figure 3.11 shows the within-block iteration count.

It is obvious that at the beginning of adaptation, maximum number of iterations were
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Figure 3.11: Within-block iteration counts for block-iterative ADF
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reached at each block. As ADF system starts to converge, the general trend is that

the actual number of iterations begin to decrease. However, for blocks that contain

abundant information for separation, the iteration counts can still reach maximum,

even if near convergence.

The effects of block length B on block-iterative ADF are analyzed by comparison of

adaptation stability and convergence rate under various choices of B. The convergence

rate with four different block durations of 750ms, 500ms, 250ms and 62.5ms are

shown in Figure 3.12. For very short block length, the block-iteration of ADF was

unstable. Large block length made the adaptation converge faster and more robust.

After trading off between the convergence and time-delay performances, the block-

length of 500ms was chosen in the rest experiments.

3.4.3 Comparison of separation performances

The proposed algorithms were tested in the speech separation experiments. Speech

separation performances are compared in the measurements of TIR gains for the

target signal. For single ADF processing, the TIR gain is the same as (1.7). For

multiple-ADF post-filtering, ∆TIR is computed from (3.15).

The following cases were tested: baseline batch ADF, batch ADF with inverse-

PSD, block-iterative ADF with inverse-PSD, and with and without multi-ADF post-

filtering for each cases. For post-filtering, the number of microphone pairs ranged from

one to four. To enable meaningful comparison across the cases of with and without

inverse-PSD, the computation of TIRs for both input and output speech signals are

based on the signal components after the whitening filtering of inverse-PSD. The TIR

for mixtures are 0.53dB and −0.56dB at two microphones. After prewhitening, the

initial conditions are TIRy1 = 4.22dB and TIRy2 = −3.01dB, for target speech and

interference, respectively.
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Number of baseline inverse-PSD block-iterative+
microphones inverse-PSD
One pairs 3.22 8.01 11.53
Two pairs 5.51 10.22 14.26
Three pairs 6.71 11.04 14.19
Four pairs 8.03 11.83 14.66

Table 3.1: Target-to-interference ratio (TIR) gains (in dB) for the target speech, from
the first iteration of ADF algorithms with and without multi-ADF post-filtering.

The separation results in TIR gains listed in Table 3.1 demonstrate significant

enhancement over baseline ADF by the proposed algorithms of prewhitening filtering,

block-iterative implementation, and multi-ADF post-filtering. The combination of

these three techniques achieved the highest separation performance.
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Chapter 4

VARIABLE STEP-SIZE ADF

TECHNIQUES

In this chapter, we introduce the variable step size (VSS) algorithms for ADF adap-

tation. Two VSS methods [61] are integrated into the ADF algorithm to improve the

performance of competing speech separation. The first VSS method applies gradient

adaptive step-size (GAS) to increase ADF convergence rate. Under some simpli-

fying assumptions, the GAS technique is generalized to allow its combination with

additional VSS techniques for ADF algorithm. The second VSS method is based on

numerical error analysis of ADF estimates under a simplified signal model to decrease

steady state filter error. An integration of both techniques into ADF successfully im-

proved convergence rate and reduced steady-state error when tested with clean TIMIT

speech convolutively mixed by reverberant room impulse responses.

4.1 Introduction

From the perspective of adaptive signal processing, many BSS algorithms are con-

trolled by some step-size. It is well known from the analysis of the LMS family of

adaptive algorithms [62,63] that better trade-off between convergence rate and mean
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steady-state error (MSE) could be achieved by suitable choices of step-sizes. The

basic idea behind the method of variable or adaptive step-size is to use a large step-

size at the beginning of adaptation to achieve fast convergence and to reduce the

step-size when the system approaches convergence so as to decrease the steady state

error. For the ADF speech separation model, Yen and Zhao [20] applied decreasing

gain factors [64] to accelerate ADF convergence. The step-sizes for each filter coeffi-

cient decreases whenever the most recent two consecutive adaptations change signs.

Here, we attempt to provide a more general framework for VSS-ADF algorithms that

incorporates several gain factors of various roles into the variable step-size scheme.

4.2 Gradient adaptive gain factor

The gradient adaptive step-size (GAS) algorithm [62] was proposed as one of the

many VSS LMS algorithms for the purpose described above. Douglas and Cichocki

[65] introduced GAS into a natural gradient based blind source separation (BSS)

algorithm. It is fortunate that ADF algorithm is very similar to basic LMS algorithm

in the form of adaptation, and it is possible to apply to ADF similar techniques used

in the derivations of VSS LMS algorithms.

Based on the vector formulations in Chapter 2, the vector representations of basic

ADF (2.2) and (2.39) are obtained. To facilitate the derivations in this chapter, the

baseline ADF algorithm in vector form is summarized below

vi(t) = yi(t)− gij(t)yj(t), (4.1)

gij(t + 1) = gij(t) + µ(t)vi(t)vj(t). (4.2)

To introduce GAS into ADF, we can adapt step-size in the negative direction of

the instantaneous gradient of ADF output cross-correlation. In the meantime, we
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introduce additional gain factors into the adaptation equation. The VSS ADF filter

update modified from (4.2) becomes

gij(t + 1) = gij(t) + γij(t)µij(t)vi(t)vj(t), (4.3)

where the product of two separate variable gains, γij(t) and µij(t) forms the overall

step size. The gain factor γij(t) represents the component of VSS that is adjustable

through gradient adaptive procedures, and the gain factor µij(t) absorbs the rest “non-

gradient adaptive” procedures (e.g., normalization as in (1.6)) that are independent

of GAS.

The update of the GAS gain-factor γij at time t + 1 aims at the minimization of

the instantaneous criterion function

Jγij
(t + 1) =

1

2
‖vi(t + 1)vj(t + 1)‖2, (4.4)

which measures the norm of instantaneous cross-correlation vector of ADF at time

t + 1. The minimization of (4.4) with respect to γij(t + 1) is performed iteratively by

the gradient-descent adaptation

γij(t + 1) = γij(t)− ε
∂

∂γij(t)
Jγij

(t + 1). (4.5)

From (4.1) and (4.3), it is observed that vj(t+1) is determined by the filters gji that

connect all the ADF inputs to the j-th output, not by the filters gij that link inputs

to the i-th output. Therefore, we can assume that vj(t+1) is independent of gij and

then obtain

∂

∂γij(t)
Jγij

(t + 1) = vi(t + 1)vT
j (t + 1)vj(t + 1) · ∂

∂γij(t)
vi(t + 1), (4.6)
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where, by using (4.1) for time t + 1 and (4.3), the gradient in the RHS of (4.6) can

be expressed by

∂

∂γij(t)
vi(t + 1) = −µij(t)vi(t)y

T
j (t + 1)vj(t). (4.7)

The derivation of 4.7 also utilizes the simplifying assumption that the non-gradient-

adaptive gain factor µij(t) is independent of the GAS gain factor γij(t).

Finally, substituting (4.7) into (4.6) and then substituting (4.6) back to (4.5), the

adaptation of GAS for ADF is obtained as

γij(t + 1) = γij(t) + εµij(t)vi(t)vi(t + 1)vT
j (t + 1)vj(t + 1)vT

j (t)yj(t + 1). (4.8)

This GAS adaptation can be re-arranged and expressed in the form

γij(t + 1) = γij(t) + εµij(t)‖vj(t + 1)‖2〈r̂vivj
(t), r̂viyj

(t + 1)〉, (4.9)

where 〈·, ·〉 denotes vector inner product and ‖ · ‖ is vector norm.

4.3 Gain factor based on source energy

For the non-gradient-adaptive gain factor µij(t), an effective choice can be made from

the error analysis of ADF. We consider the two-speaker-two-microphone signal mix-

ing and ADF system models as a whole, as illustrated in Fig. 4.1, and do numerical

analysis on ADF estimate errors. Under simplified conditions and assuming para-

meters of the whole system are known, we could extract information useful for the

selection of non-gradient-adaptive gain factors.

Under a finite-length assumption for the convolutive-mixing filters and adopting

the vector representation similar to Section 4.2, when filter length is long enough, the

58



 

-g21 

 
-g12 

)(1 ty  )(1 tv  

)(2 tv  )(2 ty  

h21 

 
h12 

)(1 ts  

)(2 ts  

h11 

h22 

Figure 4.1: Speech mixing and ADF separation system for error analysis.

time domain speech mixing model can be approximately described by

ỹ = H̃ · s̄, (4.10)

where s̄ =
[
s̄T
1 (t) s̄T

2 (t)
]T

is the (8N−6)×1 source signal vector, and the mixing filter

matrix is in the form of

H̃ =




H̃11 H̃12

H̃21 H̃22


 (4.11)

with the (2N − 1)× (4N − 3) matrix block components

H̃ij =




hij(0) hij(1) · · · hij(2N − 2) 0 · · · 0

0 hij(0) · · · hij(2N − 3) hij(2N − 2) · · · 0

...
. . . . . .

... · · · . . .
...

0 · · · · · · hij(0) hij(1) · · · hij(2N − 2)




.

(4.12)

Since speech signals are complex and a direct analysis based on (4.10) and (2.2) is

difficult, we consider the simplified case that sources are white with zero mean, i.e.,

Rs̄s̄ = blkdiag (p1I4N−3, p2I4N−3) , (4.13)

where p1 and p2 are variances of sources s1 and s2 respectively.
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It is obvious from (2.24) that the accuracy and stability of new ADF estimates

gest
ij ’s, based on current gij’s, are determined by the following equation,

RT
yjvj

gest
ij = ryivj

. (4.14)

Following the development in the Appendix B under white-source assumption, we

obtain

Ryjvj
= piT

j
i + pjT

j
j = pi

(
Tj

i +
pj

pi

Tj
j

)
, (4.15)

with

Tj
i =

[
IN 0N×(N−1)

]
H̃ji

([
IN 0N×(N−1)

]
H̃ji −GjiH̃ii

)T

, (4.16)

Tj
j =

[
IN 0N×(N−1)

]
H̃jj

([
IN 0N×(N−1)

]
H̃jj −GjjH̃ij

)T

, (4.17)

and

ryivj
= piξ

j
i + pjξ

j
j = pi

(
ξj

i +
pj

pi

ξj
j

)
, (4.18)

with

ξj
i =


Hji −GjiH̃ii




I2N−1

0(2N−2)×(2N−1)





 h̃ii, (4.19)

ξj
j =


Hjj −GjiH̃ij




I2N−1

0(2N−2)×(2N−1)





 h̃ij, (4.20)

where Hji and Hjj are the N × (2N − 1) upper-left sub-matrices of H̃ji and H̃jj,

respectively, and h̃ii and h̃ij the (2N − 1)× 1 are the direct-path and cross-coupling

impulse response vectors, respectively, of the acoustic mixing system, defined as

h̃ij = [hij(0), · · · , hij(2N − 1)]T . (4.21)
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Both (4.15) and (4.18) indicate that the contributions of the ith and jth sources to

the input-output cross correlations are functions of source powers pi and pj. Based

on (4.15)-(4.20), numerical analyses can be performed on the condition of Ryjvj
and

on the error of gest
ij . As filter length N grows, the condition worsens. To alleviate

the negative effect on filter estimates, a regularized solution of (4.14) is used,

gest
ij =

(
RT

yjvj

)−1

ryivj
= ΦT ΘΨryivj

, (4.22)

where RT
yjvj

= ΨT ΣΦ is the singular value decomposition (SVD) of RT
yjvj

. The

singular values are Σ = diag(σ1, · · · , σN), and the diagonal elements of the matrix

Θ = diag(θ1, · · · , θN) are determined by a regularized inverse of singular values as

follows.

θn =





1/(σn + δ0σmax) ifσn > δ1σmax

0 ifσn ≤ δ1σmax

(4.23)

Numerical analyses are performed based on known impulse response data mea-

sured in a room with reverberation time T60 = 0.3sec [60], with the same microphone

speaker configurations as shown in Figure 3.9. For filter length N = 400 (25ms), the

error of new ADF estimate gest
12 based on current value g12, as a function of power

ratio p2/p1, is shown in Figure 4.2, where the normalized ADF errors for individual

filter gij’s are defined as

ε2
ij = ‖gest

ij − go
ij‖2/‖go

ij‖2, (4.24)

similar to the definition of averaged ADF errors (3.17). The thresholds in (4.23) are

chosen to be δ1 = 0.05 and δ0 = 0.01. The values of current filters are set to be 0.6

times the ideal values, i.e., gij = 0.6go
ij, to simulate near-convergence cases.

The result of the above error analysis under white-source assumption shows that

the lower the power of the jth source is, the higher the error will be for the estimate

of filter gij. The filter error reaches its minimum when two sources are balanced in
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power, and unequal source strengths will cause a larger error. Based on this a priori

knowledge, a heuristic VSS gain factor is proposed to discount the step-size for filter

gij when source j is weak. By decreasing the step-sizes during the time-intervals that

correspond to weak energy periods, we attempt to reduce the ADF filter estimation

error by counting more on the “source-strong” input data that have more information

about the jth source.

Since source powers are unavailable, ADF output powers are used as approxima-

tions. The non gradient-adaptive gain factor µij(t) can now be modified as a scalar

that discounts the adaptation of filters by

µij(t) =
σ2

vj
(t)

σ2
v1

(t) + σ2
v2

(t)
· µ(t). (4.25)

where µ(t) can be other choices of variable step-sizes, and σ2
vj

(t)’s are the powers of

ADF output signals estimated from short-term segments.

Another observation can also provide a useful cue for a heuristic gain factor.

In practice, filter coefficients in our algorithm are initialized with zeros, producing

ADF output powers that are equal to input powers; as ADF algorithm converges,

filter values will deviate from zero and in the mean time reduce ADF output powers.

Therefore, we can also utilize this property and introduce another discounting scalar

σ2
v1

(t) + σ2
v2

(t)

σ2
y1

(t) + σ2
y2

(t)
(4.26)

to reduce the step-size in (4.25) when the system is in convergence. If choosing to

incorporate this heuristic gain into (4.25), we obtain

µij(t) =
σ2

vj
(t)

σ2
y1

(t) + σ2
y2

(t)
· µ(t). (4.27)
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However, when noise is present, this discounting scalar is decreased even if the ADF

filters estimated are not doing separation, as long as they are doing noise-cancelation

to some extent. Since the convergence of filter estimates to the ones that separate

speech sources and to those that cancels background noises are both reflected by

the decreasing values of (4.26), it will no longer be suitable to measure the level

of convergence for separation filters. Therefore, for noisy conditions discussed in

subsequent chapters, (4.25) will be used, instead of (4.27).

4.4 VSS-ADF Implementation and Experiments

4.4.1 Implementation of gain factors

Although white source assumption is a simplification, the results of the above ADF

error analysis could be carried over to speech signals in an approximate sense. In

practice, pre-whitening processing is performed, which makes ADF source signals

closer to the white-assumption. Therefore, the applications of non-GAS adaptation

gains in (4.25) are also valid for pre-whitened real speech signals. In (4.25), the short-

term powers of separated speech signals (σ2
vi
’s) are estimated from the most recent

37.5ms samples from ADF outputs.

The GAS update term in (4.9) is a function of filter length N . As the filter length

N increases, its magnitude increases with the scale of N2. This makes it difficult for

the setting of the step size ε for GAS adaptation. To eliminate this effect, (4.9) is

normalized by N2. As in LMS, the adaptation of GAS gain factor can be improved

by introducing forgetting factor into step size update [66]. It is actually a first order

recursive processing and it helps to improve the stability of step-size adaptation by

smoothing out noises in the process. This technique is incorporated into VSS-ADF to

improve performance. Therefore, the GAS update equation (4.9) implemented with
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forgetting factor ρ, 0 << ρ < 1, is

γij(t + 1) = ργij(t) + εµij(t)‖vj(t + 1)‖2〈r̂vivj
(t), r̂viyj

(t + 1)〉/N2, (4.28)

where µij(t) is the non-GAS gain factor from (4.25). Since (4.28) requires the norm of

the newest ADF output vectors ‖vj(t+1)‖’s, the GAS gain factor update is performed

after each ADF filter adaptation.

4.4.2 Separation experiments and convergence performances

Speech separation with a single microphone-pair ADF model was carried out for

noise-free speech mixtures to evaluate the convergence and separation performances

of the proposed VSS-ADF algorithm. The speech mixtures were generated from the

TIMIT speech database and ATR acoustic database in the same way as described in

Section 3.4. The single microphone pair used was 3 and 15.

The performance of the integrated VSS-ADF algorithm was evaluated by normal-

ized filter errors, shown in Fig. 4.3, and it is compared with block-iterative ADF and

baseline ADF with and without prewhitening. To analyze the effects of GAS and

non-GAS gain factors on system convergence properties, the VSS-ADF algorithm

with only GAS gain γij and with only non-adaptive gain γcµij(t)’s were also tested,

where γc = 2.4 was the average value of the GAS gain γij shown in Fig. 4.4. The fol-

lowing conditions were used in all experiments of this section: filter lengths N = 400,

α = 0.005 (0.0035 for GAS-only case due to the problem of instability), the inverse-

PSD type of prewhitening processing was the same as in Section 3.1. For VSS-ADF

algorithms with GAS gain adaptations, the initial value of GAS gain was set to zero,

i.e., γij(0) = 0, the gain for step-size update was ε = 4 × 10−4, the forgetting factor

was ρ = 0.999994.
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VSS-ADF Methods VSS Gains Computation Equations
Non-GAS γcµij(t) (4.27),(1.6)
GAS-only γij(t)µ(t) (4.28), (1.6)
Combined γij(t)µij(t) (4.28), (4.27), (1.6)

Table 4.1: Three adaptive gain factor options for VSS-ADF algorithms.

Mixture Baseline Block-Iterative VSS-ADF
TIR (dB) 0.53 7.29 8.57 12.66

Table 4.2: Target-to-interference ratio (TIR) in dB for VSS-ADF separation and
comparison with baseline and block-iterative ADF.

The VSS schemes evaluated are summarized in Table 4.1. With the absence of

the gain factor (4.27), the GAS-only adaptation is less accurate in its steady state

estimation of ADF filters, as shown in Figure 4.3. The increased ADF estimation

error of GAS-only VSS also caused divergence when using the adaptation constant

γ = 0.005, and requires to work under a smaller value of γ = 0.0035, compared with

the other two options.

The adaptation histories of the gradient adaptive step-sizes are illustrated in Fig-

ure 4.4. The convergence rate of the proposed VSS-ADF algorithm that combines

both types of step-sizes is shown, in ADF estimation errors, to yield a convergence

speed significantly faster than baseline algorithms (Figure 4.3), where the speed is

comparable to block-iterative implementation but with much less delay than a block.

The combined method also has a lower steady-state error which comes from the error-

reducing gain factor (4.27) in the total step size.

As demonstrated by the TIR results in Table 4.2, the separation performance was

significantly improved by the integration of both types of VSS gain factors.
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Chapter 5

NOISE COMPENSATED ADF

When speech interference occurs with simultaneous background noise, the perfor-

mances of ADF model will degrade. We need to model ADF separation system by

taking noise effects into account. In this chapter, we analyze the noise effects on

ADF system and present the noise-compensated ADF (NC-ADF) [67, 68] algorithm

for the application in real diffuse noise environments. Fast algorithms are developed

for NC-ADF and simplified NC-ADF is also provided for uncorrelated noises.

5.1 Noisy ADF model and analysis of noise effects

For practical applications of ADF in speech recognition, it is important to investigate

into the noise effects in speech separation and provide potential solutions for the

degradations caused by noise. From the more general perspective of noisy BSS models,

the difficulties caused by noise to separation systems are two folds:

1. the presence of noise may affect the working conditions of BSS algorithms and,

therefore, degrade the separation performances;

2. a BSS algorithm by itself, aiming mainly at source separation, has limited abil-

ities in suppressing diffuse noise.
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Figure 5.1: Speech mixing and ADF separation system in noise.

For the first problem, the general approach to improve separation performance in

noisy BSS is to do “bias removal” [10]. How the separation performances are affected

by noises depends on specific algorithms, and some noise compensation (NC) algo-

rithms, e.g., [13], were proposed for a natural gradient based convolutive separation

model. For the second problem about output noise suppression, the limitations of

BSS in noise suppression has been studied. Araki et. al., [69, 70], established the

mechanism similarities between BSS and adaptive null beamformer. In fact, BSS

could be viewed as a filter and subtractive adaptive beam former. Asano et. al. [71]

grouped both approaches into “spatial inverse” type of processing and pointed out

that they are only able to suppress directional interferences but not ambient noises

which are omni-directional. Therefore, efforts should also be devoted to the reduction

of output noise in addition to ADF speech separation. This problem will be discussed

later as the topic of adaptive speech enhancement in Chapter 6. We will solve the

first problem by analyzing noisy ADF model in this section.

In the following, we mainly consider stationary or quasi-stationary noise, especially

the real diffuse noise, in room environments. Although theories to deal with stationary

noises are well established, they should be applied properly with considerations of the

properties of ADF separation model.
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With the vector formulation of Section 2.1, the I/O relations for the noisy ADF

system in Figure 5.1 can be described in terms of signal vectors as

vn = G(ỹ + ñ), (5.1)

and in terms of second order statistics as

Rvnvn = Rvv + Rηη, (5.2)

assuming that noise is uncorrelated with speech. In the above, ỹ(t) =
[
ỹT

1 (t), ỹT
2 (t)

]T

and ñ =
[
ñT

1 (t), ñT
2 (t)

]T
are (4N − 2)× 1 vectors of clean speech mixture and noise,

respectively. Clean speech at ADF output is v(t) =
[
vT

1 (t),vT
2 (t)

]T
, and the output

noise component η(t) =
[
ηT

1 (t),ηT
2 (t)

]T
. From the I/O relations in correlation matrix

(2.9) and (2.10), we have the following correlation vector counterparts of I/O relations

rvivj
= ryiyj

−Gjiryiỹi
−Ryjyj

gij + GjiRỹiyj
gij, (5.3)

rvivi
= ryiyi

−Gijryiỹj
−Ryiyj

gij + GijRỹjyj
gij. (5.4)

It is obvious that noise component of ADF output η also satisfy the same correlation

vector I/O equations as

rηiηj
= rninj

−Gjirniñi
−Rnjnj

gij + GjiRñinj
gij, (5.5)

rηiηi
= rnini

−Gijrniñj
−Rninj

gij + GijRñjnj
gij. (5.6)

It can be seen that as filters gij evolve during adaptation, the noise properties at ADF

output vary over time. The cross-correlation term (5.5) causes a bias in the filter

adaptation procedure (2.38) and it should be compensated for. The auto-correlation
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in (5.6) represents ADF output noise statistics and it needs to be removed to enhance

the separated speech.

5.2 Noise Compensated ADF

The presence of noise deteriorates the separation performance of baseline ADF system

adapted by (2.39), because the objective function in the form of (2.28) becomes

Jnij
=

1

2
rT

vnivnj
rvnivnj

, (5.7)

which contains bias caused by output noise cross-correlations. As shown in (5.5), the

noise component in ADF output cross-correlation varies as filters gij evolve from their

initial states to convergence, or as the filters adapt to track changing acoustic paths.

The time-varying noise effect on ADF can be reduced by using a noise-compensated

objective function, which is based on the estimate of speech cross correlation rvivj
=

rvnivnj
− rηiηj

, i.e.,

J ′ij =
1

2

(
rvnivnj

− rηiηj

)T (
rvnivnj

− rηiηj

)
. (5.8)

Based on (5.8) and following the same derivation as clean speech ADF, the noise-

compensated ADF (NC-ADF) [68] is obtained as

gij(t + 1) = gij(t) + µ(t)(vni
(t)vnj

(t)− r̂ηiηj
(t)), (5.9)

where µ(t) is the step-size, and the compensation term r̂ηiηj
(t) is the estimate of

output noise cross-correlation rηiηj
(t) = E{ηi(t)ηj(t)}. By (5.5), the estimate r̂ηiηj

(t)

can be directly computed from the estimates of input noise statistics

r̂ηiηj
= r̂ninj

−Gjir̂niñi
− R̂njnj

gij + GjiR̂ñinj
gij. (5.10)
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Figure 5.2: Noise-compensated ADF (NC-ADF) system.

The proposed system for improving the separation performance of ADF in noise

is shown in Figure 5.2, where the noise effects on the adaptation procedure, including

the step-size computation, are to be reduced to achieve improved speech separation.

Noise cross-correlations in (5.10) at the output of ADF are estimated by the module

of Output Noise Statistics Estimation based on input noise statistics provided by the

module of Input Noise Statistics Estimation as well as on estimates of separation

filters provided by the module of NC-ADF. The noise cross-correlation statistics are

used in NC-ADF for noise compensation.

For the computation of step-sizes, the source energy based VSS technique of pre-

sented in Chapter 4 is extended to include noise compensation of system output pow-

ers. Since the gradient-adaptive gain factor discussed in Section 4.2 is very sensitive

to background noise, it is not applicable to the noisy scenario.

Analysis of the effect of unequal source energies on filter estimation errors in

Section 4.3 revealed that the lower the relative strength of jth source, the higher

the estimation error will be for the filter gij [61]. To reduce ADF estimation error
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caused by such unbalanced source energies, step-sizes can be scaled down by relative

short-term powers of ADF outputs. Specifically, the source energy based step size

(4.25) is applied to balance adaptation between unequally excited sources, denoted

as

µij(t) = µ(t) · σ̂2
vj

(t)/σ̂2
av(t), (5.11)

where the normalizing gain factor µ(t) was given by

µ(t) = γ/
(
N(σ2

yn1
(t) + σ2

yn2
(t))

)
, (5.12)

with σ2
yni

(t) the short-term power of the i-th input, and γ (0 < γ < 1) the constant

gain factor that controls convergence speed. The estimated average speech output

power σ̂2
av(t) is

σ̂2
av(t) =

(
σ̂2

v1
(t) + σ̂2

v2
(t)

)
/2 (5.13)

Noise compensation to output power is made by subtracting noise power from the

power of noisy ADF output by

σ̂2
vj

= r̂vjvj
(0) = r̂vnj vnj

(0)− r̂ηjηj
(0), (5.14)

where the output noise power is obtained from (5.6) as

r̂ηjηj
(0) = r̂njnj

(0)− 2gT
jir̂njni

+ gT
jiR̂nini

gji. (5.15)
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5.3 Fast Implementation of NC-ADF

5.3.1 Update of compensation terms

Direct computations of noise cross-correlation vectors in NC-ADF adaptation (5.9)

are not feasible for real-time applications since the terms (5.10) require matrix-vector

multiplications for every time sample. For fixed speaker locations, in general the

changes of ADF filters are small within short time intervals (e.g., around 30ms).

The slow-change of ADF parameters and the short-term stationarity of input noise

make it possible to update compensation terms in a block-wise fashion, reducing the

update rate by a factor of K (block-length). To speed up NC-ADF, we first reduce

the update rate for compensation terms and then utilize the Toeplitz structures of

both system and correlation matrices to derive FFT-based estimation of (5.10).

The ADF adaptation bias estimate (5.10) can be rewritten as

r̂ηiηj
= r̂ninj

− aij − bij + cij, (5.16)

with

aij = Gjir̂niñi
, (5.17)

bij = R̂njnj
gij, (5.18)

cij = Gjidij, (5.19)

dij = R̂ñinj
gij. (5.20)

The computations of aij and cij share the same structure. The components of vector

aij, i.e., aij(k), k = 0, ..., N − 1, can be expressed as the last N samples, in reversed

order, of the convolution gji(n) ∗ ξa
ij(n), i.e.,

aij(k) = gji(n) ∗ ξa
ij(n)|n=2N−2−k, (5.21)
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where

ξa
ij(n) = r̂niñi

(2N − 2− n) (5.22)

is the (2N −1)-point reverse of r̂niñi
. A detailed derivation for (5.21) and (5.22) were

given in Appendix C. Similarly, components of cij are obtained by

cij(k) = gji(n) ∗ ξc
ij(n)|n=2N−2−k, (5.23)

with

ξc
ij(n) = dij(2N − 2− n). (5.24)

The vectors bij and dij also have a similar structure, where

bij(k) = gij(n) ∗ ξb
ij(n)|n=k+N−1 (5.25)

with

ξb
ij(n) = r̂nj ñj

(n−N + 1), (5.26)

and

dij(k) = gij(n) ∗ ξd
ij(n)|n=k+N−1 (5.27)

with

ξd
ij(n) = r̂niñj

(N − 1− n). (5.28)

Based on such convolutive expressions, the N -point sequences aij(k), bij(k), and

cij(k) can be computed by NF -point FFTs (NF > 2N − 1). For modularity, the

(2N − 1)-point sequence dij(k) can be decomposed into two N -point sub-sequences

and computed with two NF -point FFT-IFFT modules. In this way, all the sequences

above only need to be zero-padded to length NF , because only N -point results are

required in each module. The rest points with aliasing are irrelevant and are discarded.
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From (5.14)-(5.16), the noise-free ADF output powers used in VSS computation

are estimated by

σ̂2
vj
≈ vT

nj
vnj

/N − r̂njnj
(0) + 2gT

jir̂njni
− gT

jibji. (5.29)

5.3.2 Fast block implementation of ADF

The sample-wise procedures of filtering (5.2) and adaptation (2.39) of ADF are also

modified for a block-wise implementation to enable fast noise compensation. The fast

computation of (5.2) can use the standard overlap-add fast convolution method [58]

under the approximation that filters are constant within each block.

Assuming that a constant step-size is used within each block, a block-adaptive

procedure for filter update can be obtained. For noise-free ADF, consider the m-th

block covering samples from tm to tm+K−1, and let gm
ij = gij(tm)’s denote the filters

of the current block, estimated from the previous block. After obtaining ADF outputs

of the m-th block by fast convolution filtering, the step-size µm
ij ’s can be estimated to

update filters using the output data in the entire current block. The newly adapted

ADF filters will be used for the separation filtering in the next block ((m + 1)-th).

By summing up both sides of the baseline ADF adaptation (2.39) for t = tm, ..., tm+

K − 1, the new filters for the next block, gm+1
ij = gij(tm + K), can be estimated as

gm+1
ij = gm

ij + µm
ij K r̂m

vivj
. (5.30)

The cross-correlation estimate

r̂m
vivj

= r̂vivj
(tm) =

1

K

K−1∑

k=0

vi(tm + k)vj(tm + k). (5.31)

can be computed by an FFT-based fast implementation [58]. The fast algorithm for

(5.30) and (5.31) will be called fast ADF (FADF) in subsequent discussions.
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Similar to (5.30), the block-wise NC-FADF in noisy conditions is obtained from

(5.9) as

gm+1
ij = gm

ij + µm
ij K(r̂m

vnivnj
− r̂m

ηiηj
), (5.32)

where r̂m
vnivnj

is defined by replacing vi and vj with their noisy counterparts in (5.31),

r̂m
ηiηj

is from (5.16), and the block step-size µm
ij is computed by the block-wise counter-

part of (5.11). The normalization gain factor µm, corresponding to (5.12), uses ADF

input powers that are estimated from samples of both current and previous blocks.

To prevent over-compensation in NC-FADF, σ̂2
vj

in (5.29) is set to zero when nega-

tive values occur. The denominator in (5.11) is also added a small positive number

to avoid divide-by-zeros. Triangular windows w(n) = (N − n)/N, n = 0, ..., N − 1

are applied to both correlation estimate r̂m
ηiηj

and ADF adaptation vectors r̂m
vivj

to

prevent instability.

The overlap-add method requires that N ≤ K ≤ 2N . When K=N and the

FFT length NF =2N , the computation of 2N -point FFTs are distributed to the block

of length N , resulting in a complexity of O(log N) per time-sample for NC-FADF,

in contrast to O(N2) for direct estimation of NC terms required by matrix-vector

multiplications.

5.4 Speech Separation Experiments

5.4.1 Experimental setup

The data used in the experiments clean speech data, acoustic impulse response data,

and both simulated and real recorded diffuse noise. The clean speech mixtures were

generated with the same procedure as in Section 3.4 with the same acoustic condi-

tions. The speech capturing sensor pair used in this experiment was chosen to be

microphones 3 and 15 in the circular array in Figure 3.9.
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For the evaluation of NC-ADF and NC-FADF algorithms, both simulated and

real diffuse noises were tested. The simulated noises were generated by the following

procedure to be speech-shaped in spectrum

n1(t) = 0.65
2∑

k=1

a
(1)
k n1(t− k) + 0.35n2(t) + ε1(t), (5.33)

n2(t) = 0.6
3∑

k=1

a
(2)
k n2(t− k) + 0.4n1(t) + ε2(t), (5.34)

where εi(t)’s are white Gaussian excitations and a
(i)
k ’s are linear prediction coefficients

(LPC) estimated from clean TIMIT data. Real diffuse noises were recorded in a

computer lab with a pair of omnidirectional microphones placed on a conference

table in the center of the lab, where the microphones were the same distance apart as

that of the array microphone pair. The ventilation and air-conditioning systems and

8 desktop workstations were working simultaneously, generating diffuse noises that

fit the stationary assumption. The noise data are added to the clean speech mixtures

obtained above to simulate noisy mixtures.

The basic setup for ADF were N=400 and γ=0.01. In all cases, preemphasis

(1-z−1) was applied to mixtures to remove the speech long-term spectral tilt and to

reduce eigen-value dispersion for faster convergence [52]. Preemphasis enhances per-

ceptually important speech components, and it also alters input noise properties as

well as relative strengths of noise and speech measured in signal-to-noise ratio (SNR):

SNR = 10 log10(PS/PN), where PS and PN are speech and noise powers, respectively.

In fact, the simulated speech-shaped noise spectrum was flattened by preemphasis,

resulting in a loss of SNR of approximately 3dB; the recorded diffuse noise retained

a significant amount of coloration and spatial correlation after preemphasis that in-

creased SNR by 12dB through suppressing strongly correlated low frequency noise

components. In subsequent discussions, SNR and target-to-interference-ratio (TIR)
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were evaluated on preemphasized input and output component. For FADF and NC-

FADF, the block length was K=400 and FFT length was NF =1024. Since VSS

without NC would corrupt ADF adaptation at high levels of noise, it was not applied

to baseline ADF (2.39) and FADF (5.30).

Figure 5.3 illustrates the power spectra of the simulated and real diffuse noises.

The noise cross-power spectral densities are shown in Fig. 5.4, before and after

preemphasis processing. We can see that noises were spatially correlated and there

were strong colorations contained in the real diffuse noise spectrum. A 5-second

segment of noise-only data preceding the speech was used to estimate input noise

statistics required by NC-ADF.

5.4.2 Convergence performances

The convergence performance was evaluated in relative ADF filter estimation error

recorded for each block m

e(m) =
1

2

(‖gm
12 − go

12‖2

‖go
12‖2

+
‖gm

21 − go
21‖2

‖go
21‖2

)
, (5.35)

where go
ij’s are the ideal values of separation filters. The initial values of filters were

set to be zeros. Compared with FADF, the steady-state error of NC-FADF was

significantly reduced. Figures 5.5 and 5.6 show the convergence history of ADF error

e(m) for the separation under simulated and real diffuse noise cases, respectively, with

various SNR conditions. Both results indicate significant improvements in adaptation

robustness of NC-FADF over FADF. As a result, the steady state filter estimation

accuracy was significantly enhanced. It is observed that as the noise level increases,

the advantages of NC-FADF over baseline becomes more significant.
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original preemphasized baseline FADF NC-FADF
SNR SNR(y1, y2) v1, v2 v1, v2 v1, v2

3dB 0.2,−1.3 1.7, 2.1 1.7, 2.0 7.3, 8.4
9dB 6.2, 4.7 3.0, 3.9 2.8, 3.6 9.2, 9.5
15dB 12.2, 10.7 4.7, 5.6 4.4, 5.2 10.3, 10.0
21dB 18.2, 16.7 6.3, 6.8 5.9, 6.3 10.8, 10.1
27dB 24.2, 22.7 7.5, 7.6 6.9, 6.9 11.0, 10.2

Table 5.1: Gain in TIR (dB) by NC-FADF under simulated speech-shaped noise.

original preemphasized baseline FADF NC-FADF
SNR SNR(y1, y2) v1, v2 v1, v2 v1, v2

−12dB 0.2, 0.3 3.1, 3.9 3.1, 3.6 7.5, 8.5
−6dB 6.2, 6.3 4.2, 5.6 1.5, 5.4 9.6, 9.5
0dB 12.2, 12.3 6.3, 7.7 6.2, 6.9 10.5, 10.0
6dB 18.2, 18.3 7.7, 7.9 7.2, 7.3 10.9, 10.1
12dB 24.2, 24.3 8.1, 8.1 7.5, 7.4 11.1, 10.2

Table 5.2: Gain in TIR (dB) by NC-FADF under real diffuse noise.

5.4.3 Separation performances

Separation performances were evaluated by system TIR gains in dB, ∆TIR, defined

in (1.7). In Tables 5.1 and 5.2, the TIR gains of NC-FADF outperform those of the

baseline for both types of noises, at the cost of a slightly decreased SNR, as shown

in Tables 5.3 and 5.4. It is interesting to observe that under severe noise conditions,

e.g., SNR=−12 dB (original), baseline ADF actually increased SNR. This is consistent

with the analysis in [72] that in correlated noise, baseline ADF tends to divert from

speech separation to noise cancellation. The TIR gain in Tables 5.1 and 5.2 and the

SNR results in Tables 5.3 and 5.4 demonstrate that the NC algorithm can force ADF

to focus on speech separation, rather than noise cancellation.

Analysis on the waveforms of ADF filter estimates obtained with and without NC

processing shows that in very severe noise conditions, the baseline ADF adaptations

is shown to have been distracted from the speech separation task to do some type of

noise cancellation. The truncated ADF filter waveforms showing coefficients of the
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original preemphasized baseline FADF NC-FADF
SNR SNR(y1, y2) vn1 , vn2 vn1 , vn2 vn1 , vn2

3dB 0.2,−1.3 −0.3,−1.5 −0.1,−1.3 −1.1,−3.4
9dB 6.2, 4.7 5.3, 3.4 5.5, 3.7 4.6, 2.5
15dB 12.2, 10.7 10.8, 8.6 11.0, 8.9 10.5, 8.5
21dB 18.2, 16.7 16.3, 14.0 16.5, 14.3 16.4, 14.5
27dB 24.2, 22.7 22.0, 19.7 22.2, 19.9 22.3, 20.5

Table 5.3: Output SNR (dB) for NC-FADF under simulated speech-shaped noise.

original preemphasized baseline FADF NC-FADF
SNR SNR(y1, y2) vn1 , vn2 vn1 , vn2 vn1 , vn2

−12dB 0.2, 0.3 3.8, 2.4 4.2, 3.2 0.6,−1.7
−6dB 6.2, 6.3 6.1, 5.9 6.5, 4.9 6.3, 4.2
0dB 12.2, 12.3 12.3, 11.4 12.8, 11.6 12.3, 10.1
6dB 18.2, 18.3 17.9, 16.4 18.0, 16.5 18.2, 16.0
12dB 24.2, 24.3 23.4, 21.7 23.6, 21.9 24.1, 22.0

Table 5.4: Output SNR (dB) for NC-FADF under real diffuse noise.

beginning 10ms, estimated under various SNR conditions, are illustrated in Figures

5.7, 5.8, 5.9, 5.10, 5.11, 5.12, 5.13, 5.14, 5.15, and 5.16. When noise level was very

high, the ADF filters estimated with adaptations without NC terms exhibited more

similarities to the filters obtained from noise cancellation adaptations than the sep-

aration filters. For example, the strong beginning peaks of the solid curves in the

(c) and (d) sub-figures of Figures 5.7 and 5.8 are characteristics of cancellation filter.

As a contrast, the second peaks that are characteristics of the separation filters are

much weaker than their true values. This shows a strong distracting effect of noise

on the estimation of ADF filters. As a comparison, the adaptive NC processing en-

hances separation performances by effectively preventing the distraction of noise and

reducing such type of errors, as shown in Figures 5.7-(a,b) and 5.8-(a,b).
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5.5 Special Case of Uncorrelated Noise

The above derivations and analyses are for general noise. When the degradation comes

only from the special case of noises, such as uncorrelated sensor noise, compensation

algorithm of simplified form could be obtained so that implementation complexities

could be further reduced. However, in the following, we only discuss the simplified

NC-ADF algorithm [67] without providing corresponding fast implementations.

5.5.1 Simplification of NC algorithm

When the input noises are sensor noise only and assumed to be white and uncorrelated

with each other, the noise correlation matrix is

Rññ = blkdiag
(
σ2

n1I(2N−1)×(2N−1), σ
2
n2I(2N−1)×(2N−1)

)
, (5.36)

where σ2
n1 and σ2

n2 are powers of input noises. With the I/O relations of correlation

matrices (5.2), the output noise correlation matrix becomes

Rvηvη = Rvv +




σ2
1I + σ2

2G12G
T
12 −σ2

1[I 0]G21 − σ2
2G12[I 0]T

−σ2
2[I 0]G12 − σ2

1G21[I 0]T σ2
2I + σ2

1G21G
T
21


 ,

(5.37)

where the auto-correlation block of Rvηvη ,

Rvηivηi
= Rvivi

+ σ2
i I + σ2

jGijG
T
ij. (5.38)

Eq. (5.38) shows that the effects of input noises on ADF outputs could be classified

into two types: those propagated by direct paths and those propagated by cross-

channel paths. The direct path noise remains to be white with the same power

as input, while the cross-channel noise is colorized by the de-coupling filters gij’s.

The noise effects on outputs depend on the state of ADF system. The input noise
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components have the least effects at the outputs in the initial and trivial cases of

gij = 0, where only direct-path noises are present; input noises have the strongest

effects when gij’s are close to the ideal ADF separation filters, under the speech source

mixing condition that the direct paths are close to the cross-coupling paths [72] such

that the magnitudes of Gij(f)’s are close to 1. In such extreme case, the output level

of noise energy nearly doubles that of the input noise energy, which deteriorate the

SNR conditions for the outputs.

The cross-correlation matrices between noisy output vectors are

Rvηivηj
= Rvivj

− σ2
i [I 0]Gji − σ2

jGij[I 0]T , (5.39)

which describes the contribution of noise on output cross correlations degrades ADF

filter adaptation. The same relation in vector form can be written as

r′vivj
= rvηivηj

+ σ2
i gji(0)e1 + σ2

jgij, (5.40)

where e1 = [1, 0, · · · , 0]T . Similar to the derivation of general NC-ADF algorithms,

the simplifed NC-ADF algorithm can be derived with the noise-compensated decor-

relation criterion function

J ′ij =
1

2
(r′vivj

)T r′vivj
. (5.41)

The gradient vectors of J ′ij can be represented by

∇gij
J ′ij = −Ryjvj

· (rvηivηj
+ σ2

i gji(0)e1 + σ2
jgij

)
, (5.42)

where Ryjvj
= Rynj vnj

− σ2
j I. By the same approximation technique used for the

derivations of baseline ADF algorithms, we could also omit the multiplying corre-

lation matrix in (5.42) under the assumption that Ryjvj
being positive-definite (in
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the sense that its quadratic forms being non-negative over all real non-negative vec-

tors). Another simplification could be made from the observation that gij(0) ≈ 0.

This is because that the lengths of the direct acoustic paths and that of the cross-

channel acoustic paths are usually different. The cross-correlation vectors rvnivnj
’s

can be estimated by the corresponding instantaneous correlation vectors vni
(t)vnj

(t)’s.

Therefore, the simplified implementation is obtained as follows.

g
(t+1)
ij = g

(t)
ij + µ(t)

(
vni

(t)vnj
(t) + σ2

jg
(t)
ij

)
, (5.43)

where the normalizing gain µ(t) takes the same basic form as (1.6).

µ(t) =
2γ

N
(
σ2

yn1
+ σ2

yn2

) . (5.44)

5.5.2 Speech separation simulations

Speech mixing procedures are the same as previous sections. Speech corruption was

simulated with the uncorrelated white noise signals under various levels of SNRs.

The ADF adaptation used N = 400 and γ = 0.01. The noise powers σ1 and σ2 are

assumed to be known, where in practice they can be measured during speech in active

periods.

The convergence performances of simplified NC algorithm are shown in the ADF

error curve in Figure 5.17. Associated with error reduction in filter estimation, the

NC-ADF algorithm provided improvements to TIR gains over baseline methods, as

shown in Table 5.5.

Both FADF and NC-FADF modules alone achieved real-time with Matlab imple-

mentations. FADF had a performance similar to that of baseline ADF, with only a

slight degradation.
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SNR Baseline ADF Simplified NC-ADF
dB (v1, v2) (v1, v2)
0 (3.72, 3.36) (7.02, 6.89)
5 (5.01, 4.58) (7.52, 7.35)
10 (6.13, 7.78) (7.76, 7.56)
15 (7.00, 6.73) (7.90, 7.71)
20 (7.56, 7.34) (7.97, 7.80)
25 (7.84, 7.66) (8.00, 7.84)
30 (7.96, 7.79) (8.02, 7.86)

Table 5.5: Target-to-interference (TIR) gains in dB for simplified NC-ADF.
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Figure 5.5: Convergence of ADF estimation error in simulated noise (dash-dot:
FADF; solid: NC-FADF).
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Figure 5.7: Filter estimates under simulated noise with SNR=5dB. (a) and (b) are
estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.8: Filter estimates under real diffuse noise with SNR=−10dB. (a) and (b)
are estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.9: Filter estimates under simulated noise with SNR=10dB. (a) and (b) are
estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.10: Filter estimates under real diffuse noise with SNR=−5dB. (a) and (b)
are estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.11: Filter estimates under simulated noise with SNR=15dB. (a) and (b) are
estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.12: Filter estimates under real diffuse noise with SNR=0dB. (a) and (b)
are estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.13: Filter estimates under simulated noise with SNR=20dB. (a) and (b) are
estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.14: Filter estimates under real diffuse noise with SNR=5dB. (a) and (b)
are estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.

92



0 0.002 0.004 0.006 0.008 0.01
−0.2

0

0.2

0.4

0.6

0.8

(a)

0 0.002 0.004 0.006 0.008 0.01
−0.2

0

0.2

0.4

0.6

0.8

(b)

0 0.002 0.004 0.006 0.008 0.01
−0.2

0

0.2

0.4

0.6

0.8

Time(sec)

(c)

0 0.002 0.004 0.006 0.008 0.01
−0.2

0

0.2

0.4

0.6

0.8

Time(sec)

(d)

Ideal
NC

Ideal
NC

Ideal
Without NC

Ideal
Without NC

Figure 5.15: Filter estimates under simulated noise with SNR=25dB. (a) and (b) are
estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.16: Filter estimates under real diffuse noise with SNR=10dB. (a) and (b)
are estimates of g12 and g21 with NC, respectively; (c) and (d) are without NC.
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Figure 5.17: Convergence of ADF estimation errors of simplified NC-ADF implemen-
tation under uncorrelated noise (dash: without NC; solid: with simplified NC).
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Chapter 6

ADAPTIVE SPEECH

ENHANCEMENT FOR ADF

MODEL

In this chapter, we discuss the adaptive speech enhancement techniques for reducing

the output noise of ADF model. With the fast algorithm of tracking ADF output

noise statistics presented in Chapter 5, noise reduction methods are integrated with

NCADF to enhance the separated speech.

6.1 Enhancement as Post-Processing

Although NC-FADF improves the speech separation performance in noise, the sep-

aration outputs vni
are still contaminated by noise. For the improvement of speech

qualities in ADF processing, speech enhancement or noise reduction techniques are

possible solutions. In this respect, there are seemingly two different options. One

is to reduce noise as a pre-processor prior to ADF separation system, as shown in

Figure 6.1. The other configuration is doing speech enhancement as post-processing,

as illustrated in Figure 6.2. An adaptive noise canceler (ANC) was applied in [73] to
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Figure 6.1: Speech enhancement prior to ADF processing.

reduce noise levels prior to the source separation of foetal electrocardiogram (EGC)

signal, with the help of additional noise sensing reference input. In [72], a noise

reducing pre-filtering was tested for ADF model under noise with limited success

in speech application. However, the pre-filtering in the first choice deteriorates the

working conditions of the subsequent speech source separation, due to the distortions

introduced by speech enhancement. Therefore, it will be more favorable to enhance

the speech after separation processing.

6.2 Tracking of Output Noise Auto-Correlations

Speech enhancement post-processing should be integrated with NC-ADF to reduce

noise in each output. In the following, we assume that the enhancement processing are

also implemented in blocks to facilitate fast algorithm. Usually, speech enhancement

algorithms require statistics of the noise to be removed. In the case of ADF, we need

to track the time-varying output noise statistics as filters evolve from block to block,

which can be accomplished by a fast computation of (5.6).
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Similar to the derivations of (5.16) and Appendix C, we obtain auto-correlation

of ADF output noise for the m-th block

r̂m
ηiηi

= r̂nini
− am

ii − bm
ii + cm

ii , (6.1)

where

am
ii = Gm

ij r̂niñj
, (6.2)

bm
ii = R̂ninj

gm
ij , (6.3)

cm
ii = Gm

ijd
m
ii , (6.4)

dm
ii = R̂ñjnj

gm
ij . (6.5)

Since input noise is stationary, its auto and cross correlations can be measured a

priori during speech inactive period. The fast mappings from input noise correlations

to output noise auto-correlation, depending only on current system parameters gm
ij ’s

and Gm
ji ’s, are implemented as fast convolutions of the following signal sequences:
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am
ii (k) = gm

ij (n) ∗ ξa
ii(n)|n=2N−2−k, (6.6)

ξa
ii(n) = r̂niñj

(2N − 2− n), (6.7)

cm
ii (k) = gm

ij (n) ∗ ξc
ii(n)|n=2N−2−k, (6.8)

ξc
ii(n) = dm

ij (2N − 2− n), (6.9)

bm
ii (k) = gm

ij (n) ∗ ξb
ii(n)|n=k+N−1, (6.10)

ξb
ii(n) = r̂niñj

(N − 1− n), (6.11)

dm
ii (k) = gm

ij (n) ∗ ξd
ii(n)|n=k+N−1, (6.12)

ξd
ii(n) = r̂nj ñj

(N − 1− n). (6.13)

6.3 Adaptive Enhancement of Separated Speech

Utilizing the adaptively estimated noise statistics r̂m
ηiηi

, many speech enhancement

algorithms can be considered for post-enhancement of ADF outputs. Two single

channel speech enhancement methods, spectral subtraction and generalized subspace

methods, are compared in the current work for reducing ADF output noises. A basic

spectral subtraction approach is included for two reasons: 1) it is simple to implement
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and suitable for fast algorithm 2) to some extent, it provides a performance lower-

bound for enhancement algorithms with higher complexities.

6.3.1 Spectral subtraction

The spectral subtraction (SS) algorithm [74] is taken in the basic form. For block m,

the estimate of clean speech amplitude is given by

∣∣∣V̂ m
i (f)

∣∣∣=





(∣∣V m
ni

(f)
∣∣2−E

{|Φm
i (f)|2}

)1
2
,if

E{|Φm
i (f)|}2

|V m
ni

(f)|2 ≤1

0, otherwise,

(6.14)

and the phase of V̂i
m

(f) is set to be equal to that of V m
ni

(f). The noise power spectral

density required in (6.14) at each block m is directly transformed from the short-term

correlation vectors φm
ηi

as

E
{|Φm

i (f)|2} = FFT
(
E

{
φm

ηi

})
, (6.15)

where, for a signal vector of length N in the m-th block,

φm
ηi

(n) =
tm+N−1∑

t=tm

ηi(t)ηi(t− n),

which relates to the average vector r̂m
ηiηi

by

E
{
φm

ηi

}
= N r̂m

ηiηi
. (6.16)

No further processing is made to suppress musical noise, because the we are fo-

cused on machine recognition of speech rather than human speech reception.
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6.3.2 Subspace noise reduction

For subspace based speech enhancement, we choose the time domain constrained

(TDC) type of generalized subspace (GSub) method by Hu and Loizou [75], be-

cause of its ability to handle colored noise. TDC-GSub processing is applied to every

block of ADF outputs. This method requires the noise auto-correlation matrix Rm
ηiηi

,

which can be constructed by forming a symmetric Teoplitz matrix from the output

auto-correlation vector in (6.1). Specifically, r̂m
ηiηi

constitutes the first column and

the first row of Rm
ηiηi

. Another information the TDC-GSub algorithm takes is the

auto-correlation matrix of noisy ADF output, Rvnivni
, which is estimated from ADF

outputs of the current block. The TDC-GSub processing are performed on each non-

overlapping sub-frame of length L = 40 and the major steps are the same as in [75]:

Step 1. Do eigen-decomposition ΣiU=UΛ for matrix Σi=(Rm
ηiηi

)−1Rvnivni
− I,

with Λ = diag
[
λ1, ...λM , 0, ...0

]
, and M is the number of positive eigen-values.

Step 2. Compute the optimal speech estimator H=U−T diag [α1, ..., αM , 0, ..., 0]UT ,

where the eigen-domain filtering gains are obtained by αk = λk/(λk +β),k = 1, ..., M ,

and β determined from

β =





5 SNRdB ≤ −5,

1 SNRdB ≥ 20,

4.2− (SNRdB)/6.25 otherwise,

(6.17)

with SNRdB = 10 log10

(∑M
k=1 λk/L

)
.

Step 3. Enhance the ith ADF output by v̂m
i = Hvm

ni
.

The computations of matrix inversion, multiplication, and eigen-decomposition

are in the order of the cube of the matrix dimension L and are usually time consuming.

They become acceptable only when the small value of L (corresponding to 2.5ms)

is used. In addition, a measure is taken to speed up TDC-GSub by utilizing the
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Computation Complexity estimates Gain
Direct Fast

ADF filtering 2N (8NF log2 NF )/K N/(8 log2(2N))
ADF adapt 2N (8NF log2 NF )/K N/(8 log2(2N))
r̂ηiηj

’s 10N2 (40NF log2 NF )/K N2/(8 log2(2N))

r̂ηiηi
’s 10N2 (40NF log2 NF )/K N2/(8 log2(2N))

SS 8KF log2 KF /K, (KF ≥ K)
TDC-GSub O(L2)

Table 6.1: Counts of real multiplications for NC-ADF and adaptive speech enhance-
ment algorithms.

short-term stationary property of separated speech signals vni
’s. Within 20ms, the

variations of Rvnivni
’s are relatively small, obviating the need for updating their eigen-

decompositions in every sub-frames. In practice, the computation rate for both steps 1

and 2 are thus reduced to every 12.5ms, without introducing significant degradations.

6.4 Complexity Analysis

The complexity of major computation steps in terms of average number of real multi-

plications per time-sample are listed in Table 6.1. Steps causing trivial computation

overheads, e.g., VSS and its compensation, are ignored. The gain of fast over direct

implementations are evaluated for N=K and NF =2N . The counts for FFT are based

on regular radix-2 method. It is possible to further reduce complexities. For example,

more efficient FFTs can be used, and it is obvious that a’s and c’s in (5.16) and (6.1)

can further share some FFT/IFFT computations, which is not considered here. In

Table 6.1, only a coarse complexity estimate is made for TDC-GSub, based on direct

implementations of matrix operations. Faster techniques for TDC-GSub algorithms

and complexity analysis are out of the scope of this dissertation.
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Chapter 7

SPEECH RECOGNITION

EXPERIMENTS AND

EVALUATIONS

The data and setup for speech mixing and separation experiments using the proposed

methods have been discussed in previous chapters. The separation performances were

evaluated with gains of TIRs in those experiments. However, to be applied for real

speech recognition system, the enhancement abilities of those methods should eventu-

ally be evaluated by speech recognition performances. In this chapter, speech recog-

nition experiments are presented for the evaluation of those enhancing algorithms

discussed in previous chapters. Automatic speech recognition (ASR) experiments

were carried out for the following methods: pre-whitening processing, block-iterative

ADF implementation, multi-ADF integration and post-filtering, VSS-ADF, FADF,

NCFADF, and adaptive speech enhancement. ASR training and testing configura-

tions are presented, enhancement techniques for ADF speech separation model are

compared with reference models or baseline algorithms, and experimental results eval-

uated based on corresponding results.
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7.1 ASR Experiments

7.1.1 ASR setup and training

The ASR system was based on hidden Markov modeling (HMM) [1] of phone units

with state observation probability density functions of Gaussian mixture densities.

Phone recognition were performed for separated target speech signals obtained from

various ADF separation algorithms. Speech signal was represented by a sequence of

39-dimensional feature vectors. The feature vectors were obtained from short-time

analysis windows of 20ms with 50% overlapping (10ms). Speech feature components

included 13 cepstral coefficients and their first and second-order time derivatives. The

feature vector sequence extracted from both training and test data were processed

with spectral mean subtraction. There were 39 phone units, defined by the phone

grouping scheme of [2]. Two types of acoustic models were employed: monophones

and crossword triphones. The former models a phone unit independent of its neighbor-

ing phone context, while the latter takes into account both left and right neighboring

phones that reflect the coarticulation effect of speech production. Phone bigram was

used as “language model.”

Acoustic models were trained from the entire training set of TIMIT database,

consisting of 4620 sentences and their phone transcriptions. The HMM topology had

three left-to-right emitting states, where the state transitions were nonskipping for

speech units and the middle state was allowed to be skipped for silence. For mono-

phone models, each emitting state of HMM was modeled by a size-8 Gaussian mixture

density. For triphone HMMs, 9667 crossword triphones were initially obtained based

on the 39-phone set, and to improve reliability of the triphone models, phonetic de-

cision tree (PDT) based state tying was performed to reduce the triphone states to

1607 tied states [76]. The tied triphone states were each modeled by a size-8 Gaussian

103



Iteration N = 200 N = 400 N = 600 N = 800 N = 1000
1 38.7 37.2 37.0 36.5 36.9
2 43.3 42.2 40.0 40.0 38.8
3 43.5 43.6 42.5 × ×
4 43.8 44.8 42.5 × ×
5 44.4 45.3 42.6 × ×
6 44.3 45.1 43.5 × ×

Table 7.1: Phone recognition accuracies (%) with monophone acoustic models versus
filter length for multi-iterations of baseline ADF, with “×” denoting divergence.

mixture density. The resulting model set, including 6153 crossword triphone models

shared by 57799 logical triphones , was then used in speech decoding.

Given the knowledge sources of acoustic and language models, namely the phone

or triphone HMMs and phone bigrams, the Viterbi time-synchronous beam search

based decoding engine generates a sequence of output phone label strings for the

input sequence of feature vectors. The processing of feature extraction, the training

of HMM models and the decoding of speech were implemented with HTK toolkit [76].

Recognition performance was measured by the standard string alignment algorithm

also provided in HTK [76].

7.1.2 Effects of separation filter length

Theoretically, the length of the separation filters should be long enough to cover

the length of the impulse responses of the acoustic paths. The impulse responses

of the measured acoustic paths were on the order of 2000 samples, indicating that

long FIR filters would be required. However, in reality, it is not feasible for ADF

algorithms to estimate such long filters under strong room reverberation. Proper

lengths for the FIR separation filters were evaluated by phone recognition accuracy

with monophone models for baseline ADF. The results are summarized in Table 7.1,

where the adaptation gain in (1.6) was set as γ = 0.005 and the parameter β was set

as 0.8. It is observed that filter length of 200 to 400 taps yielded good results. With
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Target source Target remote mixture ideal separation
s1(t) s1(t) ∗ h11(t) y1(t) vo

1(t)
68.9 59.7 29.1 52.0

Table 7.2: Phone recognition accuracies (%) of reference cases for clean target
source/mixture, tested with monophone models.

longer filters, divergence occurred within a few iterations of ADF estimation (shown

as “×”). The separation filter length was fixed as N = 400 in the subsequent phone

recognition experiments.

7.1.3 Recognition accuracies of reference cases

Phone recognition experiments were first performed for several reference cases so

that a) better references of performance gains could be established; b) upper and

lower bounds could be set to ADF separation processing. The phone accuracy of

the clean TIMIT target speech s1(t) gives the recognition upper bound for all other

cases. The clean mixture y1(t) captured by target microphone 15 provides an accuracy

lower bound for any ADF separation algorithms. The ideally separated speech signal

using true ADF separation filters (1.3) gives an upper bound for all ADF algorithms.

The accuracy differences between the clean target and the remotely captured target

containing no interference speech (s1(t)∗h11(t)) indicates a 9.2% absolute percentage

degradation caused by room reverberation.

Table 7.2 lists those basic facts for recognition experiments measured by phone

recognition with monophone models. As a contrast, recognition tests using triphone

models were also conducted for the clean target s1(t) and the speech mixture y1(t),

and their results are 71.9% and 26.8%, respectively. It is observed that the triphone

model set led to improved phone accuracy for clean speech and deteriorated phone ac-

curacy for convolutive mixture, compared with monophone models (68.9% and 29.1%

repectively). This is due to the fact that the acoustic models were trained from clean
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speech, and the residue interference speech and processing distortions in ADF sepa-

rated speech make recognition testing condition mismatch with the training condition.

Under a matched training-test condition, where test speech was clean, the contextual

details of triphone models enhanced discrimination of phonetic sounds. Under an

unmatched training-test condition, where test speech was corrupted by interference

speech, coarse monophone models could tolerate the interference components bet-

ter. Therefore, monophone models are more robust for interferences and noises, and

the recognition experiments in noisy scenarios, e.g., NC-ADF, will only be based on

monophone models.

7.2 Speech Recognition Evaluation Results

Phone recognition experiments for evaluation of the proposed enhancement techniques

were carried out for the following cases:

1. baseline batch ADF;

2. batch ADF with preemphasis;

3. batch ADF with inverse-PSD prewhitening;

4. block-iterative ADF with inverse-PSD;

5. multi-ADF post-filtering and integration by using multiple pairs of microphones

for 1) throught 4);

6. comparative convolutive BSS algorithm of Douglas and Sun [12], denoted as

DS-BSS;

7. comparative delay-and-sum beam forming to post-process multiple pairs of ADF

outputs;
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8. VSS-ADF algorithm;

9. NC-ADF, FADF, and NC-FADF under diffuse noise;

10. integration of NC-FADF with adaptive speech enhancement;

The results are grouped in several topics for comparison and presented below.

7.2.1 Prewhitening and block iteration

Prewhitening processing significantly improves the convergence performance and in-

creases the speech recognition accuracies for subsequent ADF processing methods of

various types. Examples are shown in Figure 7.1 for the single pair ADF processing

on the mixtures acquired by microphone pair 15-3 and the 3-pair ADF post-filtering

integration. The whitening pre-processing makes improvement for both single and

multiple ADF applications, with the inverse-PSD slightly better than preemphasis.

Table 7.3 compares the phone recognition accuracies in the first iteration pass

of ADF algorithm with various number of ADF pairs. It indicates the advantages

of doing prewhitening for ADF. Consistent improvements were observed for both

preemphasis and inverse-PSD processing in both single pair and multiple ADFs. Table

7.3 also shows the advantage of block-iterative ADF implementation. By adjusting

the number of iterations locally within a relatively long time block, it utilizes the

information contained in input data more efficiently than the sample-wise processing

of batch ADFs, and it is not necessary to repeat the block-iterative ADF with multiple

passes of iterations. However, it is necessary for batch processing of ADFs to achiever

their upper limits in separation performances. The phone accuracy results of batch

ADF processing after 10 iterations are listed in Table 7.4.
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prewhitening ADF for 3 mic−pairs with post−filtering
preemphasis ADF for 3 mic−pairs with post−filtering
baseline ADF for 3 mic−pairs with post−filtering
prewhitening ADF for mic−pair 15−3 only
preemphasis ADF for mic−pair 15−3 only
baseline ADF for mic−pair 15−3 only

Figure 7.1: Phone accuracies (%) with and without prewhitening pre-processing and
multi-ADF post-processing for 10 iterative passes of N = 400, γ = 0.005, β = 0.8,
and recognition under monophone acoustic model.

Number of baseline preemphasis inverse- block-iterative+
microphones PSD inverse-PSD
One pairs 36.2/37.2 38.7/40.8 39.3/41.0 44.3/43.7
Two pairs 40.3/41.5 41.8/43.1 41.1/42.6 50.2/46.3
Three pairs 42.8/43.0 45.7/44.4 45.8/44.9 50.1/47.9
Four pairs 43.5/44.6 44.8/45.4 46.5/46.4 50.9/49.2

Table 7.3: Comparison of phone recognition accuracies (%) with triphone/monophone
models for the first iteration pass of ADF algorithms on different number of micro-
phone pairs, with and without prewhitening and block-iterative ADF.
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Number of baseline preemphasis inverse-
microphones PSD
One pairs 44.3/45.1 46.5/46.9 46.3/46.6
Two pairs 50.9/48.2 51.7/49.2 51.6/48.7
Three pairs 49.9/48.6 52.2/50.2 51.6/51.1
Four pairs 50.8/49.1 52.5/50.6 51.8/51.3

Table 7.4: Comparison of phone recognition accuracies with (%) triphone/monophone
models for the tenth iteration pass of batch ADF processing on different number of
microphone pairs, with and without prewhitening.

iteration pass 1 iteration pass 10
Phone accuracy 43.6/43.3 49.5/49.2

Table 7.5: Phone accuracy (%) with triphone/monophone models of comparative
experiment on delay-and-sum beamforming for the integration of multi-ADF outputs.

7.2.2 Post-processing and multi-ADF integration

The phone accuracy results for ADF processing with and without multi-ADF post-

processing are also shown in Figure 7.1 for 10 iterative passes of baseline/prewhitened

ADFs. The combination of inverse-PSD prewhitening and multiple block-iterative

ADF processing achieved highest recognition accuracy with only one iteration pass, as

shown in Table 7.3. The advantages of multi-ADF post-filtering are also demonstrated

by the recognition results from multi-pass processing of batch ADF in Table 7.4. The

phone accuracies are consistent with the results of TIR gains presented in Table 3.1

of Section 3.4.

A simple comparative experiment of delay-and-sum beam-forming was performed,

using four pairs of ADF processing with inverse-PSD prewhitening on speech mixtures

prior to ADF, as a reference to the performances of post-filtering. The beamforming

delay parameters were determined by first computing the pair-wise cross-correlations

between an ADF output target speech with the reference output target speech which

was associated with microphone pair 15 − 3, and then peak-picking from the lags of

cross-correlation functions. The resulting delay parameters were -1, 0, 0, 1 for the
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microphone pairs 16 − 2, 15 − 3, 14 − 4 and 13 − 5, respectively. Phone recognition

accuracy for the beamforming scheme is shown in Table 7.5, with phone recognitions

based on both monophone and triphone models. Comparing the phone recognition

results of Table 7.5 with those in the bottom row of inverse-PSD in both Tables

7.3 and 7.4, one observes that although beamforming also improved phone accuracy

over the cases of one pair of microphones, the proposed post filtering method was

more effective in integrating ADF outputs. For example, with ten iteration passes,

Beamforming led to phone accuracy of 49.5% and 49.2% for triphone and monophone

models, whereas post filtering led to accuracy of 51.8% and 51.3% for the two models.

The superior performance of the post-filtering method is due to the fact that post-

filtering not only does time alignment on multiple ADF outputs, but it also reduces

spectral distortions of these outputs.

7.2.3 Comparative BSS and recognition experiments

The convolutive BSS method of Douglas and Sun (DS-BSS) [12] that is based on a

mutual information criterion was implemented as a comparison with ADF separation

algorithms. The block-updated natural-gradient [77] based adaptations of separation

filter matrices B(n), n = 0, · · · , N − 1 are listed below.

B(k+1)(n) = B(k)(n) + Γ(k)
[
A(k)(n)− f

(
y(k −N)uT (k − n)

)]
, (7.1)

where the non-linear function f(·), defined on each elements of the input signal vector

y, is chosen to be

f(y) = −∂ ln p(y)

∂y
. (7.2)

Based on the assumption that the speech signals follow the Laplacian distribution, it

is simplified to

f(y) = sign(y) (7.3)
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iteration pass 1 iteration pass 10
Phone accuracy 30.5/34.1 39.0/39.0

Table 7.6: Phone accuracy (%) with triphone/monophone models of comparative
experiment on DS-BSS.

The elements of the diagonal matrix of step-sizes, Γ(k), is computed similar to ADF,

using a normalization by input speech signal powers as

γi(k) =
γ0

β +
∑2N

q=N+1 yi(k − q)f(yi(k − p))
, (7.4)

where γ0 is a constant gain factor and β > 0 is used to avoid divide-by-zero and

improve the robust ness of the algorithm. The (i, j)-th entry of A(k)(n) in 7.1 is

a
(k)
ij (n) = f (yi(k −N)) uij(k − n), (7.5)

with

uij(k) =
N∑

q=0

b
(k)
ij (N − q)yi(k − q). (7.6)

The comparative experiment on the DS-BSS method was performed as follows.

The algorithm was implemented by block-wise adaptation of demixing FIR filters

with all tuning parameters (e.g., adaptation step size) empirically chosen to achieve

best results. The phone recognition accuracies achieved from one and ten iteration

passes are shown in Table 7.6, where recognition used both monophone and triphone

models. Comparing the recognition results of Table 7.6 with those of single pair of

microphones of ADF in Tables 7.3 and 7.4 reveal that under the studied experimen-

tal conditions, ADF is more effective than DS-BSS in separating speech sources for

automatic speech recognition. The somewhat simpler approach of ADF to the source

separation problem as compared with the DS-BSS approach may account for the

superior performance of ADF. First, although the mixing system used by DS-BSS,
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Mixture Baseline + Block-iterative + VSS-ADF
Inverse-PSD Inverse-PSD

29.1 41.0 43.7 47.8

Table 7.7: Phone accuracy (%) comparison of VSS-ADF methods with baseline and
block-iterative ADF, recognition based on monophone models.

shown in Figure 1.1, contains four filters, the ADF system only employs two filters for

decorrelating output signals, whereas DS-BSS attempts to estimate all the four fil-

ters. For the latter method, adaptation may become less focused on the cross-coupled

acoustic path filters that are important for source separation. Second, ADF and DS-

BSS utilizes different separation criteria and adaptation methods, i.e., decorrelation

versus mutual information miminization, and stochastic approximation versus gradi-

ent descent, and in each aspect ADF is simpler and hence may be more reliable for

processing a limited amount of data.

7.2.4 Variable step-sizes

The phone recognition results for VSS-ADF on single microphone pair 15 − 3 are

shown in Table 7.7. The separation parameters for VSS-ADF were introduced in

Section 4.4. The comparison between VSS-ADF and other ADF methods shows

that the separation performance of one-pass ADF is significantly improved by VSS

techniques.

However, further attempts to integrate the VSS-ADF algorithm for multi-ADF

post-processing proved not promising. This is due to the disadvantage of the GAS

gain adaptation, which is very sensitive to the selection of GAS step size ε. Although

VSS-ADF achieved significant enhancement in separation performance for single pair

of ADF processing, it is difficult to find a set of parameters that could guarantee

the optimal adaptations for multiple pairs of ADF. Therefore, efforts should still be
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devoted for the improvement of VSS-ADF in this respect so that the overall optimal

separation performances could be achieved when multiple sensors are available.

7.2.5 NC-ADF and adaptive speech enhancement

For phone recognitions in diffuse noise conditions, monophone models were used for

their robustness and less complexity compared with triphones. Phone accuracy re-

sults in simulated and real diffuse noise cases are shown in Figure 7.2, respectively.

In a comparative experiment for the adaptive speech enhancement, TDC-GSub al-

gorithm was implemented without update rate reduction for matrices computations

in subspace decomposition and transformation mentioned in Section 6.3.2. Instead,

the rate of subspace update was set the same as the frame rate and L was set to

be 25ms, which makes the noise reduction extremely time consuming. The corre-

sponding phone accuracy results are illustrated in Figure 7.3. However, comparing

the results in Figure 7.2 with 7.3, we only see a slight degradation in phone accuracy

caused by those practical speedup techniques for TDC-GSub method.

It also is observed that the adaptive enhancement techniques significantly im-

proved the phone recognition accuracy of the ADF separation outputs. The combi-

nation of NC-FADF with TDC-GSub achieved highest performance. At low SNR’s,

the gains of phone recognition accuracy are mainly provided by speech enhancement;

at high SNR’s, the improvement of accuracy comes mainly from better noise com-

pensated speech separation.

For simplified NC-ADF under assumptions of uncorrelated white noises, Table

7.8 lists the results of a simplified equivalent recognition experiment. To reduce

complexity, the adaptive speech enhancement was not performed, and the recognition

experiments were carried out on clean speech mixtures separated by ADF filters

obtained from baseline ADF and simplified NC-ADF, where the phone accuracy result

measures the equivalent separation performances of the ADF algorithms that obtains
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SNR (dB) Baseline ADF Simplified NC-ADF
0 32.9 39.6
5 35.8 40.6
10 37.3 41.9
15 39.3 43.5
20 42.3 43.5
25 42.4 43.8
30 43.5 44.0

Table 7.8: Phone accuracies (%) with simplified NC-ADF method under uncorrelated
white noise, based on monophone models.

their separation filters. It is also observed that the improvement by simplified NC-

ADF was more significant when SNR was at lower levels.
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Figure 7.2: Phone accuracies under simulated noise (TDC-GSub implemented with
reduction of update rate for subspace computations), with L = 40(2.5ms): (a) simu-
lated noise; (b) real diffuse noise.
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Figure 7.3: Phone accuracies under simulated noise (TDC-GSub implemented without
reducing the update rate of subspace computations), with L = N = 400(25ms): (a)
simulated noise; (b) real diffuse noise.
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Chapter 8

CONCLUSIONS AND FUTURE

WORKS

In this dissertation, enhancement algorithms of ADF separation model for the appli-

cation of automatic speech recognition (ASR) are discussed. Experiments of speech

separation and recognition performed in both clean and noisy conditions demon-

strated the effectiveness of the proposed algorithms.

8.1 Conclusions

The proposed techniques are successful in the enhancement of ADF separation model

for robust speech recognition. Their performances are summarized as follows.

1. The prewhitening processing of inverse-PSD and preemphasis improves the ro-

bustness of ADF adaptation and reduced steady state filter estimation error,

with only a slight computational overhead. They are easy to implement and

suitable to be integrated with other enhancement techniques for ADF; the block-

iterative implementation significantly improves the convergence speed of ADF
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adaptation for ASR applications by utilizing mixture information more effi-

ciently with longer delay tolerable in ASR. The multi-ADF post-filtering proved

its advantages in suppressing residual interferences and reverberations contained

in separated speech by single ADFs.

2. VSS-ADF algorithm that used combination of GAS gain factor and the source

energy based gain factor obtained fast convergence rate and low steady-state fil-

ter estimation error at noise free conditions. However, when GAS technique was

incorporated, VSS-ADF demonstrated sensitivity to the choice of parameters

and did not work well under noisy conditions.

3. The combination of the techniques of FADF and NC-FADF with adaptive

speech enhancement significantly improved the phone recognition accuracies

of target speech corrupted by jammer speech and diffuse background noise.

4. The integration of NC-FADF with TDC-GSub technique achieved highest per-

formances under both types of noises. The combinations of a set of practical

speedup techniques significantly improved the implementation speed for TDC-

GSub to be integrated with NC-FADF. At low SNRs, the gains of phone ac-

curacy are mainly provided by speech enhancement; at high SNRs, the im-

provement of accuracy comes mainly from better noise compensated speech

separation.

8.2 Future Works

The potential research topics for further improvement of ADF separation algorithm

for the task of ASR are listed as follows.
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1. Further efforts are required to decrease the sensitivity of current VSS-ADF algo-

rithms to the choice of parameters. There are potentials for multi-ADF process-

ing to be integrated with VSS techniques so that more streamlined integration

of multi-ADF post-filtering may be implemented with better overall separation

performance. Again, ideas could be borrowed from similar techniques in LMS

adaptive filtering, because of the similarity between two types of algorithms.

2. Evaluation of the integration of NC-FADF with adaptive types of Input Noise

Statistics Estimation module for non-stationary noises with faster time-varying

statistics. An accurate estimation of noise statistics from the noisy speech

simultaneously will be the important to the success of the whole system.

3. In addition to the current speedup techniques used in TDC-GSub implementa-

tion for noisy ADF outputs, faster subspace-based adaptive speech enhancement

methods may exist, in diffuse noise fields. Potential choices of techniques are:

subspace tracking algorithms for faster update of eigen-decomposition of signal

covariance matrices, fast inversion techniques for Toeplitz matrices, etc. For ex-

ample, recursive estimation methods similar to [78] might exist for the update

of the eigen-subspace. Fast tracking algorithm design and Testing should fo-

cus on how to speedup the subspace method without significant degradation of

performances for speech enhancement. For the perspective of utilizing Toeplitz

structures to speedup matrix inversions, many techniques could be applied for

the fast solution of symmetric Toeplitz system [79].

4. Evaluation of other speech enhancement techniques for noisy ADF outputs, e.g.,

algorithms incorporating human perceptual models, etc. It is also possible to

incorporate more knowledge about structure of speech signals for better removal

of residual interferences.
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5. Modification of post-filtering techniques for better integration of multi-microphone

ADF pair outputs. Reverberation effects in ADF outputs still contribute to a

large portion of degradation in phone accuracy. There are still potentials in

improving the ASR accuracies by countering reverberation with either multi-

channel or single channel methods. For example, microphone array processing

techniques, such as generalized sidelobe canceller (GSC) [80] or other adaptive

beam-forming methods [11] could be tested in new data sets to combine multi-

ple ADF outputs. Due to channel mismatches in the experimental data, array

processing could not be performed based on the current acoustic data set.

6. More compact integration of separation with ASR task are potentially achiev-

able by considering the interaction between ADF separation model and models

used in speech recognition, either in feature domain or acoustic model level. Ef-

fects of speech separation on feature extraction and acoustic modeling could be

analyzed for potential compensation in feature domain or adaptation in acoustic

model parameter space.

7. Generalization and evaluation of the proposed enhancement algorithms for MIMO

scenarios with M > 2. The basic ideas of the proposed methods are still valid for

MIMO cases. However, the exact forms of the resulting algorithms for MIMO

models could be different from that of the TITO model.
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Appendix A. Frequency Sampling

Method for Inverse-PSD

Prewhitening Filter Design

The computation procedures for the design of FIR filter coefficients [54] that imple-

ment the inverse-PSD processing in Section 3.1 are listed below.

Let L be the number of frequency samples, the desired response vector hd ∈
CL×1 are sampled at the frequency points [ω1, · · · , ωL]. The coefficient vector w =

[w0, · · · , wp−1]
T of the p-tap FIR filter W (z) to be designed from these frequency

samples are computed in a vector form by

w =
(
FT

c Fc

)−1
FT

c hc, (A.1)

where

hc =
[
hT

r ,hT
i

]T
, (A.2)

Fc =
[
FT

r ,FT
i

]T
, (A.3)

with hr and hi the real and imaginary components, respectively, of the desired re-

sponse vector hd. Matrices Fr and Fi are the real and imaginary parts of the constant

matrix

Fw =
[
fw(ejω1), · · · , fw(ejωL)

]
, (A.4)
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respectively, with

fw(ejωk) =
[
1, e−jωk , · · · , e−j(p−1)ωk

]T
,k=1,··· ,L . (A.5)
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Appendix B. Derivation of

Simplified ADF Error Analysis

From (4.10), the mixing system output has the correlation matrix

Rỹỹ =




Rỹ1ỹ1 Rỹ1ỹ2

Rỹ2ỹ1 Rỹ2ỹ2


 = H̃ ·Rs̄s̄ · H̃T . (B.1)

where the auto- and cross-correlations are reduced by (4.13) as

Rỹj ỹj
= piH̃jiH̃

T
ji + pjH̃jjH̃

T
jj, (B.2)

Rỹj ỹi
= pjH̃jjH̃

T
ij + piH̃jiH̃

T
ii. (B.3)

The correlation relationship (2.12) derived from the analysis of ADF system based

on (2.2) shows that

Ryjvj
= Ryjyj

−Ryj ỹi
GT

ji, (B.4)

where the input correlation matrices Ryjyj
and Ryj ỹi

are sub-matrices of Rỹj ỹj
and

Rỹj ỹi
, respectively, i.e.,

Ryjyj
=

[
IN 0N×(N−1)

]
Rỹj ỹj

[
IN 0N×(N−1)

]T
, (B.5)

Ryj ỹi
=

[
IN 0N×(N−1)

]
Rỹj ỹi

. (B.6)
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Substituting (B.2) and (B.3) into (B.5) and (B.6) respectively, and then both into

(B.4), we obtain (4.15) together with (4.16) and (4.17).

Similarly, correlation analysis for (2.2) also has

ryjvj
= ryjyj

−Gjiryiỹi
, (B.7)

where, under the assumption of white uncorrelated sources, from (B.2) and (B.3), we

have

ryiyj
= piH̃jih̃ii + pjH̃jjh̃ij, (B.8)

ryiỹj
= piH̃ii




I2N−1

0(2N−2)×(2N−1)


 h̃ii + pjH̃ij




I2N−1

0(2N−2)×(2N−1)


 h̃ij. (B.9)

The relations of (B.8) and (B.9) reduce (B.7) to (4.18) together with (4.19) and (4.20).
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Appendix C. Derivation of the Fast

Implementation of Compensation

Terms

The FFT implementation of the compensation term introduced in Section 5.3.1 are

derived as follows. Without loss of generality, we only list the derivation of Eqs (5.21)

and (5.22) for the fast implementation of aij = Gjir̂niñi
. The detailed derivations of

other terms are omitted.

From the definition of system matrix (2.4), we have

aij = Gjir̂niñi
=




∑N−1
n=0 gji(n)rnini

(n)
∑N−1

n=0 gji(n)rnini
(n + 1)

...
∑N−1

n=0 gji(n)rnini
(n + N − 1)




, (C.1)

with the kth component

aij(k) =
N−1∑
n=0

gji(n)rnini
(n + k),k=0,··· ,N−1 . (C.2)
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Let k = 2N − 2 − q (i.e. q = 2N − 2 − k, q = N − 1, · · · , 2N − 2) and reverse the

order of the sequence rnini
(n),

ξa
ij(n) = {rnini

(2N − 2), · · · , rnini
(N − 1), · · · , rnini

(0)} = rnini
(2N − 2− n), (C.3)

we can rewrite (C.2) as

aij(2N − 2− q) =
N−1∑
n=0

gji(n)rnini
(2N − 2− (q − n)) , (C.4)

which becomes

aij(2N − 2− q) =
N−1∑
n=0

gji(n)ξa
ij(q − n),q=N−1,··· ,2N−2 (C.5)

by further utilizing (C.3). Denote R.H.S. of (C.5) as z(q), then it could be represented

as linear convolution

aij(2N − 2− q) = z(q) = gij(q) ∗ rninj
(q)|q=N−1,··· ,2N−2 (C.6)

Since k = 2N − 2− q, changing the variable back, we have

aij(k) = z(q)|q=2N−2−k = gij(q) ∗ rninj
(q)|q=2N−2−k,k=0,··· ,N−1. (C.7)

Similarly, Eqs. (5.23)-(5.27) could also be obtained by exploiting the Toeplitz

structure of correlation/system matrices.
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