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Abstract

Studies of structure-function relationships in biomolecular systems require to follow nanometer-

size systems on time scales spanning from pico- to micro-seconds, while maintaining

atomic scale spatial resolution in all-atom molecular dynamics (MD) simulations. In this

work we propose new methods to investigate the following, intrinsically multiscale prob-

lems: (i) theoretical prediction of optical and spectral properties of pigment-protein com-

plexes, (ii) reconstruction of potential of mean force and its corresponding diffusion coef-

ficient from non-equilibrium molecular dynamics simulations, (iii) transport of potassium

ion through the Gramicidin A channel and of glycerol through the GlpF channel, and (iv)

prediction of the species-dependent oligomerization state of the light harvesting antenna

complexes. The main novelty of these methods is that they rely only on the high resolution

atomic structure of the biomolecular system. Therefore, they have not only explanatory,

but predictive power as well.
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Theoretical studies of structure-function relationships in biomolecular systems became

recently feasible due to recent developments of cluster and grid computing technologies.

These studies are notoriously difficult because they require following nanometer-size sys-

tems on time scales spanning from pico- to micro-seconds, while maintaining atomic scale

spatial resolution in all-atom molecular dynamics (MD) simulations. Covalent bond vi-

brations in MD simulations call for femtosecond time steps. Thus, it is not surprising that

the scientific community has developed great interest in finding new and practical meth-

ods to investigate these intrinsically multiscale problems. Although the systems studied

here are rather different (e.g. photosynthetic light harvesting systems, protein channels),

the unifying theme of the thesis is the multiscale modeling approach. The main novelty

of the developed methods is that they rely only on the high resolution atomic structure of

the biomolecular system. Hence, the obtained results have not only explanatory, but also

predictive power.

The thesis covers six inter-related projects that are organized in four self-contained

chapters, as follows. In Chp. 2 we propose a novel and general approach for calculating

optical and spectral properties of pigment-protein complexes (PPCs). The method, based

on a combination of molecular dynamics (MD) simulations, quantum chemistry (QC) cal-

culations, and statistical mechanical modeling, is demonstrated by calculating the linear

absorption (OD) and circular dichroism (CD) spectra of bacteriochlorophyll (BChl) aggre-

gates in LH2 light harvesting antenna complexes from the purple bacteriumRhodospirillum

molischianum. The results are found to be in good agreement with the experimental data.

Since the method requires no fitting parameters, in principle, it can be applied to predict

optical and spectral properties of any PPC with known high resolution atomic structure.

In Chp. 3, we describe a new method of investigation of biological processes that oc-

cur on time scales exceeding by several orders of magnitude the few tens of nanoseconds

attainable by all-atoms MD simulations, e.g. molecular and ion transport through protein

channels. In such cases, a simplified approach is to describe the transported molecule as
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an overdamped Brownian particle that diffuses along the channel axis in the presence of

an effective potential of mean force (PMF), which describes the interaction of the parti-

cle with the rest of the atoms in the system. A PMF is the Landau free energy profile

along a reaction coordinate, e.g. channel axis. The reaction coordinate can be sampled

efficiently only by steered MD (SMD) simulations, where the system is guided along the

reaction coordinate. The proposed method, referred to as the “FR method”, allows one

to calculate simultaneously the PMF and the corresponding diffusion coefficient (from the

mean dissipative work) along the reaction coordinate, by employing a small number of fast

non-equilibrium pulls in both forward and time reversed directions. The viability of the FR

method is first tested on a small, but non-trivial system, the deca-alanine. The computed

PMF is found to be in good agreement with previous results obtained by using either the

Jarzynski’s equality or the umbrella sampling method. However, compared to these PMF

calculation methods this new approach is about one order of magnitude faster.

In Chp. 4 we apply the FR method to study the transport of the potassium ion through

the Gramicidin A ion channel and of the glycerol through the GlpF aquaglyceroporin chan-

nel. Gramicidin A is helical antibiotic that dimerizes in the lipid membrane into a cation

selective channel. In spite of its structural simplicity, the energetics of the ion transport

through the channel is not trivial. Most of the difficulty comes from the sensitivity to errors

due to finite-size effect and from poor description of polarization effects by the existing

molecular dynamics force-fields. The PMF calculated using the FR method reproduces the

PMFs reported by umbrella sampling method [1–3], which have a large central barrier and

two wells at the entrances in the channel. In order to account for the polarization effects, the

charge of the potassium ion is reduced to half. The recalculated PMF profile yields barrier

and well sizes very similar to the ones that would reproduce the experimental conductance

measurements [4].

TheE. coli glycerol uptake facilitator (GlpF) channel selectively transports both water

and glycerol molecules, excluding charged solutes, including protons. The high resolution
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structure of GlpF has provided much insight into the underlying microscopic mechanism

of molecular transport and selectivity through GlpF. In particular, MD simulations have

revealed the underlying microscopic mechanism of single file water and glycerol transport

through GlpF. The potential of mean force (PMF) of glycerol in GlpF was also calculated

by means of non-equilibrium SMD simulations by employing the non-equilibrium work

relationship due to Jarzynski’s equality [5]. The reported PMF was asymmetric, exhibiting

a prominent potential well at the periplasmic side and several potential barriers, with the

largest at the selectivity filter. The precise form of this PMF came under scrutiny once it

was recognized that in practice Jarzynski’s equality is applicable only sufficiently close to

equilibrium, while the SMD simulations employed in PMF calculations usually drive the

system far from equilibrium. Both the PMF and the corresponding diffusion coefficient of

a glycerol molecule through GlpF are determined by employing the FR method. They are

used to calculate the mean first passage time of glycerol through GlpF and the permeability

of the channel to glycerol. The obtained PMF is compared to the one reported in [5].

In Chp. 5 we describe different approaches used to predict the oligomerization state of

light harvesting antenna complexes from three different species of photosynthetic bacteria,

from the sole knowledge of the high resolution crystal structure of a single subunit. These

complexes are rings formed by the self-assembly of a well defined, species-dependent num-

ber of identical protein-chromophore subunits. In order to probe the assembly process of

two subunits, two sets of calculations with different philosophies are performed. In one

set of calculations, the subunits are constrained at different angles, allowing the systems to

equilibrate under these constraints. Using umbrella sampling, information about the free

energy profile as a function of angle is extracted. Pulling two subunits apart through SMD

simulations gives complementary information into key events of the binding/unbinding

process and a rough order of interaction strengths. The results suggest that the preferred

angle between two subunits plays an important role in guiding the assembly of light har-

vesting complexes into a particular oligomerization state. For each of the species, the
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preferred angle of a dimer is extracted from three sets of calculations, performed on dimer

systems built at three different initial angle values: energy minimizations, free MD simu-

lations, and PMF calculations along the angle reaction coordinate, using the FR method.

Results indicate that all the species will most likely structure into a 9-ring light harvesting

system.
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2 Theoretical prediction of optical
and spectral properties of
pigment-protein complexes
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2.1 Introduction

Pigment-protein complexes (PPCs) play an important role in photosynthetically active bio-

logical systems and have been the subject of numerous experimental and theoretical studies

[7]. In a PPC the photoactive pigment molecules are held in well defined spatial configura-

tion and orientation by a scaffold of proteins. The spectral and optical properties of PPCs

are determined by (i) the chemical nature of the pigment, (ii) the electronic interactions

between the pigment molecules, and (iii) the interactions between pigment molecules and

their environment (e.g., protein, lipid, solvent). Since in biological systems PPCs exist and

function at physiological temperature, their electronic and optical properties are strongly

affected by thermal fluctuations, which represent the main source of dynamic disorder in

these systems.

Unfortunately, even in the simplest theoretical models of PPCs the simultaneous treat-

ment of the electronic coupling between the pigments and the effect of thermal disorder

can be done only approximately [8–11]. This chapter presents the formulation and im-

plementation of an efficient method for calculating spectral and optical properties, e.g.,

linear absorption (OD) and circular dichroism (CD) spectra of PPCs at finite temperature,

by using only atomic structure information. To demonstrate its usefulness, the proposed

method is applied to calculate the OD and CD spectra at room temperature of the ag-

gregate of bacteriochlorophyll-a (BChl-a) molecules in the light harvesting antenna com-

plex (LH2) from the purple bacteriumRhodospirillum (Rs.) molischianum. Following

their crystal structure determination, LH2 complexes fromRs. molischianum[12] and

Rhodopseudomonas (Rps.) acidophila[13] have been extensively studied both experimen-

tally [14–21] and theoretically [14–16, 22–29]. InRs. molischianumthe LH2 is an octamer

of αβ -heterodimers, arranged in a ring-like structure [24, 30] (see Fig. 2.1). Each protomer

consists of anα- and aβ -apoprotein that non-covalently bind one BChl-a molecule that

This chapter is based on published article [6].
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absorbs at 800 nm (referred to as B800), two BChl-a molecules that absorb at 850 nm (re-

ferred to as B850) and at least one carotenoid that absorbs around 500 nm. The total of

16 B850 and 8 B800 BChls form two circular aggregates, both oriented parallel to the sur-

face of the membrane. The excitonic coupling between the B800s is negligible because of

their large spatial separation (∼ 22Å). Therefore, the optically active Qy excited electronic

states of the B800s are almost degenerate. On the other hand, the tightly packed B850s

(with and average Mg−Mg distance of∼ 9.2 Å within the αβ−heterodimer and∼ 8.9 Å

between the neighboring protomers) are strongly coupled and the corresponding Qy excited

states form an excitonic band in which the states that carry most of the oscillator strength

are clustered about∼ 850 nm (1.46 eV). Another important difference between the two

BChl rings is that while the B800s are surrounded by mostly hydrophilic protein residues,

the binding pocket of the B850s is predominantly hydrophobic [12]. Thus, although both

B800s and B850s are chemically identical BChl-a molecules, their specific spatial arrange-

ment and the nature of their immediate protein surrounding alter differently their spectral

and optical properties. For example, it is quite surprising that the two peaks, due to the

B800 and B850 BChls, in the experimental OD spectrum of LH2 fromRs. molischianum

at room temperature [25, 31], have comparable widths although, as mentioned above, the

B800 levels are almost degenerate while the B850 levels form a∼ 0.2 eV wide excitonic

band.

Clearly, novel methods for calculating optical spectra of PPCs by using computer simu-

lations based entirely on the atomic structure of the system would not only provide a better

understanding and interpretation of the existing experimental results but would also help in

predicting and designing new experiments. The standard procedure to simulate the exper-

imental spectra of LH2 systems (and PPCs in general) consists of two steps [9–11]. First,

the excitation energy spectrum is determined based on the static crystal structure of the sys-

tem and, second, the corresponding stick spectrum is “dressed up” with simulated Gaussian

(in case of static disorder) and/or Lorentzian (in case of dynamic disorder) line widths char-
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(a)

(b)

B800

B850

Figure 2.1: (a) Side view of an octameric LH2 complex fromRs. molischianumembed-
ded in a fully solvated POPC lipid bilayer. The transmembrane helices of the apoprotein
subunits are shown as cylinders (cartoon representation) and are colored by residue type;
dark (light) colors represent hydrophilic (hydrophobic) residues. For clarity only the BChl
macrocycles are shown and the front half of the lipids are not shown. The clearly visible
B800 (B850) ring is surrounded mostly by polar and charged (nonpolar) protein residues.
(b) Tilted side view of the quantum system formed by the optically active B800 and B850
macrocycles that form rings oriented parallel to the surface of the membrane.
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acterized by empirically (and often self consistently) determined parameters. Alternatively,

the spectral broadening of the stick spectrum can also be described through the coupling

of the electronic excitations (modeled as two- or multilevel-systems) to a stochastic heat

bath characterized by a model spectral density with empirical parameters. While either

approach may yield excellent agreement between the simulated and experimental spectra,

the empirical nature of the model parameters restricts their predictive power.

The proposed method for calculating optical spectra is based on a combination of all

atom molecular dynamics (MD) simulations, quantum chemistry (QC) calculations and

quantum many-body theory. The conformational dynamics of the LH2 ring embedded into

its natural environment (a fully solvated lipid bilayer) are followed by means of classi-

cal MD simulations. Next, for each BChl, modeled as a quantum two level system, the

Qy excitation energy gap and transition dipole moment time series are determined along

a properly chosen segment of the MD trajectory by means of QC calculations. Finally,

the OD and CD spectra are determined as weighted sums of the Fourier transform of the

quantum dipole-dipole correlation function (i.e., the absorptionlineshape function) which,

within the cumulant approximation, can be calculated from the sole knowledge of the en-

ergy gap time series. Formally, this method can also be regarded as a two step procedure.

First, a stick spectrum is generated from the average values of the energy gap time series

and, second, spectral broadening is applied through the corresponding lineshape function

weighted by the mean transition dipole (rotational) strength in the case of OD (CD) spec-

trum. Since both peak position and broadening of the optical spectrum are obtained from

the same energy gap time series determined from combined MD/QC calculations, the pro-

posed method requires no empirical fitting parameters, making it ideal for predicting opti-

cal spectra of PPCs with known structure. Similar MD/QC methods were used previously

by [32] for calculating the OD spectrum of BChl-a in methanol, and by [22] to determine

the OD and CD spectra of B850s in LH2 fromRs. molischianum. The relationship between

these studies and the present one will be established below.
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2.2 Optical Transitions at Finite Temperature

In order to calculate the linear optical absorption of a PPC, we assume that the electronic

properties of individual pigment molecules can be described in terms of a two-level system,

formed by the ground state and the lowest excited singlet state (e.g., the Qy state in the case

of BChl-a) involved in the optical absorption process. Neglecting for the moment the direct

interaction between the pigments, these two states for thenth pigment (n = 1, . . .N) are

denoted as|0〉≡ |0n〉 and|n〉≡ |1n〉, respectively. Once the interaction between the pigment

and its environment (composed of protein matrix, lipid membrane and solvent molecules)

is taken into account, these two levels turn into, still well separated, energy bands|0;λ0〉=

|0〉|λ0〉 and |n;λn〉 = |n〉|λn〉, where the quantum numbersλ0 andλn specify the state of

the nth pigment on the ground- and excited-state potential energy surface, respectively.

Because the exact quantum mechanical treatment of the eigenstates|0;λ0〉, |n;λn〉 and

of the corresponding energy eigenvaluesE0,λ0
, En,λn

is not feasible, usually the quantum

numbersλ0 andλn are associated with the vibronic states of the PPC, that can be treated

within the harmonic approximation. A different approach, in which the dynamics of the

nuclear degrees of freedom of the PPC are described by means of all-atom MD simulations,

and the energy gap time series∆En(t) = En(t)−E0(t) is calculated at each MD time step

by QC calculations, is presented here. The main assumption of this approach is that the

obtained energy gap time series∆En(t) can be used to calculate approximately equilibrium

quantities (such as energy gap density of states and time autocorrelation functions) of the

original system without the knowledge of the exact energy gap spectrum∆En,λn,λ0
= En,λn

−

E0,λ0
.

In the absence of the excitonic coupling between the pigment molecules, the Hamilto-

nian of the system can be written asH = H0 +H, where

H0 = ∑
λ0

|0;λ0〉E0,λ0
〈0;λ0|, (2.1a)
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and

H = ∑
n

Hn = ∑
λn

|n;λn〉En,λn
〈n;λn| . (2.1b)

The dipole moment operator through which the incident light field couples to thenth pig-

ment is given by

µ̂µµn = ∑
λn,λ0

dn,λn,λ0
|n;λn〉〈0;λ0|, (2.2a)

where the transition dipole moment (TDM) matrix elementdn,λn,λ0
within the Condon

approximation [10] can be written

dn,λn,λ0
≈ dn〈λn|λ0〉. (2.2b)

Heredn = 〈1|µ̂µµn|0〉 is the real TDM vector, whose time series can be determined from

the same MD/QC calculations as∆En(t). While 〈1|0〉 = 0, in general the Franck-Condon

factors〈λn|λ0〉 are finite [10].

2.2.1 Linear Absorption and Lineshape Function

Since the size of the PPC is much smaller than the wavelength of the light field, the latter

can be approximated as homogeneous throughout the system and, according to standard

linear response theory, the corresponding OD spectrum is proportional to the dipole-dipole

correlation function

I(ω) ∝ ω ∑
n,m

Re

[∫ ∞

0
dteiωt

〈
µ̂

†
m,i(0)µ̂n,i(t)

〉]
, (2.3)

whereµ̂n,i(t) = e−iHt µ̂n,i(0)eiH0t is thei ∈ {x,y,z} component of the time dependent elec-

tric dipole operator, and〈. . .〉= Tr
{

Z−1
0 exp(−βH0) . . .

}
with β = 1/kBT the usual temper-

ature factor andZ0 the corresponding partition function. To simplify notation, throughout

this paper we use units in which̄h= 1, and apply the convention of implicit summation over
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repeated vector indices. By employing Eqs. (2.1)-(2.2), after some algebra, the quantum

dipole correlation function in Eq. (2.3) can be expressed as

〈
µ̂

†
m, j(0)µ̂n,i(t)

〉
= dn,idm, jδnm

〈
eiH0te−iHnt〉 , (2.4)

whereδnm is the Kronecker delta. By inserting Eq. (2.4) into Eq. (2.3) one obtains the

sought OD spectrum of an aggregate of noninteracting pigments in their native environment

I(ω) ∝ ω ∑
n

d2
nAn(ω), (2.5a)

where thelineshape functionis defined as

An(ω) = Re
∫ ∞

0
dteiωt 〈eiH0te−iHnt〉 . (2.5b)

The main difficulty in calculating the quantum time correlation function in Eq. (2.5b) is

due to the fact that the HamiltoniansH0 andHn do not commute. If they would, then the

lineshape function could be expressed in terms of the energy gap density of states (DOS).

Indeed, in this case
〈
eiH0te−iHnt

〉
≈〈exp(−i∆Hnt)〉, with ∆Hn = Hn−H0, and by calculating

the time integral in Eq. (2.5b) would follow

An(ω)≈ πN (ω) , (2.6a)

N (ω)≡ 〈δ (ω−∆Hn)〉 ≈ 〈δ (ω−∆En(t))〉, (2.6b)

where the density of statesN (ω) is approximated by the binned histogram of the en-

ergy gap fluctuations∆En(t), obtained from combined MD/QC calculations. The Fourier

transform of the exact spectral representation of the correlation function

〈
e−iH0teiHt〉 = ∑

λ0,λn

ρλ0
|〈λ0|λn〉|2e−i(En,λn−E0,λ0

)t , (2.7a)
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whereρλ0
= Z−1

0 exp(−βE0,λ0
) is the statistical matrix of the electronic ground state, yields

A(ω) = 2π ∑
λ0,λn

ρλ0
|〈λ0|λn〉|2δ (ω−∆En,λn,λ0

) , (2.7b)

which can be regarded as a Franck-Condon weighted and thermally averaged density of

state [10]. By setting the Franck-Condon factors〈λ0|λn〉 equal to unity in Eq. (2.7b) one

obtains Eqs. (2.6). Since it is not possible to determine all these factors, it is often conve-

nient to use Eqs. (2.6) as approximation ofAn(ω) for calculating the OD spectrum, even

though they usually overestimate its broadening.

A systematic way of calculating the correlation function in Eq. (2.5b) is the cumulant

expansion method. Employing the second order cumulant approximation, often used in

optical spectra calculations [9], we obtain

〈
eiH0te−iHnt〉 =

〈
T exp

[
−i

∫ t

0
dτ∆Hn(τ)

]〉
≈ exp

[
−i〈∆Hn〉t−

∫ t

0
dτ(t− τ)Cn(τ)

]
,

(2.8)

where T is the time ordering operator,∆Hn(t) = eiH0t∆Hne−iH0t , Cn(t) = 〈δHn(t)δHn(0)〉,

and δHn(t) = ∆Hn(t)− 〈∆Hn〉. To make progress, the quantum statistical averages in

Eq. (2.8) will be approximated with classical ones involving the energy gap time series

∆En(t), i.e.,

〈∆Hn〉 ≈ 〈∆En(t)〉 ≡ ωn, (2.9a)

Re[Cn(t)]≈Cn(t)≡ 〈δEn(t)δEn(0)〉 , (2.9b)

whereδEn(t) = ∆En(t)−〈∆En〉. While approximating a quantum time correlation func-

tion by identifying its real part with the corresponding classical correlation function as in

Eq. (2.9b) is widely used [32–34], other approximation schemes have also been considered

in the literature [35]. Next, by invoking thefluctuation dissipation theorem̃Cn(−ω) =
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exp(−βω)C̃n(ω), whereC̃n(ω) =
∫ ∞
−∞ dtCn(t)exp(iωt) is the Fourier transform ofCn(t),

the quantum correlation function in terms of the realspectral density

Jn(ω) =
1
2

[
C̃n(ω)− C̃n(−ω)

]
=

1
2

(
1−e−βω

)
C̃n(ω) (2.10)

can be written as

Cn(t) = C ′
n(t)− iC ′′

n (t) =
∫ ∞

0

dω

π
Jn(ω) [coth(βω/2)cosωt− i sinωt] (2.11)

By identifying the real part of Eq. (2.11) with Eq. (2.9b) one can determine both the spectral

density and the imaginary part of the quantum correlation function, i.e.,

Jn(ω) = 2tanh(βω/2)
∫ ∞

0
dtCn(t)cosωt, (2.12)

and

C ′′
n (t) =

∫ ∞

0

dω

π
Jn(ω)sinωt. (2.13)

Thus, the lineshape function within the second cumulant approximation is

An(ω)≡ An(ω−ωn) =
∫ ∞

0
dt e−φn(t) cos[(ω−ωn)t +ϕn(t)], (2.14a)

where the broadening and frequency shift functions are given by

φn(t) =
∫ ∞

0
dτ (t− τ)Cn(τ) , (2.14b)

and

ϕn(t) =
∫ ∞

0
dω Jn(ω)

ωt−sinωt
ω2 . (2.14c)

A straightforward extension of the above method for calculating the lineshape function

and the OD spectrum ofN excitonically coupled pigment molecules would require the
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determination of the energiesEJ,λJ
and TDMsdJ corresponding to the excitonic states

|J;λJ〉, J = 1, . . . ,N. Unfortunately, the required QC calculations (by considering allN

pigments as a single quantum system) are still prohibitively expensive computationally.

Therefore, we employed aneffective Hamiltonianapproximation for determining the time

series∆EJ(t) = EJ(t)−E0(t) anddJ(t) from ∆En(t) anddn(t) of the individual pigments.

Assuming that these are coupled through the usual point dipole-dipole interaction

Vnm =
1

4πε0εr

[
dndm

r3
nm

−3
(dn · rnm)(dm · rnm)

r5
nm

]
, (2.15)

whereεr is the relative dielectric permittivity of the medium,rn is the position vector of

pigmentn, andrnm = rm− rn, the eigenvalue equation one needs to solve at every MD

timestep is

∑
m

[(∆Enδnm+Vnm)−∆EJδnm]c(J)
m = 0 . (2.16)

In term of the coefficientsc(J)
n = 〈J|n〉 the excitonic TDMs are

dJ = ∑
n
〈J|n〉dn . (2.17)

Next, by rewriting the Hamiltonian (2.1b) in diagonal form (i.e., in terms of noninteract-

ing excitons)H = ∑J HJ = ∑J,λJ
|J;λJ〉EJ,λJ

〈J;λJ|, after some algebra one arrives at the

equations 〈
µ̂

†
m, j(0)µ̂n,i(t)

〉
= ∑

J
〈J|n〉dn,idm, j〈m|J〉

〈
eiH0te−iHJt〉 , (2.18a)

and

∑
n,m

〈
µ̂

†
m, j(0)µ̂n,i(t)

〉
= ∑

J
dJ,idJ, j

〈
eiH0te−iHJt〉 . (2.18b)

Inserting Eq. (2.18b) into Eq. (2.3) one obtains the desired OD spectrum of the excitonic

system

I(ω) ∝ ω ∑
J

d2
JAJ(ω) , (2.19)
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where

AJ(ω) = Re
∫ ∞

0
dteiωt 〈eiH0te−iHJt〉 . (2.20)

We note that by replacing the site indexn with the excitonic indexJ most of the above

results for noninteracting pigments remain formally valid for the corresponding excitonic

system as well. For example, similar expressions to (2.6) and (2.14) can be easily derived

for estimatingAJ(ω).

2.2.2 Circular Dichroism

By definition, the CD spectrumICD(ω) is the difference betweenIL(ω) and IR(ω), the

OD spectra for left and right circularly polarized light, respectively. Unlike in the case of

the OD spectrum, the calculation ofICD(ω) even within the leading order approximation

requires taking into account the spatial variation of the light field across the PPC as well as

the excitonic coupling between the pigment molecules, regardless how small this may be.

The sensitivity of the CD spectrum to geometrical and local details of the PPC makes it a

quantity difficult to predict by theoretical modeling. The CD spectrum is given by [11]

ICD(ω) =
1
4
[IL(ω)− IR(ω)] ∝ ω Re

∫ ∞

0
dt eiωt ×∑

n,m

π

λ
εi jk(rn)k

〈
µ̂

†
m,i(0)µ̂n,i(t)

〉
(2.21)

whereλ is the wavelength of the incident light andεi jk is the unit antisymmetric tensor of

rank 3. Inserting Eq. (2.18a) into (2.21) and making use of Eq. (2.20), we obtain

ICD(ω) ∝ ω ∑
J

RJAJ(ω) , (2.22a)

where

RJ =
π

λ
∑
n,m
〈J|n〉[rn · (dn×dm)]〈m|J〉 (2.22b)
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is the so-calledrotational strengthof the excitonic stateJ. Note, that in the absence of the

excitonic coupling allRJ = 0 (because for a givenJ only one coefficient〈J|n〉 is nonzero)

and the CD spectrum vanishes. The rotational strength plays the same role for the CD

spectrum as the TDM strength for the OD spectrum. Specifically,RJ gives the coupling

between the TDM of the excitonic stateJ and the orbital magnetic moment of the other

excitons. The coupling to the local magnetic moment is assumed to be small (Cotton

effect) and usually is discarded [11, 20].

2.3 Simulations of Optical Spectra

In order to apply the results derived in section 2.2 for calculating the OD and CD spectra

of the B800 and B850 BChls in a single LH2 ring forRs. molischianumthe time series of

the Qy energy gap∆En(`∆t) and TDM dn(`∆t), ` = 0,1, . . . ,Nt , for all individual BChls

need to be determined. After building the computational model for the LH2 ring, we use

all atom MD simulations to follow the dynamics of the nuclear degrees of freedom, by

recording snapshots of the atomic coordinates at timest` = `∆t. Then, QC calculations are

used to compute∆En anddn for each of these snapshots.

2.3.1 Building the LH2 Rings

A perfect 8-fold LH2 ring was constructed starting from the crystal structure (pdb code

1LGH) of Rs. molischianum[12]. After adding the missing hydrogens, the protein system

was embedded in a fully solvated POPC† lipid bilayer of hexagonal shape. Finally, a total

of 16 Cl− counterions were properly added to ensure charge neutrality of the entire system

of 87,055 atoms. In order to reduce the finite-size effects, the hexagonal unit cell (with side

length∼ 60Å, lipid bilayer thickness∼ 42Å and two water layers of combined thickness

∼ 35Å) was replicated in space by using periodic boundary conditions.

†Abbreviation for 1-Palmitoyl, 2-Oleoyl-sn-glycero 3-PhosphoCholine
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2.3.2 Molecular Dynamics Simulations

The CHARMM27 force field parameters for proteins [36, 37] and lipids [38] were used.

Water molecules were modeled as TIP3P [39]. The force field parameters for BChls and

lycopenes were the ones used in [22]. After energy minimization, the system was subjected

to a 2 ns long equilibration in the NPT ensemble [40] at normal temperature (T = 300 K)

and pressure (p = 1 atm), using periodic boundary conditions and treating the full long-

range electrostatic interactions by the particle mesh Ewald (PME) method [41]. All MD

simulations were preformed with the program NAMD 2.5 [42], with a performance of

∼ 8.5 days/ns on 24 CPUs of an AMD 1800+ Beowulf cluster. During equilibration an

integration time step of 2 fs was employed by using the SHAKE constraint (bond lengths

are set to their equilibrium values) on all hydrogen atoms [43]. After the 2 ns equilibration,

a 1 ps production run with 1 fs integration step was carried out with atomic coordinates

saved every other timestep, resulting inNt = 500 MD snapshots with∆t = 2 fs time sepa-

ration. These configuration snapshots were used as input for the QC calculations described

below.

2.3.3 Quantum Chemistry Calculations

The time series of the Qy transition energies∆En and dipole momentsdn of individual

BChls can be determined only approximately from the configuration snapshots obtained

from MD simulations. The level of approximation used is determined by: (i) the actual

definition of the optically activequantum system, i.e., the part of the system that is re-

sponsible for light absorption and needs to be treated quantum mechanically; (ii) the actual

choice of the QC method used in the calculations; and (iii) the particular way in which the

effect of the (classical) environment on the quantum system is taken into account in the QC

calculations.

Because the optical properties of BChls are determined by the cyclic conjugatedπ-

19



electron system of the macrocycle, the quantum system was restricted to a truncated struc-

ture of the BChl-a containing 49 atoms in the porphyrin plane. The truncation consisted

in removing the phytyl tail and in replacing the terminal CH3 and CH2CH3 groups on

the macrocycle with H atoms in order to satisfy valence requirements. Similar truncation

schemes have been employed previously [32, 44], but the number of atoms retained in the

optically active macrocycle was 44 and 84, respectively. According to the crystal structure

[12], the B800 and B850 BChls in LH2 fromRs. molischianumdiffer only in the length of

their phytyl chain, having a total of 107 and 140 atoms, respectively. The removal of the

phytyl tail reduces dramatically both the size of the quantum system and the correspond-

ing QC computational time. Furthermore, for the truncated BChls the non trivial task of

automatic identification of the Qy excited state in the case of a large number of such com-

putations becomes easier and more precise. Although in general the different truncation

schemes yield excitation energy time series with somewhat different (shifted) mean values,

the corresponding energy fluctuations, which play the chief role in calculating the opti-

cal absorption properties of PPC at room temperature in their native environment, are less

sensitive to the actual size of the truncated pigment.

The Qy excitations of the truncated BChls were calculated by using Zerner’s semiem-

pirical intermediate neglect of differential overlap method parametrized for spectroscopy

(ZINDO/S) within the single-point configuration interaction singles (CIS) approximation

[45, 46]. Because it is much faster and more accurate than most of the computationally af-

fordableab initio QC methods (e.g., the Hartree-Fock (HF) CIS method with the minimal

STO-3G∗ basis set), ZINDO/S CIS has been extensively used in the literature to compute

low lying optically allowed excited states of pigment molecules [25, 26, 47, 48]. In cases

similar to this study, where thousands of QC calculations are required, the proper balancing

between speed and accuracy is absolutely essential. To further increase the computational

speed, the active orbital space for the CIS calculations was restricted to the ten highest

occupied (HOMO) and the ten lowest unoccupied (LUMO) molecular orbitals. According
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to previous studies [32], as well as our own testings, the choice of a larger active space

has negligible effect on the computed Qy states. The ZINDO/S calculations were carried

out with the QC program packages HyperChem 7.5 [49] and GAUSSIAN 98 [50]. Each

calculation determined the lowest four excited states. Only in a small fraction (< 5%) of

cases was the identification of the Qy excited state (characterized by the largest oscillator

strength and corresponding to transitions HOMO→LUMO and HOMO−1→LUMO+1)

problematic, requiring careful inspection. We have found that even in such cases the Qy

state had the largest projection of the TDM along they-axis, determined by theNBandND

nitrogen atoms.

The effect of the environment on the quantum system was taken into account through

the electric field created by the partial point charges of the environment atoms, including

those BChl atoms that were removed during the truncation process. Thus, the dynamics

of the nuclear degrees of freedom (described by MD simulations) have a two-fold effect

on the fluctuations of the Qy state, namely they lead to: (1) conformational fluctuation of

the (truncated) BChls, and (2) a fluctuating electric field created by the thermal motion

of the corresponding atomic partial charges. In order to assess the relative importance

of these two effects, the time series∆En(t) were calculated both in the presence and in

the absence of the point charges. Since the ZINDO/S implementation in GAUSSIAN 98

does not work in the presence of external point charges, these calculations were done with

Hyperchem. The ZINDO/S calculations without point charges were carried out with both

QC programs and yielded essentially the same result. In [32] it has been found that at

least a 2.2 ps long MD trajectory was needed for proper evaluation of optical observables

related to their MD/QC calculations. However, our test calculations showed no significant

difference between the energy gap autocorrelation functions calculated from a 2 ps and a

1 ps long energy gap time series. Therefore, to reduce the computational time we have

opted for the latter. For each case, we have performed a total of 12,000 (500 snapshots×

24 BChls) ZINDO/S calculations. On a workstation with dual 3GHz Xeon EM64T CPU
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it took ∼ 2.3 min/CPU for each calculation with point charges, and only∼ 0.7 min/CPU

without point charges. Thus, on a cluster of five such workstations, all 24,000 ZINDO/S

runs were completed in∼ 1.9+0.6 = 2.5 days.

2.4 Energy Gap Density of States

Figure 2.2 shows the Qy energy gap DOS,N (ω), of the individual B800 [top (a) panel] and

B850 [bottom (b) panel] BChls calculated, according to Eqs. (2.6), as normalized binned

histograms of the time series∆EB800≡ ∆En(t`) with n = 17, . . . ,24, and∆EB850≡ ∆En(t`)

with n = 1, . . . ,16, respectively. In order to eliminate the noise due to finite sampling, the

graphs have been smoothened out by a running average procedure. The same smoothing

out procedure has been applied to all subsequent lineshape and spectra calculations. In

the absence of the point charge distribution of the environmentN (ω) for B800 and B850

(dashed lines) are almost identical, having peak position at 1.51 eV (817 nm) and 1.515 eV

(818 nm), and full width at half maximum (FWHM) 51 meV and 59 meV, respectively.

The fact that the peak position practically coincides with the mean energy gap is indicative

that the DOS is symmetric with respect to its maximum. It should be noted that essentially

the same mean energy gap of 1.5 eV was obtained in similar MD/QC calculations (i) in

this study (data not shown), in the case of a truncated BChl-a in vacuum but artificially

coupled to a Langevin heat bath at room temperature, and (ii) by Mercel et al. [32] for a

BChl-a solvated in methanol, also at room temperature. Although in case (ii) the width

of the DOS is somewhat broader (FWHM≈ 65 eV) than in case (i), for which FWHM

≈ 58 meV, based on these results one can safely conclude that the thermal motion of the

nuclei in individual BChls lead to Qy energy gap fluctuations that are insensitive to the

actual nature of the environment. Since in the LH2 fromRs. molischianumthe surrounding

of the B800s is polar, while that of the B850s is not, one expects that once the point charges

of the environment are taken into account in the QC calculations,N (ω) should change
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Figure 2.2: Normalized DOS,N (ω), for (a) B800, and (b) B850 BChls in LH2 of
Rs. molischianumcomputed as binned histograms of the corresponding Qy excitation en-
ergy time series obtained from combined MD/QC simulations. Whether the charge fluc-
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an important difference inN (ω) only for B800. In (b) the DOS of the B850 excitons is
shown as a thick solid line.
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Figure 2.3: Average transition dipole moments〈dJ〉 corresponding to theJ = 1, . . . ,16
B850 excitonic states. Both〈dJ〉 and the corresponding error bars are expressed relative to
the mean dipole moment of individual B850s.

dramatically only in the case of B800. Indeed, as shown in Fig. 2.2b (solid line), in the

presence of point charges the peak ofNB850(ω) is only slightly red shifted to 1.502 eV

(825 nm) and essentially without any change in shape with FWHM≈ 53 meV. By contrast,

the DOS for B800 in the presence of point charges (Fig. 2.2a) has qualitatively changed.

The induced higher energy fluctuations not only spoil the symmetry ofNB800(ω), but also

increase dramatically its broadening, characterized by FWHM≈ 100 meV. Thus, in spite

of a small blueshift to 1.528 eV (811 nm) of the peak ofNB800(ω) the mean value of the

energy gap〈∆EB800〉= 1.556 eV (797 nm) is increased considerably, matching rather well

the experimental value of 800 nm.

The time series of the excitonic energies∆EJ(t`), J = 1, . . . ,16, of the B850 BChls

were determined by solving for each MD snapshot, within the point-dipole approximation,

the eigenvalue equation (2.16). In calculating the matrix elements (2.15),rn was identified

with the position vector of the Mg atom in then-th BChl. Consistent with the Condon

approximation, the magnitude of the computed B850 TDM time series exhibited a standard

deviation of less than 4% about the average value〈dB850〉 = 11.77 D. The latter is by a
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factor of k = 1.87 larger than the experimentally accepted 6.3 D value of the Qy TDM

of BChl-a [51]. Thus, to account for this overestimate of the TDM by the ZINDO/S CIS

method, it was rescaled by the factork−1. The relative dielectric constant of the protein

environment in Eq. (2.15) was set to a reasonable valueεr = 1.86. The mean value of

the nearest neighbor dipolar coupling energies between B850s were 27 meV≈ 220 cm−1

within a protomer and 24 meV≈ 196 cm−1 between adjacent heterodimers. Just like in the

case of individual BChls, the DOS corresponding to the B850 excitonic energies (Fig. 2.2b

- thick line) was calculated as a binned histogram of∆EJ(t`). As expected, the excitonic

DOS is not sensitive to whether the point charges of the environment are included or not in

the B850 site energy calculations.

The mean excitonic TDMs, calculated from Eq. (2.17) and expressed in terms of〈dB850〉,

are shown in Fig. 2.3. The error bars represent the standard deviation of the time series

dJ(t`). In agreement with previous studies, most of the dipole strength is amassed into the

lowest three excitonic states.

As discussed in Sec. 2.2.1, a rough estimate of the lineshape function can be obtained

as the combined DOS of the B800 BChls and B850 excitons. In this approximation the OD

spectrum reads

IDOS(ω) ∝ ω

[
∑
J

d2
J〈δ (ω−∆EJ)〉+ ∑

B800
d2

B800〈δ (ω−∆EB800)〉

]
, (2.23)

where theB800 index in the last term means summation over all B800 BChls. Figure 2.4

shows the calculatedIDOS(ω) blueshifted by 20 eV (solid line) in order to match the B850

peak position with the one in the experimental OD spectrum [25, 31] (dashed line). While

the B850 band and the relative heights of the two peaks inIDOS(ω) match rather well the

experimental data, the position and the broadening of the B800 peak do not. This result

clearly shows that in general peak positions in optical spectra may be shifted from the

corresponding peak positions in the excitation energy spectrum due to correlation effects
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calculated using Eq. (2.24). The mean square energy gap fluctuations areCB800(0) =
3.16×10−3 eV2 andCB850(0) = 8.68×10−4 eV2.

between the ground and optically active excited states. The latter may also lead to different

line broadening of the corresponding peaks. Thus, it appears that in principle, methods

for simulating optical spectra in which the position of the peaks are identified with the

computed excitation energies (stick spectrum) are not entirely correct and using instead

more sophisticated methods that include quantum correlation effects should be preferred.

Such method, based on the cumulant approximation of the lineshape function as described

in Sec. 2.2, is used in the next section for calculating the OD spectrum of an LH2 ring from

Rs. molischianum.

2.5 Linear Absorption Spectrum

The key quantity for calculating the lineshape functions of the individual B850 and B800

BChls is the (classical) autocorrelation functionCn(t) = 〈δEn(t)δEn(0)〉 of the energy gap
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fluctuationδEn(t) = ∆En(t)−〈∆En〉 determined from the combined MD/QC calculations.

Because the time series∆En(t) were too short for a proper evaluation of the ensemble

average in the individualCn(t), a single time correlation functionCB800(t) [CB850(t)] was

determined by averaging over all B800 [B850] BChls according to the formula

Cα(t`) =
1
M ∑

m

[
1

Nt − `

Nt−`

∑
k=1

δEm(t` + tk)δEm(tk)

]
,

whereM = 8, m= 17, . . . ,24 for α = B800,

andM = 16, m= 1, . . . ,16 for α = B850.

(2.24)

The normalized correlation functionsCα(t)/Cα(0), α ∈{B800,B850}, are plotted in Fig. 2.5.

Cα(0) = 〈δE2〉 represents the variance of the energy gap fluctuations withCB800(0) =

3.16× 10−3 eV2 andCB850(0) = 8.68× 10−4 eV2. The behavior of the two correlation

functions is rather similar during the first 150 fs. Following a sharp decay to negative

values in the first 9 fs, both functions exhibit an oscillatory component of approximately

18.5 fs period and uneven amplitudes which are larger for the B800. After∼ 150 fs, the

autocorrelation functions behave in a distinctive manner, both becoming negligibly small

for t > 400 fs.

The spectral densitiesJα(ω) for B800 and B850, determined according to Eq. (2.12),

are shown in Fig. 2.6. The prominent peak aboutωp = 0.22 eV is due to the fast ini-

tial decay ofCα(t). Being reported in previous studies [22, 32], by using bothab initio

(HF/CIS with STO-3G∗ basis set) and semi empirical QC methods, these spectral features

appear to be intrinsic properties of BChl-a, most likely originating from a strong coupling

of the pigment to an intramolecular C=O vibronic mode. Often, the environment in a

PPC is modeled as an equivalent harmonic (phonon) heat bath for which the cumulant

approximation is exact [9]. The corresponding phonon spectral density can be written as

J(ω) = ω2∑λ g2
λ

δ (ω −ωλ ), wheregλ is the coupling constant to the phonon modeλ .

Thus, one can interpret the magnitude of the spectral functions in Fig. 2.6 as a measure of
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Figure 2.6: Spectral density functionJ(w) for B800 (dashed line) and B850 (solid line)
obtained according to Eq. (2.12).

the coupling strength to phonons of that particular frequency. The complex structure of the

spectral functions indicate that all inter and intra molecular vibronic modes with frequency

belowωp will contribute to the lineshape function. Hence, attempts to use simplified model

spectral functions appear to be unrealistic, even if these may lead to absorption spectra that

match the experimental results.

The lineshape functions of individual B800 and B850, calculated from Eqs. (2.14),

are plotted in Fig. 2.7. The origin of the frequency axis corresponds to the mean energy

gapsωB800 andωB850, respectively. The highly polarized surrounding of the B800 BChls

in Rs. molischianumrendersAB800(ω) twice as broad (FWHM≈ 26 meV) asAB850(ω)

(FWHM ≈ 13 meV). Also, the redshift of the peak of the former (∆ω ≈ 25 meV) is more

than three times larger than that of the latter (∆ω ≈ 7 meV).

Since the available simulation data is not sufficient to properly estimate the excitonic

lineshape functionsAJ(ω), by neglecting the effect ofexchange narrowing[11, 20], we ap-
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Figure 2.7: Lineshape functionsAB800(∆ω) (dashed line) andAB850(∆ω) (solid line).

proximated these withAB850(ω). Thus, the OD spectrum of the LH2 BChls was calculated

by using the formula

I(ω) ∝ ω

[
∑
J

d2
JAB850(ω−ωJ)+8d2

B800AB800(ω−ωB800)

]
, (2.25)

whereωJ = 〈∆EJ〉.

As shown in Fig. 2.8, after an overall blueshift of 20 meV,I(ω) matches remarkably

well the experimental OD spectrum, especially if we take into account that it was obtained

from the sole knowledge of the high resolution crystal structure of LH2 fromRs. molis-

chianum. The reason why both B800 and B850 peaks ofI(ω) are somewhat narrower

than the experimental ones is most likely due to the fact that the effect of static disorder

is ignored in the present study. Indeed, all calculations were based on a single LH2 ring,

while the experimental data is averaged over a large number of such rings. While compu-

tationally expensive, in principle, the effect of static disorder could be taken into account
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Figure 2.8: Computed (solid line) and experimental (dashed line) absorption spectra (in
arbitrary units) of the BChl aggregate inRs. molischianumLH2. The computed spectrum
has been blue shifted by 20 meV for best match.

by repeating the above calculations for different initial configurations of the LH2 ring and

then averaging the corresponding OD spectra.

To conclude this section, we relate our work to two previous combined MD/QC studies

[22, 32]. In [32] it is argued that theab initio QC method (HF/CIS with the STO-3G∗

basis set) should be preferred to semi empirical methods for calculating optical spectra

because it reproduces better their experimental results. The FWHM of their calculated

semi empirical andab initio absorption spectra of BChl-a in methanol are∼ 65 meV and∼

125 meV, respectively. These values are similar to the ones we obtained for the same type of

calculations for BChl-a in vacuum and in LH2 embedded in its native environment. Since,

except [32], all experimental results on the Qy absorption band of BChls we are aware

of, have a FWHM of< 85 meV at room temperature, we conclude that in fact the semi

empirical ZINDO/S method should be preferable to theab initio QC method. In general,

the latter overestimates the broadening of the OD spectrum by a factor of 2 to 3. In [22],
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the OD spectrum of individual B850s (i.e., without excitonic coupling) calculated with the

ab initio method yielded the same FWHM of∼ 125 meV as in [32]. Once the excitonic

coupling was included within the framework of a polaron model, and it was assumed that

the entire oscillator strength was carried by a single exciton level of a perfect B850 ring,

the FWHM of the resulting OD spectrum was reduced to∼ 43 meV as a result of exchange

narrowing. Even though the obtained OD spectrum matched well the corresponding part

of the experimental one, when applying the same method to the B800s, where there is

no exchange narrowing, the polar environment further broadens the corresponding OD

spectrum to a FWHM of∼ 250 meV that is clearly unphysically large. The conclusion

is again that the ZINDO/S CIS semi empirical method should be preferred for calculating

optical spectra of PPCs.

2.6 Circular Dichroism

The CD spectrum of the LH2 BChls fromRs. molischianumwas determined by follow-

ing the theoretical approach described in Sec. 2.2 and by employing the same time series

(obtained from the combined MD/QC calculations) used for calculating the OD spectrum.

First, the rotational strength of both B850 excitons and B800 BChls were determined

by using Eq. (2.22b). In this equation, just like in the case of the point-dipole interaction

matrix elements (2.15), the vectorrn described the position of the Mg atom in thenth

BChl. As already clarified in Sec. 2.2.2, the calculation of the rotational strength of the

B800 BChls requires solving the corresponding excitonic Hamiltonian (2.16) regardless

of how small the dipole-dipole coupling is between these BChls. The calculation does

not yield either noticeable corrections to the B800 excitation energies or admixture of the

corresponding Qy states, however, it leads to sizable mean rotational strengths as shown in

Fig. 2.9 (filled circles). Similarly to the TDM strengths (Fig. 2.3), the largest (negative)

mean rotational strengths are carried by the four lowest B850 excitonic states as shown in
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(rectangles) BChls as a function of the corresponding excitonic energies. The purpose of
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line) BChls. (b) Comparison between the computed (solid line) and experimental (dashed
line) CD spectrum of the BChl aggregate inRs. molischianumLH2.
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Fig. 2.9 (open squares). The second highest excitonic state also has a sizable rotational

strength and is responsible for enhancing the positive peak of the B800 contribution to the

CD spectrum (Fig. 2.10a).

Second, the CD spectrum is calculated from Eq. (2.22a) where the summation in-

dex J runs over all B850 and B800 excitonic states andAJ(ω) = Aα(ω −ωJ), with α ∈

{B850,B800}. Figure 2.10a shows the CD spectrum contribution by the B850 (solid line)

and B800 (dashed line). Both contributions have the same qualitative structure with in-

creasing energy: a pronounced negative peak followed by a smaller positive one. The

B850 negative CD peak is about twice as large as the corresponding B800 peak. The total

CD spectrum, given by the superposition of the B850 and B800 contributions, is shown

in Fig. 2.10b (solid line) and matches fairly well the experimental spectrum [25] (dashed

line). It should be emphasized that apart from an overall scaling factor the CD spectrum

was calculated from the same MD/QC data as the OD spectrum by following the procedure

described above.

2.7 Conclusions

By applying an approach that combines all atom MD simulations, efficient semi empiri-

cal QC calculations and quantum many-body theory, it has been shown that starting from

the sole knowledge of the atomic structure of the LH2 ring fromRs. molischianum, the

OD and CD spectra of this PPC can be predicted with reasonable accuracy at affordable

computational costs.

The configuration snapshots, taken with femtosecond frequency during the MD simu-

lation of the PPC in its native, fully solvated lipid-membrane environment at room tem-

perature and normal pressure, provide the necessary input for the QC calculations of the

optical excitation energies and transition dipole moments of the pigment molecules. The

obtained time series are used to evaluate within the second cumulant approximation the op-
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tical lineshape functions as the Fourier transform of the quantum dipole-dipole correlation

function. The choice of the ZINDO/S CIS method for the QC calculations was motivated

by the fact that it is almost two orders of magnitude faster and much more accurate than the

most affordableab initio method (HF/CIS with the STO-3G∗ basis set). Compared to the

former, the latter method overestimates by a factor of 2 to 3 both the excitation energies and

the broadening of the energy spectrum. Just like in several previous studies [25, 26, 47, 48],

we have found that the ZINDO/S method repeatedly yields results in good agreement with

existing experimental data.

By investigating the excitation energy spectrum of the LH2 BChls both in the pres-

ence and in the absence of the atomic partial charges of their environment, this study has

convincingly demonstrated that the large broadening of the B800 peak is due primarily to

the electric field fluctuations created by the polar surrounding environment of the B800s.

There is no such effect for the B850s, which lay in a nonpolar local environment. The

broadening of the B850 peak is due to the excitonic coupling between these BChls. Since

only the lowest three excitonic states carry most of the available dipole strength, in spite

of the∼ 0.2 eV wide excitonic band, the B850 absorption peak has a FWHM only slightly

larger than the B800 one.
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3 Calculating free energy profiles
and diffusion coefficients from
non-equilibrium molecular
dynamics simulations
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3.1 Introduction

The study of the structure-function relationship of large biomolecules often requires fol-

lowing their dynamics on a meso- or even macro-scopic time scale while retaining its

atomic scale spatial resolution. A typical example is molecular and ion transport through

protein channels [54]. While structural details are needed at atomic resolution in order to

determine the forces that guide the diffusion of the particles across the channel, the dura-

tion of the permeation process may exceed by several orders of magnitude the time scale of

a few tens of nanoseconds currently attainable by all atom molecular dynamics (MD) sim-

ulations [55]. In such cases, a simplified alternative approach is to model the transported

molecule in the channel as an overdamped Brownian particle that diffuses along the axis

of the channel in the presence of an effectivepotential of mean force(PMF) that describes

its interaction with the rest of the atoms in the system [56]. A PMF is the Landau free

energy profile along areaction coordinate(RC), ororder parameter[55], and it can be de-

termined from the equilibrium statistical distribution function of the system by integrating

out all degrees of freedom except the RC [57, 58]. In principle, both the effective diffusion

coefficient and the PMF, quantities that enter the Langevin equation of motion (or, equiva-

lently, the corresponding Fokker-Planck equation [59]) which determines the dynamics of

the transported molecule, can be determined from MD simulations. In practice, however,

the calculation of PMFs is rather difficult and computationally expensive [57, 60].

Since even the longest equilibrium MD (EMD) trajectories can sample only a small

region of the RC domain of interest, the one situated in the vicinity of the PMF minimum,

simple EMD simulations are not suitable for PMF calculations. The traditional method

for calculating PMFs using biased EMD simulations isumbrella sampling(US) [57, 61,

62]. However, US may become computationally unaffordable when too many sampling

windows are required. This may happen when the amplitude of the equilibrium fluctuations

This chapter is based on published article [52] and manuscript [53].
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of the RC is very small compared to the size of the RC interval in which the PMF is sought.

In such cases the RC can be sampled efficiently by employingsteered molecular dy-

namics[63] (SMD) in which the system is guided, according to a predefined protocol, along

the RC by using, e.g., aharmonic guiding potential(HGP). By choosing a sufficiently large

value for the elastic constant of the HGP, i.e., within thestiff-spring approximation[5, 64]

(SSA), the distance between the target and actual value of the RC at a given time can be

kept below a desired value. In general, for a large system (∼ 105 atoms) computationally

one can afford only a limited number (typically∼ 10) of suchnonequilibriumSMD pulls,

and the real challenge is to find a way to reconstruct the PMF (at least semiquantitatively)

along the RC using this limited amount of data. In principle, the equilibrium PMF can

be reconstructed from theJarzynski equality(JE) that relates the equilibrium free energy

difference∆F between two states to the average of the external workW done along all

nonequilibrium paths that connect those states and are subject to the preestablished RC

variation protocol [65, 66]. In terms of thedissipative work Wd = W−∆F , JE can be writ-

ten as〈exp(−βWd)〉 = 1, whereβ = 1/kBT, kB is the Boltzmann constant andT is the

temperature of the heat bath (environment). In the case ofreversible worksthe system is

at equilibrium at all times. ThereforeWd = 0 and JE is trivially satisfied. In general SMD

pulls are nonequilibrium withWd > 0 along most of the trajectories. However, the validity

of JE depends crucially on a small fraction of trajectories withWd < 0, that transiently vi-

olate thesecond law of thermodynamics. Since such trajectories (whose number decreases

exponentially withWd) are very unlikely to occur among a few fast SMD pulls, it is clear

that the sought PMF cannot be determined by the direct application of JE, except when

the pulling paths are close to equilibrium (i.e., whenWd < kBT). Under near-equilibrium

conditions, the validity of JE has been confirmed in an RNA stretching experiment [67, 68].

Even though many papers were dedicated to the applications of JE [69–79] and otherfluc-

tuation theorems[80, 81], there are surprisingly few studies which use SMD simulations

combined with the JE to calculate PMFs for large biomolecules [5, 82].
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This chapter presents a simple and efficient method for calculating PMFs, referred to as

theFR method, that is compared to other popular methods in literature. The proposed FR

method calculates simultaneously both the PMFU(z) and the corresponding diffusion coef-

ficientD(z) along a RCz for a classical many particle system by employing a small number

of fast nonequilibrium SMD pulls in both forward (F) and time reverse (R) directions, with-

out invoking JE. In fact, as already mentioned, for such limited number of processes JE fails

to hold. The essence of the FR method, can be summarized as follows: Several fast F and

R SMD pulls are carried out within the SSA. The latter guaranties that (i) the RC follows

closely its target value determined by the pulling protocol, (ii) the change in PMF (∆U) is

well approximated by the corresponding change in the free energy (∆F) of the system bi-

ased by the HGP, and (iii) the work distribution functionPF/R(W) along F/R paths is Gaus-

sian. A few F and R SMD trajectories are sufficient to samplePF/R(W) about its maximum

(see Fig. 3.1) and, therefore, determine approximately the mean F/R workWF/R. How-

ever, the same data is insufficient for even a rough estimate of the varianceσ2
W =W2−W

2
,

i.e., of the actual width ofPF/R(W). From Crooks’transient fluctuation theorem[83]

(TFT) [see Eq. (3.16)], which is more general than JE, follows that ifPF(W) is Gaussian

thenPR(W) is also a Gaussian with the same varianceσ2
W = 2kBTWd, and peak position

WR = WF −2∆F . Thus, (i) the PMF is given by∆U = ∆F = (WF −WR)/2, and (ii) the

mean dissipative work is the same for both F and R paths, given byWd = (WF +WR)/2.

FromWd the position dependent diffusion coefficient isD = kBTv/(dWd/dz).

Thus, the reason why previous studies failed to reconstruct the PMF fromunidirec-

tional SMD pulls far from equilibrium by using JE is because such approach requires the

complete sampling of the corresponding work distribution function, which is impossible

to obtain from a limited number of pulls. While the mean work can be easily estimated,

obtaining the PMF and the mean dissipative work requires either the knowledge of the pre-

cise variance of the F work distribution function (e.g., when the F SMD paths are close

to equilibrium andWd is small) or additional information that may come from a set of R
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Figure 3.1: Gaussian forward (long-dashed), reverse (dotted) and dissipative (solid) work
distribution functions within thestiff spring approximation. The shaded region inPF/R(W)
is the one sampled in F/R SMD pulls. The tail region ofPd(W) corresponding to negative
dissipative work is also highlighted.

SMD pulls, as outlined above. The solution to this problem offered by the FR method is

surprisingly simple, but its validity depends crucially on Crooks’ TFT and the Gaussian

nature ofPF/R(W) guaranteed by SSA. In particular, the conclusion thatWd is the same

for both F and R SMD paths is highly non trivial.

In the following, we consider a classical many particle system: deca-alanine peptide in

vacuum, artificially coupled to a heat bath, used to test the efficiency and viability of the FR

method. The system is described by the HamiltonianH0(Γ), whereΓ ≡ {r ,p} represents

the phase space coordinates of all the atoms in the system. It is assumed that the conditions

for which JE and TFT hold are met, i.e., the dynamics are Markovian and preserve the

equilibrium ensemble, and the energy of the system is finite [83]. These conditions are met

in MD simulations in both NVT and NPT ensembles [64].
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3.2 Reaction Coordinates and Potential of Mean Force

In general, any PMF calculation starts with the identification of a properly chosen RC

whose change in time describes the evolution of the state of the system [57, 58]. In the case

of our system, a proper RC is the end-to-end distance, denoted byz.

By definition, the PMFU(z) is determined from the equilibrium distribution function

of the system by integrating out all degrees of freedom except the RCz, i.e., [57]

e−βU(z) ≡ p0(z) =
∫

dΓ
e−βH0(Γ)

Z0
δ [z− z̃(Γ)] , (3.1)

wherep0(z) is the equilibrium distribution function of the reaction coordinate,Z0 is the

partition function andδ (z) is the Dirac-delta function whose filtering property guarantees

that the integrand in Eq. (3.1) is nonzero only when the RC has the desired value, i.e., when

z̃(Γ) = z. Hereafter, the convention thatz [or z(t)] represents the target value of the RC,

while z̃≡ z̃(Γ) represents the actual value of the RC is used. Also, unless otherwise stated,

the energy is measured in units ofkBT, e.g., in Eq. (3.1) one needs to setβ = 1.

In principle, the equilibrium distribution functionp0(z) can be easily computed from

EMD simulations, since it is proportional to the logarithm of the binned histogram of the

RC sampled along the MD trajectory. Thus, the PMF is given by

U(z) =− log[p0(z)] . (3.2)

In terms of theU(z) the equilibrium average of any functionf (z̃) of the RC is

〈 f (z̃)〉0 =
∫

dΓ
e−H0(Γ)

Z0
f (z̃)

∫
dzδ [z− z̃(Γ)]

=
∫

dze−U(z) f (z) =
∫

dz p0(z) f (z) . (3.3)

As already mentioned, in practice, even the longest EMD trajectories sample only the re-
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gion of the reaction coordinate domain within the vicinity of the PMF minimum) and,

therefore, the direct application of Eq. (3.1) is impractical.

3.3 Harmonic Guiding Potential

In order to properly sample energetically more difficult to reach regions, one needs toguide

or steerthe system towards those regions by employing, e.g., a harmonic guiding potential

(HGP)

Vz(z̃)≡V(z̃(Γ)|z) =
k
2
[z̃(Γ)−z]2 , (3.4)

wherek ≡ kz is the stiffness (elastic constant) of the HGP. The Hamiltonian of the new

biased system becomesHz = H0 +Vz(z̃). As a result, atom “j” in the selection that defines

the RC will experience an additional force

F j =−∂Vz

∂ r j
=−k[z̃(Γ)−z]

∂ z̃(Γ)
∂ r j

. (3.5)

Thus, the HGP (3.4) will force the system to evolve in the configuration space in such a

way that at all times ˜z stays confined in the vicinity ofz.

The free energy differenceδFz = Fz−F0 between the equilibrium states of the systems

described by the HamiltoniansHz andH0 can then be written as a Gaussian convolution of

exp[−U(z)]. Indeed,

e−δFz =
∫

dΓ
e−βH0(Γ)

Z0
e−Vz(z̃(Γ))

=
〈

e−Vz(z̃)
〉

0

=
∫

dz′e−U(z′)e−Vz(z′) =
∫

dz′e−U(z′)e−
k
2(z−z′)2

. (3.6)
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3.4 Stiff Spring Approximation

The sought PMF,U(z), can be obtained from Eq. (3.6) by Gaussian deconvolution of the

free energy factor exp(−δFz). However, it is more convenient to resort to the largek or

stiff-spring approximation[5, 64, 84] (SSA). Assuming that we seek to determineU(z)

with a spatial resolutionδz, by choosing the spring constant such thatk� 2/(δz)2 one can

easily see that in Eq. (3.6) the main contribution to the last integral comes from the region

|z−z′| � δz, and therefore one can write

e−δFz ≈ e−U(z)
∫

dz′e−
k
2(z−z′)2

=

√
2π

k
e−U(z) . (3.7)

The logarithm of both sides in Eq. (3.7) yieldsδFz = Fz−F0 =U(z)+const. and, therefore,

∆U = U(z)−U(z0)≈ ∆F = Fz−Fz0 . (3.8)

Thus, within the SSA the PMF of the unbiased system is well approximated by the free

energy difference of the system biased by the HGP. To make sure that the distance between

the targetz(t) and actual ˜z values of the RC on average stays smaller than the desiredδz,

one needs to chose the spring constant according to

k > max

{
2α

(δz)2 ,
2Umax

(δz)2

}
, (3.9)

whereUmax is the highest PMF barrier one wants to explore, andα � 1.

3.5 PMF Using Umbrella Sampling and WHAM

In umbrella sampling[57, 61, 62, 85], the range of RC values of interest is divided intoNw

sampling windowscentered about conveniently chosen valueszi , i = 1, . . . ,Nw. Next, the

reaction coordinate is sampled in each window separately by preparing identical replicas
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of the system and applying the harmonic guiding potentialVzi(z̃). As a result, the biased

distribution functions can be readily obtained by direct sampling of the reaction coordinate

for the biased system, i.e.,pi(z) = (Z0/Zi)e−Vi(z)p0(z), where, for brevity, the indexzi has

been replaced byi. By inverting this equation, the equilibrium distribution in each window

can be expressed in terms of the biased distribution of the reaction coordinate. The standard

method for efficiently stitching together the biasedpi(z)’s in order to obtain the equilibrium

p0(z), and therefore the sought PMF, is the so calledweighted histogram analysis method

or WHAM [85], according to which

p0(z) =
∑Nw

i=1Ni pi(z)

∑Nw
i=1Nie−Vi(z)/〈e−Vi〉

, (3.10a)

〈e−Vi〉 =
∫

dz p0(z)e−Vi(z) , (3.10b)

with Ni the number of data points used to constructpi(z). The above non-linear coupled

WHAM equations, that need to be solved iteratively, minimize the errors in determining

p0(z). When applicable, US combined with WHAM is perhaps the best choice for calcu-

lating PMFs. In practice, however, one often encounters situations in which the minimum

number of US windows required to properly cover the range of RC values of interest is

excessively large and the application of the method may become computationally unattain-

able. Molecular and ion transport through channel proteins is a good example. Potassium

transport through gramicidin A channel, and glycerol transport through the GlpF channel

are discussed in detail in Chp. 4.
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3.6 The Transient Fluctuation Theorem and Jarzynski’s

Equality

In steered molecular dynamics (SMD) simulations[63], where initially the system is in

an equilibrium state characterized byz(0), the target value of the RCz(t) is varied in

time according to a given protocol. For example, in constant velocity SMD (cv-SMD)

z(t) = z(0)+ vt, 0≤ t ≤ τ, wherev is the constant pulling speed equal to the ratio of the

total pulling distance to the desired simulation timeτ. The SMD pulling paths of the system

when t increases from 0 toτ are referred to as forward (F) paths. The time reverse (R)

pulling paths are obtained by starting the system from an equilibrium state corresponding

to z(τ) and reversing the sign oft in z(t) for F paths:zR(t) = zF(τ−t) = z(τ)−vt, 0≤ t ≤ τ.

The choice of a sufficiently large spring constant (see Sec 3.4) in this time dependent HGP

[Eq. (3.4)] guarantees that the instantaneous RC, ˜z(t), follows closely the target valuez(t)

during the pulling process. Thus, cv-SMD is a fast sampling method of the RC by driving

the system out of equilibrium. The fastest pulls drive the system out of equilibrium the

most. The work done during a cv-SMD simulation is given by

Wt ≡Wz =
∫ z(t)

z0

dz[∂Vz(z̃)/∂z] = k
∫ z(t)

z0

dz(z− z̃) . (3.11)

Crooks has shown that under rather general conditions, listed at the beginning of this

section, the following nonequilibrium fluctuation theorem holds[83]

〈
f (W)e−WdF

〉
F = 〈 f (−W)〉R , (3.12a)

or

〈 f (W)〉F =
〈

f (−W)e−WdR
〉

R . (3.12b)

46



Here f (W) is an arbitrary function of the workW, and

〈. . .〉F/R =
∫

dW PF/R(W) . . . , (3.13)

represents the average over forward/reverse paths or, equivalently, the average with respect

to the forward/reverse work distribution functionsPF/R(W). The dissipative work in a F/R

process is given by

Wd F/R = WF/R∓∆F , (3.14)

with ∆F = Fz(τ)−Fz(0). The Jarzynski equality (JE) follows immediately from Eqs. (3.12)

by settingf (W) = 1, and it can be written in any of the following forms:

〈exp(−WdF)〉F = 〈exp(−WdR)〉R = 1 , (3.15a)

〈exp(−W)〉F = e−∆F , 〈exp(−W)〉R = e∆F . (3.15b)

Another important equality, that connects the F and R work distribution functions, can be

derived from Eqs. (3.12) by settingf (W′) = δ (W−W′) and carrying out the integral with

respect toW′. The result is Crooks’ transient fluctuation theorem (TFT)

PF(W)
PR(−W)

= eWdF . (3.16)

This equation is used to derive the new results in Sec. 3.8.

3.7 PMF from Unidirectional SMD Pulls

A very popular alternative for calculating PMFs is based on the application of the JE

from repeated unidirectional nonequilibrium SMD simulations [5, 64, 73–75, 82, 84, 86–
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88]. Within the SSA the sought PMF can be readily obtained from Eqs. (3.8) and (3.15b)

∆U(z)≈ ∆F =−log〈exp(−Wz)〉F . (3.17)

Here the indexF indicates that the average is taken over the ensemble of forward pulling

paths. As already mentioned, the average of the exponential in Eq. (3.17) cannot be esti-

mated reliably even for a reasonably large number of SMD pulls, unless the pulling speed

is sufficiently small so that the system is close to equilibrium along the pulling paths. This

is due to the fact that the overlap between exp(−W) and the sampled part ofPF(W) is

in general exponentially small. Nevertheless, there exist two approaches that in principle

may give fairly good estimates of Eq. (3.17), provided that the system is not too far from

equilibrium during pulls.

The first method is the cumulant approximation (CA) [5, 64, 84], according to which

∆U(z) = − log〈exp(−Wz)〉 ≈Wz−σ
2
z /2 , (3.18a)

σ
2
z = W2

z −W
2
z , (3.18b)

where for simplicity we have dropped the index “F” andσ2
z is the variance (2nd cumulant)

of the work. It has been shown that within SSA the work distribution functionPF(W)

is Gaussian, and therefore that in this case the cumulant approximation (3.18) in fact is

exact. However the reason why in practice Eq. (3.18) is valid only close to equilibrium

is because SMD pulling paths can sample only a narrow region about the peak of the

GaussianPF(W). This allows for a fairly accurate determination of the mean work〈Wz〉

but, in general, seriously underestimates the varianceσ2
z .

The second method for evaluating the average in Eq. (3.17) is a weighted histogram

approach suggested by Hummer and Szabo [74, 75], and indirectly by Crooks [83]. The
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nonequilibrium fluctuation theorem due to Crooks can also be written as

〈 f [z(t)]exp(−Wd)〉F = 〈 f [zR(0)]〉R = 〈 f [z(t)]〉eq (3.19)

wherezR(t) represents the time evolution of the control parameter during reverse pulls,f [z]

is an arbitrary function and the index “eq” means the equilibrium average corresponding to

the biased system with HamiltonianHz0. By inserting f [z] = δ (z− z̃) into Eq. (3.19) one

obtains

〈
δ (z− z̃)e−Wz′

〉
F =

Z0

Zz0

〈
δ (z− z̃)e−Vz′(z̃)

〉
0

=
e−Vz′(z)〈
e−Vz0

〉
0

e−U(z) , (3.20)

Since the equilibrium average〈exp(−Vz0)〉0 corresponding to the unbiased system con-

tributes only an additive constant to the PMF, from Eq. (3.20) one obtains the following

result

U(z) =−log〈δ (z− z̃)exp(−∆Wz′)〉 , (3.21a)

where

∆Wz′ = Wz′−Vz′(z̃)

= k
∫ t

0
dτ ż′(τ)[z′(τ)− z̃(τ)]− k

2
[z′(τ)− z̃(τ)]2 . (3.21b)

Thus,U(z) can be calculated from the work time series obtained in repeated cv-SMD

simulations by constructing a weighted histogram of the RC according to Eqs. (3.21). This

method resembles to the US and WHAM and is preferable to the cumulant approxima-

tion method whenever we have a large number of pulling paths. However, in the case of

large systems when only a limited number of trajectories can be sampled this method is

inapplicable because of insufficient data.
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3.8 PMF from Forward and Reverse SMD Pulls

This section presents a new method we propose for calculating PMFs from few fast SMD

pulls along the RC in both F and R directions, hereafter referred to as theFR method

[52]. It is assumed that the pulls are done with a sufficiently stiff spring such that the SSA

holds (Sec. 3.4). In this case, the F work distributionPF(W) is Gaussian, and according to

Crooks’ TFT (3.16) it follows that the R work distributionPR(W) is also Gaussian. Thus

one can write

PF/R(W) =
(

2πσ
2
F/R

) 1
2
exp

[
−

(W−WF/R)2

2σ2
F/R

]
(3.22)

whereWF/R andσ2
F/R are the mean work and variance corresponding to the F and R pulling

directions, respectively. The mean dissipative work in the two distinct pulling directions is

Wd F/R =
∫

dW(W±∆F)PF/R(W) = WF/R∓∆F . (3.23)

Inserting (3.22) into (3.16) and taking into account thatWdF = W− ∆F , after little

algebra it follows that TFT can hold only if

σ
2 ≡ σ

2
F = σ

2
R = WF +WR (3.24a)

and

∆F = (WF −WR)/2 . (3.24b)

Finally, inserting Eq. (3.24a) into (3.23), one finds that the mean dissipative work is the

same in both F and R pulling directions, i.e.,

Wd ≡WdF = WdR = (WF +WR)/2 . (3.24c)

Equations (3.24) are the key formulas of the FR method for calculating PMFs from fast F
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and R SMD pulls. Assuming that a few (∼ 10) such SMD pulls can sample reasonably well

the work about the peak positionWF/R of PF/R(W), as indicated by the shaded regions in

Fig. 3.1, then Eqs. (3.24) yield essentially with the same degree of accuracy both the desired

PMF, ∆U ≈ ∆F , and the mean dissipative work,Wd. This feature makes the proposed

method superior to the currently used approaches described in the previous sections. In

fact, these other methods can only determine the mean total workWF with some statistical

correction either through the cumulant approximation or a weighted histogram method.

Furthermore, since it is reasonable to assume thatWd is proportional to the pulling speed

v, one can readily determine the position dependent friction coefficientγ(z) from the slope

of the mean dissipative workγ(z) =
(
dWd(z)/dz

)
/v. Then, the corresponding diffusion

coefficient is given by the Einstein relation (inkBT energy units)

D(z) = γ(z)−1 = v
(
dWd(z)/dz

)−1
. (3.25)

Now that bothU(z) andD(z) are determined, the equation of motion of the RC on a meso

(or macro) time scale is given by the Langevin equation corresponding to an overdamped

Brownian particle[56]

γ(z)ż=−dU(z)/dz+ξ (t) , (3.26a)

or equivalently, the corresponding Fokker-Planck equation for the probability distribution

function p(z, t) of the RC

∂t p(z, t) =−∂z j(z, t) = ∂zD(z)∂zp(z, t)+∂zU
′(z)p(z, t) , (3.26b)

whereξ (t) is the Langevin force (modeled as a Gaussian white noise) andj(z, t) is the

probability current density.

It is extremely important to emphasize that far from equilibrium the varianceσ2
W ≡ σ2

z

of the F/R work calculated from SMD pulls data [cf. (3.18)] is in general much smaller
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than the varianceσ2 of the actual work distribution function, and therefore it cannot be

used to estimate even approximately the mean dissipative work, unless an exponentially

large number of SMD trajectories are collected and used for this purpose.

Also note thatPF(W) andPR(W) are identical Gaussians centered aboutWF andWR,

respectively. One can also define a distribution function for the dissipative work through

Pd(W) = PF(W +∆F) = PR(W−∆F), which is centered aboutWd (Fig. 3.1). This allows

to calculate the fraction of the SMD trajectories that violates the second law, i.e., for which

Wd < 0; these trajectories are crucial in establishing the validity of the JE. Thus,

〈
e−Wd

〉
|Wd<0 =

∫ 0

−∞
dW Pd(W)e−W (3.27)

=
1
2

erfc
(
W

1/2
d

)
∼ exp(−Wd)

W1/2
d

,

which clearly indicates that forWd > 1 (i.e.,Wd > kBT in SI units) the number of such

trajectories is exponentially small, and finding any of them in SMD simulations of large

biomolecules is rather unlikely.

3.9 Generalized Acceptance Ratio Method

The idea of combining results from both F and R simulations is not new, dating back

to the original Bennett’sacceptance ratio method[89]. However, in previous such stud-

ies [90–95] the focus was mainly on determining the free energy difference between two

states and to estimate the corresponding error, unlike in the FR method in which the PMF,

the mean dissipative work and the corresponding diffusion coefficient are determined si-

multaneously from specially designed F and R pulls with Gaussian distributed work. For

example, starting from the nonequilibrium fluctuation theorem (3.12) and following the

general philosophy of the Bennett acceptance ratio method, Crooks has shown [83] that the
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best estimate (i.e., with smallest error) of the free energy [see Eqs. (3.12)]

e−∆F = 〈 f (W)〉F /
〈

f (−W)e−W〉
R (3.28)

is obtained by choosing thef (W) = 1/[1+nF/nRexp(W−∆F)], wherenF/R represent the

number of F/R paths sampled. Essentially the same result was derived by Pande and col-

laborators [94] by applying themaximum likelihood estimator(MLE) method to Crooks’

TFT (3.16). Thus, the best estimate of the free energy difference∆F between two equilib-

rium states corresponding to the RCsz(0) andz(t) is given by the solution of the following

transcendental equation

nF

∑
i=1

1
1+nF/nRexp(WFi −∆F)

(3.29)

−
nR

∑
i=1

1
1+nR/nF exp(−WRi−∆F)

= 0 .

To calculate the PMFU(z) along the RC,z, by using the above MLE method, first, one

needs to divide the domain of interest{zmin,zmax} into N intervals determined by the di-

vision pointszi , i = 0, . . . ,N. Then the system needs to be steered into these points via

SMD, and in each of them it needs to be equilibrated. Then, depending on the avail-

able computational resources, a well defined number of F and R cv-SMD pulls should be

carried out between adjacent division points, each time starting from a different equilib-

rium configuration. Finally, solving Eq. (3.29) within the SSA, one determines the change

∆Ui = Ui −Ui−1 along each segment(zi−1,zi). Although the above methods that combine

F and R SMD pulls can determine only the free energy difference between initially equi-

librated states, in practice was found that in many cases Eqs. (3.24b)-(3.24c) give good

results even between the division pointszi . This means thatN does not need to be a large

number, so the computational overhead due to the intermediate equilibrations can be sig-

nificantly reduced.
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3.10 Helix-to-Coil Transition of Deca-Alanine

The efficiency of the “FR method” was demonstrated by calculating the PMF and the diffu-

sion coefficient of single-file water molecules in single-walled carbon nanotubes [52]. The

obtained results were found to be in very good agreement with the results from other PMF

calculation methods, e.g., umbrella sampling [57, 61, 62].

The viability of the “FR method” is further tested by applying it to calculate the PMF

of deca-alanine as a function of its end-to-end distance when it undergoes the helix-to-coil

transition. The computed PMF and diffusion coefficient can be used to estimate important

characteristics of the studied systems, e.g., the mean folding time of the stretched deca-

alanine.

The computational model of deca-alanine and the performed non-equilibrium steered

MD (SMD) simulations are presented in the following subsection. The results of the PMF

calculations are described in Sec. 3.10.2.

3.10.1 System Modeling and SMD simulations

Deca-alanine is a small oligopeptide composed of ten alanine residues (Fig. 3.2). The equi-

librium conformation of deca-alanine, in the absence of solvent and coupled to an artificial

heat bath at room temperature, is anα−helix. The system can be stretched to an ex-

tended (coil) conformation by applying an external force that pulls its ends apart. Once the

stretched system is released it will refold spontaneously into its nativeα−helical confor-

mation. Thus, this can be regarded as a simple protein unfolding and refolding problem that

can be comfortably studied via SMD simulations due to the relatively small (104 atoms)

system size. It is natural to define the reaction coordinate as the distanceRbetween the first

(CA1) and the last (CA10) Cα atoms. The PMFU(R) that describes the energetics of the

folding/unfolding process was calculated in two steps: (i) a small number (in general 10) F

and R pulling trajectories were generated using SMD simulations, and (ii) these trajectories
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Figure 3.2: (a) Cartoon representation of deca-alanine. The reaction coordinateR is de-
fined as the distance between the first (CA1) and last (CA10) Cα atoms, i.e., the end-to-end
distance of the peptide. The spring, with elastic constantk, connecting CA1 and CA10

corresponds to an elastic guiding potentialV(R; t) = (k/2)[R−R0(t)]2 that can be used
to cycle deca-alanine between the (b) folded and (c) unfolded (completely stretched) con-
formations. In (b) and (c) the backbone (sidechain) atoms are shown in cartoon (CPK)
representation. The hydrogen bonds that stabilize theα-helix are also shown in configura-
tion (b).

were used in the PMF calculation methods described in this section, i.e., the “FR method”

[Eqs. (3.24)], the JE method [Eq. (3.18)] and the MLE method [Eq. (3.29)]. The SMD

harmonic guiding potential (3.4) corresponded to an ideal spring of tunable undeformed

lengthR(t) inserted between CA1 and CA10 (see Fig. 3.2a).

The molecular model of deca-alanine was built by employing the molecular model-

ing software VMD [96]. All simulations were performed with NAMD 2.5 [42] and the

CHARMM27 force field for proteins [36, 37]. A cutoff of 12̊A (switching function start-

ing at 10Å) for van der Waals interactions were used. An integration time step of 2 fs was

employed by using the SHAKE constraint on all hydrogen atoms [43]. The temperature

was kept constant at 300 K by coupling the system to a Langevin heat bath. The system

was subjected to several equilibrium MD and non-equilibrium SMD simulations.

The reaction coordinateR∈ (13,33) Å was divided into ten equidistant intervals (win-

dows) delimited by the pointsRi = 13+2i, i = 0, . . . ,10. Next, a pool of equilibrium states

were generated for eachRi from 4 ns long equilibrium MD trajectories. These states were
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used as starting configurations for the SMD F and R pulls on each of the ten intervals. The

spring constant in these equilibrium MD simulations wask = 50 kcal/mol/̊A2.

The equilibrium length of the folded deca-alanine was determined by two long free MD

simulations starting from a compressedR= 13 Å and the completely stretchedR= 33 Å

configurations of deca-alanine. Both simulations led to the same equilibrium lengthR=

14.5 Å.

In order to calculate the PMFU(R) a total of six sets of F and R SMD simulations were

carried out. Ten simulation windows were used in each of the first three sets of SMD runs,

but three different pulling velocities:v1 = 1 Å/ps,v2 = 10−1 Å/ps, andv0 = 10−4 Å/ps were

employed. The sets corresponding tov1,2 consisted of 10 F and 10 R SMD trajectories. For

the quasi-equilibrium pulling speedv0 only one F and R runs were performed. In the last

three sets of SMD simulations a single simulation window was used to cover the entire

range of the RC, with the same three velocities as in the previous SMD runs. For all six

sets of SMD simulations, the stiff-spring constant was set tok = 500 kcal/mol/̊A2.

To construct the forward and reverse work distribution functions on the segmentR∈

(17,21) Å, 2000 pulls in both F and R directions were performed. In order to generate

a sufficient number of starting equilibrium configurations it was necessary to extend the

equilibration runs at bothR= 17 Å andR= 21 Å to 5 ns. All of these simulation used a

pulling velocity ofv = 1 Å/ps and a spring constant ofk = 500 kcal/mol/̊A2.

Finally, to estimate the mean refolding time of the completely stretched deca-alanine

100 free MD simulations starting from an equilibrium configuration corresponding toR=

33Å were performed. When deca-alanine reached its folded, equilibrium length of 14.5 Å

the simulation was stopped and the refolding time recorded.

3.10.2 Potential of Mean Force

The PMFsU(R) calculated using the FR method corresponding to the six different pulling

protocols described in Sec. 3.10.1 are shown in Fig. 3.3. As expected, for the very small
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Figure 3.3: Potential of mean force (PMF) of deca-alanine as a function of the reaction co-
ordinateR. The different curves were obtained with the FR method by employing different
simulation and PMF calculation protocols described in the text.

pulling speedv0 the system is in quasi-equilibrium throughout the SMD runs leading to the

same (true) PMF regardless of the number of simulation windows considered. However,

while the dissipative work is negligible for both F and R processes, repetition of these

simulations resulted in different PMFs forR> 24 Å, and it will be discussed below (see

also Fig. 3.6). Not surprisingly, in case of the very fast pulling speedv1, the PMF for the

single simulation window is rather poor alongR except, as expected, at the end-points of

the window. Indeed, the FR method allows one to calculate the PMF difference between

two equilibrium states connected by fast F and R SMD processes that follow the same

protocol. However, it is remarkable that using ten simulation windows, even at this large

pulling speed the resulting PMF is rather close to the real one. For the still fast pulling

speedv2 the situation is similar. While the single simulation window case lead to a rather

poor PMF (though somewhat better than in thev1 case), the ten simulation windows case

give a PMF that is almost indistinguishable from the true PMF. For comparison, the PMFs
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calculated atRi , i = 1, . . . ,10 using the MLE method for bothv1 andv2 are also shown in

Fig. 3.3. Based on these results one may conclude that the FR method gives very good PMF

even for fast pulling speeds and only a few F and R trajectories, provided that a sufficient

number of simulation windows are used.
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Figure 3.4: Comparison between the PMFsU(R) obtained using the FR method (thick solid
line) and the cumulant approximation of the JE corresponding to the ten forward (dashed
line) and reverse (dot-dashed line) SMD trajectories, respectively. The thin solid line cor-
responds to the exact PMF. The upper (lower) panels correspond to a uniform pulling speed
of 1 Å/ns (0.1 Å/ns). The PMFs in the right panels were determined by dividing the 20Å
pulling distance into ten equidistant segments (the system being equilibrated in each of the
end points of the individual segments), while the PMFs in the left panels were determined
by considering the entire pulling distance as a single segment.

A comparison between the PMFsU(R) obtained from the FR method and the cumulant

approximation of the JE method (applied separately for the F and for the R SMD trajecto-

58



ries) are shown in Fig. 3.4. The FR method provides better PMF in all cases, but especially

in those with one simulation window (Fig. 3.4a and c) and for the very large pulling speed

v1 (Fig. 3.4 a and b). For the ten simulation windows with pulling speedv2 (Fig. 3.4 d)

the FR and JE methods are comparable though even in this case the JE F (R) method sys-

tematically over (under) estimates the PMF. An average of the JE PMFs for the F and R

trajectories would lead a result very close to the FR one.
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Figure 3.5: Histogram of the distribution functions (thin solid lines) of the forward (WF )
and reverse (WR) works along the segmentR∈ (17,21) Å. Although the histograms seem
to be Gaussian (dashed lines) they are not identical as predicted by the FR method (see text
for details).

An important prediction of the FR method is that, provided that the stiff-spring ap-

proximation holds, the F and R work distributions are identical Gaussians centered about

the mean F and R work, and therefore shifted by 2∆U . This prediction was tested by de-

termining the work distribution histogram corresponding to 2000 F and a same number

of R SMD trajectories corresponding to the RC segmentR∈ (17,21) Å. The results are

shown in Fig. 3.5. Although the histograms seem to be Gaussian (dashed lines) they are
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not identical as predicted by the FR method. In a previous study [97] the clear deviation

from Gaussian of the external work distribution in case of deca-alanine was pointed out

and it was attributed to the non-Markovian nature of the underlying dynamics of the sys-

tem. However, in this case the work distributions look Gaussian and the relatively small

but clearly noticeable difference between them may be due either to the failure of the stiff-

spring approximation or to incomplete sampling. After all, the end-to-end distance is a poor

and insufficient reaction coordinate for describing the folding and unfolding processes of a

polypeptide.

This last point becomes rather clear when the system is subjected to repeated folding

(R) and unfolding (F) at the quasi-equilibrium speedv0. As already mentioned, at this

speed the system is at almost equilibrium throughout the SMD pulls and one expects that

the PMF is given by the external work, i.e., the energy dissipation (which is a stochastic

quantity) is negligible. While forR< 24 Å one obtains systematically the same result, for

R∈ (24,33) Å one obtains different PMFs depending on the direction of pulling as shown

in Fig. 3.6b. A careful inspection of these trajectories reveal that the folding and unfolding

processes occur through different, globally differentiable pathways in the mentioned range

of R. Thus, it appears thatR is not sufficient to specify the metastable intermediate states

of the system, and therefore, one needs extra order parameters, e.g., H-bond distribution.

Indeed, the dynamics of the formation and rupture of the H-bonds during folding and un-

folding, respectively, is rather different. As shown in the inset snapshots in Fig. 3.6b, the

formation of the six H-bonds during the R process is much more homogeneous than their

rupture during the corresponding F process. This observation is reinforced by the time

dependence of the average H-bonds in deca-alanine shown in Fig. 3.6a. Thus, there are

at least two distinctive pathways in the helix-to-coil transition of deca-alanine, both being

explored during quasi-static pulls. During fast pulling, however, one of the pathways is

preferred compared to the other.

Finally, as an application of the determined PMF and the diffusion coefficient, which

60



0
2
4
6
8

#
of

H
-b

on
ds

F pulling
R pulling

15 20 25 30
R [Å]

0

10

20

30

40

50

U
(R

)
[k

B
T]

R=24.0Å

R=21.5Å
R=26.5Å

Figure 3.6: (a) Variation of the number of hydrogen bonds in deca-alanine during the quasi-
equilibrium (v = 10−4 Å/ns) F and R pulls. (b) The PMFU(R) calculated as the external
work done during the quasi-equilibrium F (dashed line) and R (solid line) pulls. The dis-
crepancy between the two PMFs is most likely due to the difference on how the H-bonds
are formed and destroyed during the forced folding and unfolding processes, respectively,
as indicated in the inset snapshots of the peptide. Dark (light) color corresponds to the R
(F) process.
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was found to be approximately constantD≈ 0.27 Å2/ps, the mean folding time (i.e., coil-

to-helix transition) was calculated by employing Eq. (4.1). The theoretical result ofτ ≈

140 ps compares rather well with the corresponding≈ 100 ps obtained from the 100 free

MD refolding simulations described in Sec. 3.10.1.

3.11 Conclusions

In this chapter we have described several methods for calculating PMFs, with emphasis

on approaches that require nonequilibrium simulations of biological systems. Due to their

large sizes, the sampling of the reaction coordinates would take prohibitively long time

using EMD simulations and therefore determining the PMF would be impossible.

It was shown that by employing Crooks’ TFT [83] within the stiff spring approxima-

tion the potential of mean force along a suitably chosen reaction coordinate can be deter-

mined (at least semiquantitatively) from combining a few fast forward and time reversed

nonequilibrium processes started from an equilibrium configuration and subject to the same

evolution protocol of the reaction coordinate. In the proposed FR method one determines

simultaneously both the PMF (U) and the mean dissipative work (Wd) without invoking

JE. In fact, JE is not even satisfied for fast F or R pulls simply because processes with nega-

tive dissipative work (that transiently violate the second law and are exponentially small in

number) are not sampled. The FR method is based on a key observation involving Crooks’

TFT (which is more general than JE): whenever the F work distribution functionPF(W) is

Gaussian (e.g., in the case of the stiff-spring approximation) thenPR(W) is also Gaussian.

Furthermore,PF/R(W) have the same width and are shifted by precisely twice the corre-

sponding free energy difference between the equilibrium states connected by the F and R

processes. Thus, bothU andWd can be readily determined from the mean F and R works

(WF/R). The practical success of the FR method stems from the fact that the mean work

WF/R can be measured rather accurately from only a few fast F/R pulls. This also explains
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why previous methods, based on the direct application of JE, fail to work away from equi-

librium, making them inefficient for practical applications. Indeed, the width ofPF/R(W),

which is proportional toWd, cannot be determined even approximately from a few uni-

directional pulls, unless these are close to equilibrium and renderingPF/R(W) sufficiently

narrow.

To test its viability, the FR method was applied to determine the PMF of a non-trivial,

but fairly small system, the deca-alanine. The computed PMF is found to be in good agree-

ment with previous results obtained by using either the Jarzynski equality or the umbrella

sampling method. However, compared to these PMF calculation methods this new ap-

proach is about one order of magnitude faster and, in addition, also provides the position

dependent diffusion coefficient along the RC. By employing the computed PMF and dif-

fusion coefficient in a suitable stochastic model important characteristics of the studied

systems, e.g., the mean folding time of the stretched deca-alanine were estimated.

The FR method’s feasibility is truly emphasized in Chp. 4, where it is used in the study

the transport of potassium ion through Gramicidin A channel and of glycerol molecule

through the glycerol uptake facilitator (GlpF) channel.
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4
Ion and molecular transport
through protein channels
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4.1 Introduction

Living cells interact with their extracellular environment through the cell membrane, which

acts as a protective layer for preserving the internal integrity of the cell. However, the cells

metabolism requires molecular and ion transport through this membrane, a function that is

fulfilled by a wide variety of transmembrane transporter proteins. While active transporters

consume external energy (usually originating from ATP hydrolysis) to conduct molecules

along or against the free energy gradient, channel proteins are passive transporters that fa-

cilitate the diffusion of specific ions or molecules across the membrane down a free energy

gradient.

In order to better understand their transport properties, e.g. to calculate the ion or

molecular flux through a protein channel, one needs to model the motion of the transported

ion or molecule as an overdamped Brownian particle that diffuses along the axis of the

channel in the presence of the potential of mean force created by the protein and envi-

ronment atoms. The FR method, described in the previous chapter, provides an efficient

and sufficiently accurate way to determine simultaneously both the free energy profile and

the corresponding position dependent diffusion coefficient of the transported particle along

the axis of the channel protein. The transport of potassium ion through the gramicidin A

channel and the transport of the glycerol molecule through the glycerol transport facilitator

(GlpF) channel are investigated in this chapter.

Gramicidin A is an antibiotic that forms a cation selective channel in lipid bilayers. The

15 alternating Asp and Leu amino acids fold into an unusual barrel-like helix. Two such

helices dimerize in a lipid membrane, forming a∼ 26Å long and 4−5 Å wide cylinder-like

channel (Fig. 4.1). Being the smallest known ion channel, the gramicidin A is an important

testing system for ion permeation models.

TheEscherichia coliGlpF channel is an aquaporin channel [99] that is specialized in

This chapter is based on manuscripts [53] and [98].
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transporting not only water, but also small linear sugar alcohol molecules [100, 101], like

glycerol. However, the pore is completely impermeable to charged species, such as protons

[102]. This remarkable property is critical for the conservation of the electrochemical

potential across the membrane. The GlpF channel forms tetramers in the lipid membrane,

with glycerol and water molecules present inside the channel [103]. Each monomeric pore

has two half-membrane spanning repeats. Half of each repeat isα-helical and the other half

has a specific non-helical structure [103, 104]. The channel is 25Å long and its diameter

measures 3.5 Å at its narrowest region, called the selectivity filter.

4.2 Potassium Ion Transport through Gramicidin-A

Channel

NMR studies have shown that each end of the channel has a cation binding site [105] that

is occupied as the ion concentration is increased. The conductance is at maximum when

the average ion population in the channel is one. The backbone carbonyls inside the pore

are oriented such that the electronegative oxygen atoms face inward. These oxygens attract

the cations, hence the cation (and not anion) selectivity of the channel [106–108].

In spite of the structural simplicity of the gramicidin A, the energetics of the ion trans-

port through the channel is far from trivial. Most of the difficulty arises from the sensitivity

to errors due to finite-size effects and from the poor description of the polarization ef-

fects by the existing force-fields. Polarization and orientation of the∼ 6 single-file water

molecules inside the channel [109] (see Fig. 4.1b) is not a simple linear response to the field

of an ion. The linear arrangement of waters seems to play an important role in stabilizing

the ion within the channel [110].

Previous potential of mean force (PMF) calculations for potassium ion (K+) through

gramicidin A yielded a large central barrier and conductances orders of magnitude below

those measured. The observed conductance and concentration dependence can only be
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Figure 4.1: (a) Gramicidin A channel (α-helix dimer colored in green) in POPE lipid
bilayer (grey), solvated in water (van der Waals representation). Potassium ions (blue),
and the oxygen (red) and hydrogen (white) atoms of water molecules are represented as
spheres; (b) Cross-section of the gramicidin A channel. The K+ ion (blue) and the water
molecules move single file inside the pore.
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reproduced by 8kBT energy wells at the channel ends and 5kBT barrier in the middle

of the pore [4]. Although PMF calculation methods that try to compensate for finite-size

and polarization effects have improved significantly, they continue to yield results that do

not match the experimental ones. Most of these methods employ molecular dynamics

(MD) simulations with umbrella sampling (US) [1–3] and combined MD simulations with

continuum electrostatics theory [111].

Next, the FR method is applied to calculate the PMF of the K+ ion along the axis of

the gramicidin A.

4.2.1 Modeling of Gramicidin-A Channel

The computer model of gramicidin A was constructed from its high resolution NMR struc-

ture (Protein Data Bank code 1JNO [112]). After adding the missing hydrogens, the struc-

ture was energy minimized. Using the VMD [96] pluginMembranethe system was im-

mersed into a previously pre-equilibrated patch of POPE† lipid bilayer. The membrane

patch was a∼ 72 Å sided square. The lipids within 0.55 Å of the protein were removed.

The membrane-protein complex was then solvated in water, using the VMD pluginSol-

vate. The final system contained, besides the protein, 155 lipid molecules and 5,700 water

molecules (in total 36,727 atoms). An initial 10,000 steps of restrained energy minimiza-

tion was followed by 0.5 ns of restrained pre-equilibration. The harmonic restraints were

applied on the backbone atoms of the protein (spring constantkbb = 20 kcal/mol/̊A2 per

atom) and on the phosphorus (P) atoms of the lipid headgroups (spring constantkP ≈

10 kcal/mol/̊A2 per atom). Thus, the lipids were allowed to arrange themselves in the

membrane plane (xy-plane), without changing the thickness of the lipid bilayer (∼ 41 Å).

By releasing the P atoms, the lipids were relaxed for 1 ns along the z-axis as well.

Next, a K+ ion was added at the entrance of the channel. Simultaneously, a Cl− coun-

terion was added in the solution, to maintain charge neutrality of the system. A second sys-

†Abbreviation for 1-Palmitoyl-2-Oleoyl-sn-glycero-3-PhosphoEthanolamine
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tem, containing 20 extra pairs of K+ and Cl− (corresponding to 200 mM electrolyte) was

created. The added ions were randomly placed using the VMD pluginAutoionize. Each

ionized system was energy minimized for 10,000 steps and equilibrated for 0.5 ns with the

potassium ion placed in three different positions along the channel axis (parallel to the z-

axis), namely atz∈ {−15,0,15} Å. The origin of the z-axis corresponded to the middle of

the channel (in between the two helices). In order to prevent the pore from being dragged

during the SMD pulls of the K+ ion, two types of restraints were imposed: (i) backbone

atoms restrained to their equilibrium positions (referred to asfully restrained); (ii) back-

bone atoms restrained only along the z-axis and with their center of mass (COM) loosely

restrained (kCOM≈ 1.8 kcal/mol/Å2 per backbone atom) (referred to asz-restrained).

4.2.2 SMD Simulations

The steered molecular dynamics (SMD) simulations, needed in the PMF calculations using

the FR method, were performed on three systems: (S1) backbone of the channel fully

restrained with only one pair of K+Cl− ions in the system, (S2) backbone of the channel

fully restrained with 200 mM electrolyte concentration, and (S3) backbone of the channel

z-restrained and electrolyte concentration 200 mM.

The used SMD pulling protocol was as follows: 10 forward (F) and 10 reverse (R) pulls

performed along the channel axisz on two segments:z∈ (−15,0) Å and z∈ (0,15) Å,

corresponding to the helical monomers. The velocity of the pulls wasv = 15 Å/ns, while

the elastic constant of the pulling spring, attached to the K+, wask = 20 kcal/mol/̊A2. The

effective point charge of the potassium ion was+1.0 e.

To show that the PMF is independent of the pulling protocol, two more PMFs were

calculated when the pulls were performed (i) with a higher velocityv = 30 Å/ns, and (ii)

along the z-direction only (ion is free to move in the xy-plane). In order to compensate for

the polarization effects, another free energy profile was computed from SMD simulations

where the effective point charge of the potassium ion was considered+0.5 e.
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4.2.3 Potential of Mean Force

Potential of mean force profiles calculated on systems with fully restrained backbones yield

very little dependence on the electrolyte concentration (see Fig. 4.2). The PMF barrier

decreased by∼ 1.5 kBT (∼ 3.5%) when concentration was increased by a factor of 20,

from∼ 10 mM (thin solid line) up to 200 mM (dotted line).
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Figure 4.2: Comparison of PMFs obtained for systems with fully restrained protein back-
bones, but with different electrolyte concentrations:∼ 10 mM (1 K+ and 1 Cl−) (thin solid
line) and 200 mM (21 pairs of ions) (dotted line); PMFs of systems with z-restrained back-
bones, 200 mM electrolyte, but with different pulling protocols: along the z-direction only
(dashed line) and along the channel axis (thick solid line).

As described in the literature [2, 3, 113], the protein flexibility in the membrane plane

plays indeed a crucial role in the potassium transport through the gramicidin A channel.

The PMF barrier height of∼ 40kBT, obtained for the system that has the protein backbone

fully restrained (dotted line), was lowered to only∼ 15 kBT when the backbone restrains

are imposed only along the z-axis (thick solid line). The large difference indicates that the

gramicidin channel equilibrated with water inside is too narrow for the potassium ion to

pass. The protein flexibility in the membrane plane allows the channel to locally increase

its radius around the K+ (mostly due to the electrostatic interactions), assuring a much

easier passage of the ion through the pore. In order to allow the potassium ion to sample
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the membrane plane (xy-plane), SMD pulls were performed along the z-direction only. The

PMF calculated from these pulls (dashed line) overlaps almost perfectly the one obtained

from pulls along the channel axis (thick solid line). Because the K+ occasionally escaped

between the two helices into the lipid bilayer during the SMD pulls along the z-direction,

the latter PMF (thick solid line) was preferred and used for further comparisons.

The potential of mean forceU(z) was calculated separately for the two segments (corre-

sponding to theα-helical monomers) using the FR method (see Sec. 3.8). Forward (F) and

reverse (R) works are plotted in Fig. 4.3a and Fig. 4.3b, respectively. For better comparison

of the F and R works, the direction of the latter was reversed (z increases with time).
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Figure 4.3: Results from the “FR method” when calculating the potential of mean force
U(z) and the corresponding diffusion coefficientD(z) (velocity of pulls isv = 15 Å/ns):
(a) individual (thin lines) and mean (thick line) work obtained from forward pulls; (b) in-
dividual (thin lines) and mean (thick line) work obtained from reverse pulls (explanations
in the text); (c)U(z) (dashed line) and its symmetrized version (solid line); (d) mean dis-
sipative workWd(z) for the two intervals,z∈ (−15,0) Å (dotted line) andz∈ (0,15) Å
(dashed line), and their arithmetic mean (solid line).z = 0 Å corresponds to the middle
of the channel andz= 15 Å to its extremities. The linear slope ofWd(z) yields constant
D = 10.34 Å2/ns.

71



Due to the symmetry of the channel with respect to its center, the PMF of the two

segments (dashed lines in Fig. 4.3c) are nearly mirror-imaged. Therefore, the PMF of the

entire channel was obtained by symmetrizingU(z) with respect to the center of the channel

(i.e. z= 0 Å) (solid line in Fig. 4.3c). The corresponding mean dissipative worksWd(z)

have similar profiles as well (dotted and dashed lines in Fig. 4.3d) (z= 0 Å corresponds to

the center of the channel andz= 15 Å to the two ends). Their arithmetic average (solid

line in Fig. 4.3d) varies almost linearly withz and, therefore, yields a constant diffusion

coefficientD∼ 10.3 Å2/ns [Eq. 3.25)].
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Figure 4.4: Comparison of (a) potential of mean force and (b) mean dissipative work,
obtained by applying on 10 SMD pulls the “FR method” (thick solid line) and the Jarzynski
equality with the cumulant approximation (CA) (thick dashed line). The CA was employed
in both forward (dotted lines) and reverse (dash-dotted lines) directions.

The PMFs obtained by employing Jarzynski’s equality (JE) with the cumulant approx-

imation (CA) separately for forward (F) and reverse (R) pulls are compared toU(z) cal-
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culated using the FR method in Fig. 4.4a. The fact that, for a small set of pulls, JE is

valid only in the close-to-equilibrium regime (slow pulls) is indicated by the discrepancies

between the F (dotted line) and R (dash-dotted line) PMFs. The two symmetrized PMFs,

calculated from 10 high velocity (v = 15 Å/ns) pulls, should be one and the same. Instead,

they are characterized by differences in barrier height (3.5 kBT) and channel entrance en-

ergy level (7kBT). However, the average of the two PMFs (thick dashed line) is similar to

U(z) calculated using the FR method.

In Fig. 4.4b is shown the comparison of the mean dissipative work (Wd) calculated

using FR method and using JE with CA method. Although the channel is symmetric, the

Wd calculated from CA is smaller for forward pulls (dotted lines) than for the reverse ones

(dash-dotted lines). The poor sampling of the works yields F and R work distributions with

different variances. According to the CA, theWd is half of the variance of the (assumed

Gaussian) work distribution [Eq. 3.18)], hence the discrepancy in the forward and reverse

Wd. Similarly to the PMF, the average of the F and RWd, although not linear (thick dashed

line), has the same magnitude as the mean dissipative work obtained from the FR method

calculations (thick solid line).

The PMFU(z) calculated using the FR method (thick black line in Fig. 4.5) has two

∼ 6 kBT wells positioned at the entrances in the channel (z∼±10.8Å) and two∼ 15 kBT

barriers positioned near the ends of the monomeric helices that are close to the central part

of the channel (z∼±3 Å). A tiny barrier (∼ 1.4 kBT), corresponding to the small distance

between the helices, is positioned in the middle (z∼ 0 Å) of the∼ 3.5 kBT well separating

the two main barriers. The calculated profile ofU(z) resembles the reported PMFs [1, 2],

obtained by means of umbrella sampling (US) (see Sec. 3.5). Besides the slightly different

positioning of the channel entrance wells, there are two important dissimilarities. First, the

barrier height of the PMF computed using the FR method is only∼ 15 kBT as compared

to the∼ 20 kBT reported with US. Second, the middle peak of theU(z) obtained from FR

(US) method is∼ 2 kBT below (above) the two side peaks.
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The black curves in Fig. 4.5 compareU(z) calculated using the FR method for 10 pulls

andv = 15 Å/ns (thick solid line) with PMFs obtained using only 5 pulls (solid thin line)

and higher velocity (v = 30 Å/ns) pulls (dashed line). Even having half the number of

trajectories and twice faster pulls, the calculated PMF of a K+ ion inside the gramicidin A

channel is essentially the same.
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Figure 4.5: Potential of mean force (PMF) calculated using various pulling protocols for the
FR method (black lines) compared to PMFs obtained from umbrella sampling (US) method
([2] (red line) and [1] (blue line)) and from Poisson-Nernst-Planck theory combined with
MD simulations (PMFPNP) [111] (green bulleted line).

The FR method has nicely reproduced the results reported by US, but the well and

barrier sizes are far from the ones needed to reproduce conduction measurements on the

gramicidin-A channel, i.e.∼ 8 kBT well depth and∼ 5 kBT barrier height [4]. Theoretical

studies have shown that the main problems in using MD simulations to calculate PMFs

for ions through the gramicidin-A channel are the finite-size effects, induced polarization

in the lipid hydrocarbons and, most importantly, the polarization of water [1, 114]. The

AMBER94 and CHARMM27 (not polarizable) are the force-fields that reproduce best (not
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very well though) the K+ ion’s interaction with water and protein. But even after applying

corrections for the mentioned issues, the PMF calculated using US has a barrier height that

is around 12kBT [114]. In order to take into account polarization effects caused by the

K+, the partial charge of the ion was reduced to half in the MD simulations described in

Sec. 4.2.2. By recalculatingU(z) using the FR method (black dotted line in Fig. 4.5), the

well position is shifted by 2.5 Å towards the center of the channel and its depth increased

to 8.5 kBT. However, the most dramatic change is the reduction of the barrier height

from ∼ 15 kBT to ∼ 4.2 kBT. Although the approach is not precise, the well and barrier

sizes are very close to their estimated correspondents [4]. The continuum electrostatics

approach gives very poor estimates for the K+ ion conduction through the gramicidin-A

channel [4] as well. But a combined continuum electrostatics-MD simulations method,

based on the Poisson-Nernst-Planck theory and developed to calculate PMFs (PMFPNP)

[111, 115], yields a qualitatively correct PMF profile. Nonetheless, the well and barrier

sizes are underestimated by a factor of two (green bulleted line in Fig. 4.5) [111].

4.2.4 Conclusions

The FR method was applied to calculate the PMF of a potassium ion through the gramicidin

A channel. The results yielded a central barrier of∼ 15 kBT and two wells at the entrance

in the channel of∼ 6 kBT, and were consistent even for a small number and/or high ve-

locity SMD pulls. The protein flexibility, due to restraints applied to the protein backbone

only along the z-direction, has proven to play indeed a major role in the K+ transport by

considerably lowering the∼ 40kBT barrier, obtained when the backbone atoms were fully

restrained. The dissipative work inside the channel was found to be linear inz, yielding a

constant diffusion coefficientD∼ 10.3 Å2/ns.

The PMF calculated from the same pulls using Jarzynski’s equality with the cumulant

approximation yielded, as expected, inconsistent results for forward and reverse pulls on

both monomericα-helices. However, the average of the forward and reverse PMFs was
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very similar to the PMF calculated with the FR method.

The FR method has proven its viability and efficiency by reproducing the potential of

mean force given by the umbrella sampling method in considerably less time (∼ 3 days

per PMF on 64 CPUs). However, the conduction of the channel cannot be reproduced

with any of the PMF profiles, mainly due to the very large central barrier. The main issue

in simulating PMFs for ions is the poor treatment of polarization effects by the currently

existing force-fields. To account for it, the K+ ion charge was reduced to half. The calcu-

lated PMF exhibited barrier and well sizes very close to the values needed to reproduce the

experimental data.

4.3 Glycerol Transport through GlpF Channel

The conducting properties of aquaporins (AQPs) are studied experimentally by means of

calculating cell membrane permeabilities. The main challenge remains that the precise

protein to lipid composition of liposomes [116] or other reconstituted systems [117, 118],

i.e. the water channel density in the membrane, is required to find the channel permeability

from the knowledge of the membrane permeability.

The water permeability of a channel can be determined by either all-atom free MD

simulations or SMD simulations that maintain a hydrostatic pressure difference on the two

sides of the membrane [119, 120]. Reproducing the experimental measurements though is

still troublesome. For example, the computer models find the permeability of water through

AQPZ to be smaller than through GlpF [121], whereas experiments suggest that it is the

other way around.

Free energy profiles [5, 82] provide the underlying mechanism of molecular transport

through the channel. For large pores, such as the AQPs, these PMFs are computation-

ally too expensive for biased equilibrium methods (e.g. umbrella sampling). Using SMD

simulations, on the other hand, is feasible only for relatively narrow pores, because of the
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sampling problems. For glycerol transport through the GlpF aquaglyceroporin, there has

been only one PMF reported so far [5], and it was computed from unidirectional SMD

pulls, by employing Jarzynski’s equality (JE). Hence, the few studies of the glycerol trans-

port through GlpF [5, 91, 122] are based on it. The PMF came under scrutiny since it was

shown that in practice JE is applicable only sufficiently close to equilibrium (see Sec. 4.2).

Next, the FR method is applied to calculate the PMF profileU(z) and the corresponding

diffusion coefficientD(z) along the channel axis. The calculated PMF has a dependence on

the axial orientation of the glycerol molecule as well.U(z) andD(z) are used as input in a

stochastic model, in order to calculate the mean first passage time that a glycerol molecule

needs to go through the GlpF channel and the permeability of the GlpF to glycerol.

4.3.1 Modeling of GlpF Channel

The high resolution (2.2̊A) X-ray crystal structure of monomeric glycerol-bound GlpF

(organismEscherichia coli) was obtained from the Protein Data Bank (PDB code 1FX8

[103]). Crystallographic glycerol molecules were removed from the initial structure of the

GlpF monomer and missing hydrogens were added to the system. Applying consecutive

90◦ rotations with respect to the z-axis (the channel axis), a tetrameric pore of GlpF chan-

nels was generated. A magnesium (Mg) ion was located at the center of the pore and was

kept fixed during all the simulations. The obtained protein structure was energy minimized

in vacuum for 30,000 steps.

In order to mimic the membrane environment ofE. coli, the minimized system was

embedded into a previously equilibrated patch of fully hydrated POPE lipid bilayer using

VMD [96] Membraneplugin. Lipid molecules within 0.55̊A of protein were removed. The

system was then solvated in water usingSolvateplugin of VMD. Two 8 Å thick layers of

water were added on the sides of the membrane. Water molecules within 0.8Å of protein

and lipid were deleted as well. To neutralize the total charge, 6 chloride (Cl−) ions were

randomly placed in the water using VMD pluginAutoionize. The final system, shown in
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Fig. 4.6, contained, besides the proteins and ions, 387 lipids and 18,180 water molecules

(system total of 118,278 atoms). The approximate unit cell dimensions were 136Å ×

129Å × 75 Å.

12

3 4

Figure 4.6: Cartoon representation of the simulated GlpF tetramer containing the glycerol
molecules: the four GlpF channels in the middle are colored in green, red, blue and orange;
the glycerol molecules inside the channels are colored in magenta; the lipids are shown in
tan colored licorice representation; the water is represented in light blue spheres. The left
panel is a top view of the system, while the panel on the right-hand side represents the side
view of two of the channels.

All simulations were performed using the parallel molecular dynamics program NAMD

2.6 [42] with CHARMM27 forcefield for proteins and lipids [37, 123], and TIP3 model for

water. A cutoff distance of 12̊A (switching function starting at 10̊A) was assumed for van

der Waals interactions. Periodic boundary conditions were used with flexible cell option

enabled. Long-range electrostatic interactions were computed using Particle Mesh Ewald

(PME) method. The density of the grid points for PME was around 1/Å3. Unless other-

wise mentioned, the following multiple timestepping scheme was used: 1 fs for bonding

interactions, 2 fs for non-bonding interactions and 4 fs for electrostatic interactions. NPT

ensemble was assumed, with temperature and pressure set for physiological conditions at

310 K and 1 atm., respectively. Langevin dynamics was utilized to ensure constant tem-

perature in all simulations. The Langevin damping coefficient was set to 5 ps−1. The
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pressure was maintained constant using the Nosé-Hoover Langevin piston method with a

decay period of 200 fs and a damping timescale of 100 fs.

For the energy minimization of the system, the following harmonic restrains were ap-

plied. The backbones were restrained to their initial positions with a spring constantkbb.

Using a spring constantkP, the phosphorus (P) atoms were restrained only along the z-axis

(perpendicular on the membrane plane) to the initial mean z-coordinates of all the P atoms

within the same lipid layer. Each layer of the membrane contained about 200 phosphorus

atoms. 30,000 energy minimization steps were performed usingkbb = 20 kcal/mol/̊A2 per

atom andkP = 20 kcal/mol/̊A2 per layer.

Next, using rigid hydrogen bonds, the system equilibration was carried out in three

stages, having all the interactions calculated at every 2 fs. First, the entire system was

subjected to 0.5 ns gradual heating of 1 K/ps up to 310 K followed by 30,000 energy

minimization steps. All restrains were maintained, but the elastic constant of the P atoms

was reset tokP = 2000 kcal/mol/̊A2 per each layer. The lipid environment was relaxed for

0.5 ns by releasing the restrains on the P atoms. Finally, a 5 ns equilibration of the system

was accomplished having only the magnesium (Mg) atom fixed.

Finally, four glycerol molecules were added at the periplasmic entrance of each channel

(see Fig. 4.6). The conformation and position of a glycerol molecule inside a GlpF channel

was extracted from the same crystallographic structure file [103]. The water within 0.8 Å

of the glycerols was removed to avoid any overlaps. While harmonically constraining

the backbone atoms (kbb = 20 kcal/mol/̊A2 per atom) and each glycerol’s heavy atoms

center of mass (COM) (kgly = 40 kcal/mol/̊A2 per atom), the obtained system was energy

minimized for 10,000 steps and equilibrated for 0.1 ns. In order to orient the glycerol

molecules parallel to the z-axis, another 0.5 ns of restrained equilibration was performed.

The restrains on the glycerol atoms were removed (kgly = 0), but another elastic spring was

attached to each glycerol such that the angleψ, between the axis of the molecule and the

z-axis (see Fig. 4.7a), was maintained below 10◦. The restrain on theψ angle (kψ = 150
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kcal/mol/rad2) was enforced to assure the proper orientation of the glycerol when entering

the channel.
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Figure 4.7: (a) Definition of the angleψ. Leta= COM(CG1+OG1)−COM(CG3+OG3)
define the orientation of the glycerol molecule (carbons in blue; oxygens in red; hydrogens
not shown). Thenψ is the angle that vectora forms with the z-axis. (b) Definition of the
angleϕ. Let p = COM(CG2)−COM(CG1 +CG3) define a vector in the plane of the
glycerol molecule. Thenϕ is the projection on the membrane plane of the angle that vector
p forms with the vector passing through the COM of two consecutive channels.

4.3.2 SMD Simulations

In order to calculate the PMF profileU(z) and its corresponding diffusion coefficientD(z)

along the channel axis (z denotes the reaction coordinate) using the FR method, constant

velocity steered molecular dynamics (cv-SMD) simulations were employed to simultane-

ously pull four glycerol molecules, one through each of the GlpF channels. Forward (F)

and reverse (R) works were calculated for each of the pulls [see Eq. (3.11)] and then, using

Eqs. (3.24b) and (3.24c), the potential of mean forceU(z) and the mean dissipative work

Wd(z) were obtained.

Crooks’ TFT allows one to calculate the free energy difference between two equili-

brated states. However, the accuracy of the PMF profile in between these two states de-

pends on how far from equilibrium the system is in each of the intermediate states. There-

fore, each channel was split into small segments along the RCz as follows. The narrow

part of the channel, i.e.z∈ (−5,14) Å, was sliced into four unequal segments:(−5,−2),
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(−2,1), (1,8) and(8,14) Å. The periplasmic vestibule domain was divided into three seg-

ments: (−25,−19), (−19,−10) and(−10,−5) Å and the cytoplasmic one into another

three intervals:(14,20), (20,26) and(26,32) Å. The system was equilibrated for 0.5 ns in

the states that separate these intervals (z0∈{−25,−19,−10,−5,−2,1,8,14,20,26,32} Å).

Starting configurations, extracted from these equilibration simulations at 100 ps intervals,

were used to run five sets of F and R cv-SMD pulls (v = 30 Å/ns) on each of the 10 seg-

ments of the channel. The selectivity filter (z∈ (−5,1) Å) (SF) was sampled better (15 sets

of pulls), in order to determine more accurately the barrier height of the channel, located

in this region. In the narrow region of the channel the pulls were performed along the z-

axis. Due to the large cross-section of the vestibule regions however, the sampling in the

xy-plane is very poor at high speed pulls, and therefore, the glycerol molecule was pulled

on an axis close to the geometric center of the channel. In the case of the segments with

z∈ (−19,−10) andz∈ (14,20) this axis was not parallel to the z-axis. Combining the

PMF profiles computed for each of the 10 segments, the soughtU(z) for the entire chan-

nel was obtained. The total mean dissipative workWd(z), calculated following the same

strategy, yielded the position dependent diffusion coefficientD(z) [see Eq. (3.25)].

The equilibrations and SMD pulls were performed by applying on the heavy atoms of

the glycerol a stiff spring characterized by an elastic constantkz = 100 kcal/mol/̊A2. The

restrain on the orientation of the glycerol was maintained during all simulations (kψ = 150

kcal/mol/rad2). The protein flexibility in the membrane plane plays a crucial role in ion

transport [2, 3], as shown in Sec. 4.2. Tests indicated that this is true for the glycerol trans-

port through the GlpF channel as well, mainly because the molecule can barely squeeze

through the SF region. Therefore, the backbone of the protein was restrained along the

z-axis only withkbb = 20 kcal/mol/̊A2 per atom. To avoid dragging of the channels during

the SMD pulls, the COM of each channel was loosely restrained (kCOM = 500 kcal/mol/̊A2

over 1071 backbone atoms). All simulations had the Mg atom fixed.
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4.3.3 Potential of Mean Force and Diffusion Coefficient

As already mentioned, the glycerol molecule is about the size of the cross-section of the

narrow part of the GlpF channel. Thus, the interior shape of the channel, especially in the

SF region, is locally influenced by the glycerol. The crucial role of the protein flexibility

in the membrane plane was proven by PMF calculations (results not shown) that yielded a

barrier height in the SF region almost three times larger when the protein backbone atoms

were constrained around their equilibrium values, as compared to the case (presented here)

when the protein is allowed to fluctuate in the membrane plane.

The PMF of a glycerol molecule passing through a GlpF channel was successfully

retrieved using the FR method (see Sec. 3.8), from forward (F) and reverse (R) SMD pulls

on the 10 segments, as described in Sec. 4.3.2 (red line in Fig. 4.8a). The PMF exhibits

two important features: a small well at the entrance in the narrow region of the GlpF

channel (right before the SF) and a large barrier (∼ 16 kBT) at the SF. The free energy

profile is compared to previously reported PMF [5] (black line), that was calculated from

unidirectional SMD pulls by employing Jarzynski’s equality and the cumulant expansion.

The sharp features in the latter PMF are not retrieved with the FR method. For example,

it seems very unlikely that the molecule would have a binding site in the SF region, where

the main barrier is. Also, the obtained periplasmic well is much smaller than its reported

correspondent.

Due to sampling issues in the vestibule domains, the PMF was calculated along axes

close to the channel axis in those regions. It is unknown though if these axes are along

the absolute minimum of the PMF in these regions. An attempt of sampling these regions

with a relatively small number of pulls (up to 10-15) would lead to a free energy profile

that does not even have the narrow region entrance well and has an overestimated barrier

in the SF (results not shown). Because the molecule is pulled so fast towards the narrow

region of the channel, it hits the walls of the channel, without “finding its way” into the very
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Figure 4.8: (a) Comparison of the PMF calculated using the FR method (red line) with
one reported from unidirectional pulls [5] (black line), for a glycerol molecule passing
through a GlpF channel. The PMF presents a small well followed by a large barrier (∼
16kBT) in the selectivity filter region. (b)ϕ angle variation along the channel during
the F and R pulls. In the selectivity filter, the glycerol can pass only under the angles
ϕ ∈ {10◦,100◦,190◦,280◦} .
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narrow SF. The increased friction with the channel walls overestimates the work needed to

pull the molecule into the SF region, hence the larger barrier. On the other hand, guiding

the molecule along an axis until the entrance in the narrow region eliminates the artificial

increase in the work.

Assuming that all the channels are equivalent on large time scales, the sampling can be

enhanced by calculating the PMF over all the channels, i.e. considering the F and R works

from all the four channels (total of 20 works in each direction) into Eq. (3.24b). Each of the

channels is found in a different conformation that does not change over a few nanoseconds

(fluctuations in the protein conformation occur on much larger time periods). On this time

scale, the lipids form an extremely viscous environment that almost freezes the tetramer’s

exterior conformation.

The presence of the glycerol molecule increases the radius of the SF [104, 124, 125] as

compared to when only water is present. Basically, when the glycerol is passing through

the SF region, the GlpF pore molds itself around the molecule. Moreover, the channel

“allows” the glycerol to slip through this region under only four axial orientations. These

orientations correspond to the followingϕ angle values:ϕ = {10◦,100◦,190◦,280◦} (see

Fig. 4.8b). The extensive sampling of the SF (15 pulls in both directions for each channel)

confirmed that the restriction on the axial orientation of the glycerol molecule in this region

is genuine. Since the axial orientation of the glycerol outside the SF is rather different in

each channel , theϕ angle is sampled in a satisfactory manner only when all four channels

are taken into account.

The calculated PMF suggests that glycerol transport properties are determined by the

barrier size in the SF. Hence the increase in the number of pulls in this region from 5 to 15.

Due to the better sampling, the barrier height was more accurately determined, and found

to decrease from 19kBT (for 5 pulls) to 16kBT (for 15 pulls) (see Fig. 4.8a). Moreover, the

calculated total barrier height matches very well the 16.1kBT Arrhenius activation energy

of the glycerol in the GlpF channel [101].
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(b)
Figure 4.9: (a) The mean dissipative workWd and (b) its corresponding diffusion coefficient
D. The solid lines correspond to position dependentWd(z) and its correspondingD(z) (the
horizontal solid line in the bottom panel is the average ofD(z)). The dashed line reveals a
constant diffusion coefficientD ∼ 8.6 Å2/ns, corresponding to a linear fit ofWd(z) in the
narrow region of the channel. The diffusion coefficient of glycerol in bulk (forz<−30Å)
was found to beDbulk & 95 Å2/ns.
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The mean dissipative work (see Fig. 4.9a), obtained from Eq. 3.24c), is proportional to

the friction coefficient. Therefore, the friction of the glycerol inside the channel is, as ex-

pected, larger than in the vestibule and bulk area.Wd in the narrow region linearly increases

with z, yielding a constant friction coefficient. The diffusion coefficient (Fig. 4.9b), calcu-

lated from Eq. (3.25), is found to beD ∼ 8.6 Å2/ns. Using the same approach in the bulk

(outside of the plotted region), one getsDbulk & 95 Å2/ns. The latter value matches rather

well with the experimentally measured bulk value for glycerol in waterDexp
bulk∼ 110Å2/ns

[126].

4.3.4 Mean First Passage Time

Having both the potential of mean force and its corresponding diffusion coefficient, one

can easily calculate the mean first passage time that a molecule needs to pass through the

channel [5]. Due to the attractive periplasmic well, it is assumed that when the glycerol

molecule exits towards the periplasmic side (zp) another molecule takes immediately its

place (reflective periplasmic boundary). If it exits to the cytoplasm (zc), the glycerol is

quickly phosphorylized (absorbent cytoplasmic boundary). With these assumptions, the

mean first passage time can be calculated using the expression [127]:

τ(zp,zc) =
∫ zc

zp

dz
D(z)

∫ z

zp

dz′eU(z)−U(z′) (4.1)

In the regime of linear dependence of the mean square displacement with time, the

effective diffusion coefficient of the molecule passing through the channel of lengthL =

zc−zp can be calculated from the expression:

De f f =
L2

2τ
(4.2)

whereτ ≡ τ(zp,zc) is the mean first passage time from eq. (4.1).
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For the glycerol to pass from one vestibule into the other, i.e. fromz = −14 Å to

z= +20 Å, the glycerol needs to pass a 16kBT barrier at the SF region. The mean first

passage time calculated for this interval yielded a value ofτgly(−14,+20) = 3.32 ms.

Equation (4.2) yielded an effective diffusion coefficientDe f f ∼ 0.17 Å2/µs.

4.3.5 Channel Permeability

The ability of a channel to conduct water, in the absence of a hydrostatic pressure difference

across the membrane, is given by the ratio of the net flux to the osmotic pressure, or,

equivalently, by the ratio of the molar flux and the solute concentration gradient∆cs that

induces the osmotic pressure:

Φw =−pf ∆ns (4.3)

where∆ns = NA∆cs is the concentration difference expressed in water molecules per unit

volume andpf is theosmotic permeability coefficientof a channel. Similarly, the channel

permeability to a solute can be defined as the ratio of the solute flux to the concentration

difference across the membrane:

Φs = ps∆ns (4.4)

Note that the flux of the solute is in the direction of the concentration gradient, whereas the

water is opposed to it.

If the membrane is impermeable to both water and solute, but is porous, the osmotic

permeability per pore is related to the permeability (Pf or Ps) of the membrane, the mem-

brane areaA and the number of poresn contained in it, by the expression:

pf ,s =
Pf ,sA

n
(4.5)

In the steady state transport of a molecule across a channel, characterized by a PMF

U(z) and a corresponding diffusion coefficientD(z), the flux is constant and in the absence
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of an external force, is given by [122]

Φ = Apρp−Acρc,

Ai = Di/(zc−zp) ·eU(zi)
[∫ c

p
eU(z)dz

]−1

,

ρi = Sini , i = {p,c}

(4.6)

whereSi = S(zi) andni = n(zi) are the area of the cross-section of the channel and the

concentration in molecules per unit volume on the periplasmic (i = p) and cytoplasmic (i =

c) sides. In the case when there is no hydrostatic pressure difference across the membrane

U(zp) = U(zc) = U0 and thereforeAp = Ac = A0. Assuming the same area of the cross-

sections at the two ends of the channelSp = Sc = S0 and a constant diffusion coefficientD,

one can determine the permeability of a channel from the sole knowledge ofU andD:

p = A0S0 (4.7)

whereA0 depends onU andD according to Eq. (4.6).

More specifically, the potential of mean forceU(z) and its corresponding diffusion co-

efficientD(z) enter in the Eq. (4.7) as the flux of the glycerol through the channel. Consid-

ering the cross-section areaS0 = 100Å2 [103] and the diffusion coefficientD = 8.6 Å2/ns,

the GlpF permeability to glycerol becomespgly∼ 0.78×10−19 cm3/s. The large underesti-

mation ofpgly comes from the flux term, which is proportional to the net barrier height, i.e.

the barrier height with respect to the energy level in the bulk (vestibules). In order for the

permeability coefficient to have the same order of magnitude with the experimental value

(10−16cm3/s) [101], the net barrier should be about 3 times smaller then the calculated

12.5 kBT value. One explanation might be that the periplasmic well size is underestimated

due to the lack of sampling in the vestibule region. The PMF in this region was calculated

along an axis guiding the glycerol into the channel. Theψ angle was also restrained so

that flips of the molecule were not allowed. Since this region is wider than the size of the
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glycerol, these flippings could occur, meaning that a glycerol molecule could require more

energy to leave the vestibule, i.e. the periplasmic well is larger.

4.3.6 Conclusions

The PMF of the glycerol through the GlpF channel and its corresponding diffusion coef-

ficient was determined using the FR method. The PMF exhibited two main features: a

small periplasmic well and a 16kBT barrier located at the narrowest region of the chan-

nel, the selectivity filter. The SF region radius was found to be larger in the presence of

glycerol, as compared to when the channel is filled with water, suggesting that the protein

molds around the glycerol molecule. Hence, its flexibility has a crucial role in the glycerol

transport through the GlpF channel as well. Moreover, results show that the PMF is also

dependent on the axial orientation of the glycerol. Thus, the molecule can pass the SF only

under certain orientations:ϕ = {10◦,100◦,190◦,280◦}. Although the NPA motif is very

important in water transport (the water dipole flipping occurs here), it seems to have no

major role in the glycerol transport.

The computed free energy profile is qualitatively different from the one reported from

unidirectional SMD pulls, using Jarzynski’s equality and cumulant approximation [5]. The

latter exhibits features that were not reproduced (e.g. a binding site in the SF region).

The diffusion coefficient was found to be almost constant inside the narrow region of

the channel:Dch = 8.6 Å2/ns. The bulk value is about 10 times larger:Dbulk∼ 95 Å2/ns,

and matches rather well the experimental valueDexp
bulk∼ 110Å2/ns [126].

Having the PMF andD, we calculated (i) the mean first passage time that a glycerol

molecule needs to pass through the GlpF channelτgly∼ 3.3 ms, and (ii) the channel perme-

ability to glycerolpgly∼ 0.8×10−19 cm3/s. The latter is three orders of magnitude smaller

than the experimental findings [101]. Sincepgly is proportional to the net barrier height

(barrier height with respect to bulk free energy level), one explanation could be that the

periplasmic well size is underestimated due to the poor sampling of the vestibule region.
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5 In silico prediction of the
oligomerization state of light
harvesting complexes
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5.1 Introduction

In photosynthesis, assemblies of pigment-protein complexes absorb sunlight and convert

its energy into a biochemical potential. In recent years, tremendous progress has been made

towards identifying thein vivo structure of the photosynthetic apparatus, in particular that

of purple bacteria [14, 130–132]. Calculations and spectroscopic measurements reveal that

a close relationship exists between the efficiency of light harvesting and the geometrical

arrangements of pigment-protein complexes [16, 133–135].

This raises the question as to how does the photosynthetic apparatus assemble within

a cell membrane. The antenna light-harvesting complex 2 (LH2) of purple bacteria can

be considered a paradigmatic model system to address this question, because (i) atomic-

resolution crystal structures exist for LH2s with different organizations and (ii) mutage-

nesis and reconstitution assays allow for direct experimental studies of key factors in the

assembly of LH2 complexes.

LH2s are composed of repetitions of a basic unit of two transmembrane polypeptides,

α andβ . Eachαβ heterodimeric subunit non-covalently binds three bacteriochlorophylls

(BChls) and one carotenoid. Figure 5.1 shows the crystal structure of the basic subunit of

LH2 from Rhodospirillum (Rs.) molischianum[12], Rhodopseudomonas (Rps.) acidophila

[13] and from a species with unpublished crystallographic structure, hence-forth referred

to as MOLI, ACI and X, respectively†. The corresponding primary structures are shown

in Fig. 5.2. Bothα andβ polypeptides consist of polar N- and C-termini and a central

hydrophobic region. The N-termini lie on the cytoplasmic side of the membrane, the C-

termini on the periplasmic side. Amino acids in the central hydrophobic region form two

transmembraneα-helices. B850 BChls are ligated to the highly conserved His residues

near the C-terminus.

This chapter is based on published article [128] and manuscript [129].
†The PDB structure file of the unknown X heterodimer was provided by Dr. Richard Cogdell (University

of Glasgow).
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MOLI ACI X
Figure 5.1: Structure of a subunit of LH2 fromRs. molischianum(MOLI), from Rps. aci-
dophila(ACI) and from an unknown species (X). Each subunit consists of oneα polypep-
tide (orange ribbon), oneβ -polypeptide (magenta ribbon), three BChls (green; phytyl
chains truncated), and one carotenoid (yellow). The N-terminal domains are on top, the
C-terminal domains on bottom. The surface of the subunit is superimposed onto the sim-
plified representations.

MOLI-α SNPKDDYKIWLVINPSTWLPVIWIVATVVAIAVHAAVLAAPGFNWIALGAAKSAAK
ACI-α MNQGKIWTVVNPAIGIPALLPSVTVIAILVHLAILSHTTWFPAYWQGGVKK
X-α ?NQGKIWTVVPPAFGLPLMLGAVAITALLVHAAVLTHTTWYAAFLQ

MOLI-β AERSLSGLTEEEAIAVHDQFKTTFSAFIILAAVAHVLVWVWKPWF
ACI-β ATLTAEQSEELHKYVIDGTRVFLGLALVAHFLAFSATPWLH
X-β AEVLTSEQAEELHKHVIDGTRVFLVIAAIAHFLAFTLTPW

Figure 5.2: The primary structure of the light-harvesting polypeptides of LH2 from MOLI,
ACI and X, aligned at the conserved His residue. Transmembrane helical domains are
highlighted in yellow.
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Interestingly, the crystallographic structures of LH2 reveal a different organization of

subunits, a ring of nineαβ -subunits for ACI [13, 136], but of eightαβ -subunits for MOLI

[12]. EM and AFM studies reveal nonameric organizations for LH2s fromRhodovulum

sufidophilum[137], Rhodobacter (Rb.) sphaeroides[138, 139], andRubrivivax gelatinosus

[140, 141], whereas a low-light variant form of LH2 fromRps. palustrisreveals an eight-

fold symmetry [142]. In all of the above cases, the octameric or nonameric organization

appears to be homogeneous within a given species. Structural heterogeneity of LH2s within

a species has been described only forRs. photometricum, where AFM studies suggest that

most LH2s are organized in either eight-, nine-, or ten-fold symmetry [143].

It needs to be pointed out that at present very little is known about the assembly of

light harvesting complexesin vivo. Although a very recent study suggests that formation

of RC-LH1 complexes is temporally separated from formation of LH2 complexes [144],

one cannot exclude the possibility that both LH1 and LH2αβ -subunit are present at the

same time during the assembly process, raising the possibility of variable complex sizes

because of mixture of different apoprotein types.

Reconstitution assays [145] show that in many cases light harvesting complexes with

very similar optical properties to the wild-type complexes can be reconstitutedin vitro from

their individual components [146, 147]. Truncated versions of natural proteins, chemically

synthesizedde novoproteins, and mutagenetic gene products have been studied, revealing

residues essential to formation ofαβ -subunits and full complexes [148–152]. A recent

study demonstratedin vivo assembly of redesigned peptides fromRb. sphaeroidesinto

fully functional light-harvesting complexes [153].

These results suggest that the building blocks of light harvesting complexes can self-

assemble to form stable, functional complexes. Thus, one should be able to relate the

observed differences in complex organization to the structure of their subunits. What fea-

tures of the subunits govern the organization of the complete ring complexes, in particular

the oligomerization state, i.e., the number of subunits employed in forming a ring?
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This chapter investigates in how far the variations in oligomerization states can be ex-

plained by changes in the local interaction angle between neighboring subunits. In theory,

one expects that subunits with a preferred interaction angle of 45◦ would assemble into

a ring of eight subunits (8× 45◦ = 360◦), whereas subunits with a preferred interaction

angle of 40◦ should form rings of nine subunits. It appears a remarkable feat for subunits

of two helical proteins to control a difference in angle as small as 5◦ in the presence of

conformational fluctuations and solvent dynamics.

As a first step in understanding how LH2 subunits assemble into precise ring struc-

tures, the focus is set on determining and characterizing the interaction between two LH2

subunits. Atomic models for two LH2 subunit dimers, namely for MOLI and ACI, can be

readily built starting from their high resolution crystal structures available from the Protein

Data Bank (entry codes 1LGH [12] and 1KZU [13, 154], respectively). In order to mimic

their native environment, a pair of subunits for both MOLI and ACI was embedded into

properly solvated lipid bilayers. Using all atom MD simulations, the dynamical behavior

of the systems was investigated by monitoring their relative spatial separation and inter-

action angle. Next, the relationship between these two characteristics of the dimers was

studied using forced detachment of the two LH2 subunits. The results yielded two repre-

sentative separations for which the potential of mean force along the interaction angle was

calculated.

The second step is to try to predict the oligomerization states into which the LH2 rings

assemble from the sole knowledge of the preferred angle of two LH2 subunits. Three

atomic models for each LH2 dimer, namely for MOLI, ACI and X were built from their

crystallographic structures. The initial angles between the monomers was set to 36◦, 40◦

and 45◦ for each species. Finally, all the nine systems were embedded in their native lipid

environments. Free energy profiles along the dimer interaction angles were determined

through all atom steered molecular dynamics simulations.
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5.2 Interaction Between Two LH2 Subunits

Since, presently, all atom MD simulations studies are restricted to the 10-100 nanosec-

ond time scale, they cannot be applied directly to describe the complete assembly process

between two LH2 subunits. Indeed, lateral diffusion of these protein units in the lipid

membrane occurs on a much longer time scale than the one accessible by MD simula-

tions. However, suitably designed MD simulations, combined with statistical mechanical

analysis, can be used to determine the free energy profile (or PMF) [57] between the in-

teracting subunits. The PMF then can be used as input in a suitable stochastic model (e.g.,

Fokker-Planck or Smoluchowski equation [59]) for describing the dynamics of the system

at a mesoscopic or even macroscopic scale. To this end, one first needs to identify a small

number of variables (e.g., distances and/or angles), referred to asreaction coordinates(see

Sec. 3.2), that describe the relative separation and orientation of the subunits. Then, one

should use a properly designed set of MD simulations to calculate the PMFU(z) of the

system as a function of the reaction coordinates (RC)z. Once the PMF is determined, the

generalized force exerted between the subunits is equal toF =−∂U(z)/∂z.

5.2.1 Reaction CoordinatesRand θ and PMF U(θ ,R)

The self-assembly of LH2 rings can be envisioned as a process in which preformed LH2

subunits are first inserted into the membrane, then brought within contact distance through

diffusion in the lipid membrane, followed by final locking into the ring specific geometry.

In a first approximation, this process can be modeled as a purely two dimensional one in

which each subunit has a specific anisotropic 2D structure (e.g., a deformed disk) that at

the end of the process forms anN-fold symmetric ring (e.g.N = 8 for MOLI andN = 9

for ACI).

Two reaction coordinates are defined to characterize the spatial interaction between

LH2 subunits in their native membrane environment, namelyR - the separation between

95



them, andθ - their relative angular orientation. A more precise definition of reaction

coordinates is illustrated in Fig. 5.3, displaying two MOLI subunits (from the equilibrated

system) in a top view (left) from the N-terminal or cytoplasmic side. On the right-hand

side of Fig. 5.3 is shown only the transmembrane helical domains of the two subunits (A1,

B1) and (A2, B2), showing a clear separation ofα andβ polypeptides.Ai (Bi) denotes the

center of mass (COM) of theα (β ) apoprotein in subuniti = 1,2. By definition,θ is the

angle made by the projections of the vectorsvi =
−−→
AiBi on thexy-plane of the membrane.

The separation distance reaction coordinate is defined as the distance between the COMs of

theαβ -apoprotein heterodimer within thexy-plane, i.e.,R= |R1−R2|, whereRi , i = 1,2,

are the projections of the position vectors of these COMs on thexy-plane. Note that, at

any instant of time, the reaction coordinates are determined (through the COMs) by the

coordinates and masses of a selected group of atoms from both subunits.

LH2 ring dimer

R

θ

A1

B1 B2

A2

Figure 5.3: Definition of the reaction coordinatesθ andR illustrated for two subunits of
LH2 from MOLI. (left) Top view from the N-terminal or cytoplasmic side in space-filling
representation with transmembrane helices highlighted in ribbon representation. (right)
Top view of two neighboring LH2 subunits’α andβ polypeptides with definition of the
reaction coordinates.

In selecting the group of atoms that define the reaction coordinates one has to make sure

that under equilibrium (or stationary) conditions, the reaction coordinates have well defined

mean values and sufficiently small fluctuations. Otherwise, the reaction coordinates are ill
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defined and cannot be used to characterize the system quantitatively. For example,Randθ

are well defined if one considers only the heavy atoms in the transmembrane helical (TMH)

domains of theαβ -apoproteins. Adding to the selection all the heavy atoms in the N- and

C-terminal domains, would lead to substantial increase in the fluctuations ofθ rendering

the latter reaction coordinate meaningless. In the following, the convention used is that

R andθ refer to particular target values of the reaction coordinates, whileR̃≡ R̃(q) and

θ̃ ≡ θ̃(q) refer to the instantaneous values of the reaction coordinates determined from the

corresponding positionsq≡ q j(t) of all defining atoms.

The PMFU(z)≡U(θ ,R) is the free energy of the system formed by the two interacting

subunits for well defined spatialR and angularθ separations; the compact notationz≡

{θ ,R} was introduced to match the notation used in Chp. 3. In principle, the PMF can be

calculated from Eq. (3.2), by integrating out all degrees of freedom except for the reaction

coordinates [57] [see Eq. (3.1)]. However, in practice, even the longest equilibrium MD

trajectories will sample only a restricted region of the reaction coordinate domain (i.e.,

within the vicinity of the PMF minimum) of interest and the direct application of Eq. (3.1)

is impractical.

First, the umbrella sampling [61] method, described in Sec. 3.5, is used for calculat-

ing theθ dependent PMFs for a constrained separation distanceR between the two LH2

subunits (see Sec. 5.2.5). Next, the “FR method” [52], described in Sec 3.8, is used to de-

termine the PMFsU(θ) along the angle reaction coordinate whenR is integrated out (i.e.

varies freely) (see Sec. 5.3.4).

5.2.2 System Modeling and MD Simulations

ACI dimer– two adjacent complete LH2 subunits (protein and cofactors) were extracted

from the PDB structure 1KZU [13, 154]. After adding the missing hydrogens, the protein

complex was inserted in a pre-equilibrated and hydrated POPC lipid bilayer. Finally, the

system was solvated by adding extra water layers to the two sides of the lipid bilayer.
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Besides the proteins and cofactors the system contained 4,014 water molecules and 169

POPC lipid molecules, with a total system size of 38,594 atoms. The+4.0 e charge of the

system was neutralized by properly adding 4 Cl− counter ions. The system was built by

using XPLOR [155] and VMD [96].

MOLI dimer – using VMD and its plugins, two complete neighboring units extracted

from a fully equilibrated 8-fold LH2 MOLI ring, reported in [22] were inserted in a pre-

equilibrated and hydrated POPE lipid bilayer, and then solvated by adding two pre-equilibrated

8 Å thick water layers to each side of the membrane. The+4.0 e charge of the system was

neutralized by properly adding 4 Cl− counter ions. In addition to the protein and cofactors,

the final system contained 8,299 water molecules and 128 POPE lipids, with a total system

size of 44,997 atoms.

Equilibrium MD simulations– After proper energy minimization, both ACI and MOLI

were equilibrated at 310 K and normal atmospheric pressure through 5 ns long MD sim-

ulations in the NPT ensemble. Periodic boundary conditions and full electrostatics via

the particle mesh Ewald method were used. All MD simulations were carried out with

the NAMD [156] program using the CHARMM 27 parameter set [37]. The simulations

were carried out on local Linux Beowulf clusters, and the required time for 1 ns simulation

running on 30 CPUs was about 1.5 days.

SMD simulations– A total of 20 SMD simulations were carried out for each system,

starting from the same state that coincided with the last frame of equilibrium MD run.

The details of the applied harmonic guiding potential for each of the runs are described in

Sec. 5.2.4.

Umbrella sampling simulations– To determine the PMFU(θ |R) for R = R0 = 18 Å

andR= Rx = 25Å, umbrella sampling MD runs were carried out in a number of windows,

starting fromθ = 33◦ to θ = 53◦, that resulted in well overlapping histograms. For ACI

(MOLI) at bothR0 andRx the windows were centered on the followingθi angles, measured

in degrees: 33, 35, 37, 38, 39, 40, 41, 42, 43, 45, 47, 49, 51 and 53 (35, 36, 37, 38, 39,
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40, 41, 42, 43, 45, 47, 49, 51 and 53). The target angle was enforced by applying a 2D

harmonic guiding potentialVi, j(θ ,R) = ki(θ − θi)2/2+ kR(R−Rj)2/2 with j = {0,x},

kR = 80 kcal/mol/̊A2, andki tuned between(8− 10)× 103 kcal/mol/rad2 for achieving

optimal sampling in each window. After exhaustive testings, simulations were performed

for 0.7 ns for each window. Only the last 0.5 ns parts of the trajectories were used to

construct the RC distribution histograms. The PMFU(θ |R) was determined from WHAM

[see Eqs. (3.10)].

The interaction between the two subunits of each system was determined and char-

acterized in three steps: (1) In order to test the reliability and usefulness of the reaction

coordinates, the time evolution ofR andθ was monitored during 5 ns long equilibrium

MD simulations of the dimer system; (2) Study the relationship between the spatial sep-

arationR and relative orientationθ of the two LH2 subunits as a result of their forced

detachment; (3) Investigate the interaction angle between the two subunits of the dimer.

5.2.3 Equilibrium MD Simulations of MOLI and ACI Dimers

Since the reaction coordinatesR (the relative separation) andθ (the relative orientation) are

defined through the COMs of theα- andβ -polypeptides for each subunit (see Fig. 5.3) ,

their values depend on the selection of atoms used to determine the COMs. Extensive test-

ing yielded that the most stable reaction coordinates correspond to the situation in which

only the heavy atoms of the trans-membrane helical (TMH) domain of theαβ -apoproteins

are considered. In this case, the reaction coordinates assume well defined mean equilib-

rium values. The distribution histograms of the values of the reaction coordinates for the

last 2 ns of the MD trajectories are shown in Fig. 5.4 (thick lines). The peak positions in

the histograms in Fig. 5.4 (corresponding to the most probable values of the reaction co-

ordinates) areR0 ≈ 18.2±0.14 Å, θ0 ≈ 44.8◦±1.7◦ for MOLI, andR0 ≈ 17.8±0.15 Å,

θ0 ≈ 38.1◦±1.4◦ for ACI. For comparison, Fig. 5.4 also includes the corresponding his-

tograms for complete MOLI and ACI LH2 rings (thin lines), obtained from the last 3 ns part
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Figure 5.4: Histograms of the reaction coordinatesθ (left) andR (right) corresponding
to equilibrium MD simulations as follows: MOLI dimer, 2 ns run (thick solid line), ACI
dimer, 2 ns run (thick dashed line), MOLI LH2 ring, 3 ns (thin solid line) and ACI LH2
ring, 3 ns (thin dashed line).

of 5 ns long equilibrium MD runs. The peak positions of the spatial RC for the rings are

R0≈ 18.2±0.2 Å for MOLI and R0≈ 17.8±0.4 Å for ACI. The mean angle RC values are

θ0 = 45◦±2.36◦ andθ0 = 40◦±2.36◦ for MOLI and ACI LH2 ring, respectively. Accord-

ing to these results, there is a clear separation (∼ 7◦) between the values of the preferred

angleθ0 for MOLI and ACI, respectively. Indeed, in the case of MOLIθ0 is very close to

the theoretically expected 45◦, while for ACI the corresponding angle is about 2◦ smaller

than the expected 40◦. Moreover, for both systems the root-mean-square fluctuations ofθ0

are of the same magnitude (note the similar width of the corresponding angle distribution

histograms in Fig. 5.4), being smaller than 2◦. On the other hand, for both MOLI and ACI

LH2 ringsθ0 coincides with the expected 45◦ and 40◦, respectively, albeit the fluctuations

in the angle are noticeably larger than for the subunit dimers. Furthermore, fluctuations

in R are much smaller than fluctuations inθ , and the mean valueR0 is essentially the

same (within less than half of one̊A) for all four systems. If one tries to extend the pro-

tein atoms selection in the definition of the reaction coordinates, e.g., by including the CT

(C-terminus) and NT (N-terminus) domains of theαβ -polypeptides, the resulting reaction

coordinates become ill defined especially due to the sharp increase in the magnitude of the

fluctuations. In such cases, test MD simulations have shown that the fluctuations both inθ
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andR increase by more than a factor of 2 (results not presented here). These findings are

consistent with the knowledge that in general the TMH regions of membrane proteins are

more rigid than the outer membrane parts.

5.2.4 Forced Detachment of the Subunits Using SMD

In principle, the study of the relationship between the spatial separation and relative orien-

tation of the two LH2 subunits requires the knowledge of the 2D potential of mean force

U(θ ,R), that describes the statistical mechanical state of the system as a function of the

two reaction coordinates. However, a brute force determination of the PMF (e.g., by direct

application of the umbrella sampling method, described in Sec. 3.5) is computationally

prohibitively expensive.
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Figure 5.5: Two dimensional density plot of the volume overlap of the transmembrane
protein regions of MOLI (left) and ACI (right) dimers along the reaction coordinatesθ and
R recorded in the SMD simulations described in the text; the trajectories corresponding to
the four different sets of simulations are indicated by numbered arrows. The volumes are
relative to the value corresponding to the equilibrium reaction coordinatesθ0 andR0 (see
text), marked by the small circle.

Thus, to gain some insight into the mechanism that governs the relationship between the

relative distance and orientation of the LH2 subunit dimer during the forced separation or

compression of the subunits, four sets of 5 SMD simulations each were conducted, starting
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from initial states that coincide with the last frames of the equilibrium simulations shown

in Fig. 5.4, and characterized byR0 = 18.2 Å andθ0 = 43.7◦ for MOLI and R0 = 18.1 Å

andθ0 = 41◦ for ACI. These starting values are marked by small circles in Fig. 5.5. In the

first (second) set of simulationsθ was unconstrained whileR was increased (decreased)

with a constant rate ofvR = 0.1 Å/ps, by applying a harmonic guiding potentialV(R̃|R) =

kR(R̃−R)2/2, as described in Sec. 3.3, withkR = 500 kcal/mol/̊A2. Similarly, in the third

(fourth) set of simulationsR was unconstrained whileθ was increased (decreased) with

vθ = 0.1 deg/ps through a harmonic guiding potentialV(θ̃ |θ) = kθ (θ̃ −θ)2/2 with kθ =

5× 104 kcal/mol/rad2. In these potentials,R andθ are the target values of the reaction

coordinates whileR̃ and θ̃ represent the instantaneous value of the reaction coordinate

as determined from the corresponding atomic coordinates. The SMD trajectories in the

reaction coordinate plane (i.e., the loci of points with coordinates{R(t),θ(t)}) are shown

in Fig. 5.5 for both MOLI and ACI. The different trajectories belonging to different sets of

simulations are indicated by numbered arrows. Trajectory points are color-coded according

to the current volume overlap of the trans-membrane parts of the two subunits, normalized

to the corresponding initial state value.

The reaction coordinate trajectories exhibit distinctive features for each set of simula-

tions, with manifest differences between the two systems.

As soon as the separationR between the two subunits is increased (set 1) pastR0, the

TMH domains of theαβ -apoproteins separate for both MOLI and ACI, an event which is

accompanied by a noticeable increase in the fluctuations of the angle reaction coordinate.

While in the case of ACI, the separation of the N-terminal and TMH domains seem to

occur simultaneously asR increases, in contrast, for MOLI, the N-terminal domains of the

subunits do not detach untilRbecomes larger than 35̊A. On the other hand, the C-terminal

domains remain connected in both systems even for separations as large as 40Å. This dif-

ference may also be responsible for the profile of the trajectories in set 1. For MOLI, asR

increases, the trajectories cluster in fairly well distinguished paths, with occasional partial
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overlaps, and are subject to largeθ fluctuations. By performing an additional four SMD

runs with pulling speed 0.01Å/ps (i.e., ten times slower than the previous SMD simula-

tions), it was found (not shown in Fig. 5.5) that the above distinctive features of the paths

in set 1 for MOLI prevail for slower pulling speeds as well. However, for these new paths

the deviation in the angle reaction coordinate appears to be somewhat larger than the one

corresponding to faster pulls. The results suggest that the PMFU(θ |R), for a givenR> R0,

has a broad global minimum with several (at least three) local minima separated by rela-

tively small potential barriers. The location of the minimum is shifted toθ > θ0 values (see

below). On the other hand, for ACI, asR increases, the trajectories remain clustered (albeit

with enhancedθ fluctuations) suggesting that the PMFU(θ |R) has a potential well that is

broader than the one forR0. However, the dramatic deviation of one of the trajectories from

the rest forR& 35 Å suggests that for larger separationU(θ |R) may develop a structure

with at least two well separated local minima, with one equilibrium angle smaller and the

other one larger thanθ0.

The behavior of the reaction coordinate trajectories for the simulations in sets 2, 3 and

4 are qualitatively similar for both MOLI and ACI. Already a feẘA compression ofR (set

2) increases the overlap of the protein subunits several times, accompanied by a decrease

of the angle variable. The trajectories nicely overlap, indicating that the corresponding

PMFU(θ |R) is similar to the one corresponding toR0, with the minimum shifted towards

a smaller angle thanθ0.

Finally, it is remarkable that for the simulations in sets 3 and 4, in whichR is uncon-

strained, the latter shows only a slight increase with respect toR0 as the angle is increased

(decreased) by as much as 20◦ (10◦). Thus, based on the results of our SMD simulations,

one may conclude that in general forced rotation of the relative orientation of the subunits

has only very limited effect on their spatial separation. On the other hand, the modification

of the distance between the subunits in general has strong impact on the angle between

the subunits. This conclusion also provides support to the notion thatthe preferred angle
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subunit 1 subunit 2 average distance contact region
residue residue(s) for breaking links

α1GLY+8 α2ALA +16 > 40 Å C-terminus
β1LYS+7 α2ALA +16, SER+19, ALA +20 > 40 Å C-terminus
β1PRO+8 α2GLY+15, SER+19 > 40 Å C-terminus
β1TRP+9 α2GLY+15 > 40 Å C-terminus
α1PHE+9 α2ILE+12 36 - 38Å C-terminus
β1ARG−32 β2LEU−27 32 - 35Å N-terminus
β1LEU−30 α2SER−18 21 - 22Å N-terminus
α1VAL−22 α2PRO−14, SER−18 21 - 24Å TM

Table 5.1: Average separation distances at which the most important inter-residue links
between two LH2 subunits of MOLI are broken in SMD simulations.

subunit 1 subunit 2 average distance contact region
residue residue(s) for breaking links

α1THR+7 α2TRP+14, GLN+15 > 40 Å C-terminus
α1THR+8 α2GLN+15 > 40 Å C-terminus
α1TRP+9 α2TRP+14, GLN+15 > 40 Å C-terminus
β1PRO+8 α2GLN+15 > 40 Å C-terminus
β1TRP+9 α2TYR+13 34 - 38Å C-terminus
α1VAL−21 α2ALA−18, PRO−13 20 - 22Å N-terminus
α1VAL−22 α2ALA−18, PRO−19 21 - 27Å N-terminus
α1ALA +2 α2LEU+4 23 - 25Å TM

Table 5.2: Average separation distances at which the most important inter-residue links
between two LH2 subunits of ACI are broken in SMD simulations.

between LH2 subunits is mainly determined by contact interactions between subunits.

Steered molecular dynamics simulations also provide insights into the key interactions

between the subunits: as two subunits are pulled apart, the links between the subunits

break from the weakest to the strongest. A link is considered, arguably, to be broken, if the

distance between the closest contact between two residues becomes larger than 3Å. A list

of strongest links, as presented in Tables 5.1 and 5.2, provides qualitative information on

the basis of SMD simulation data. With increased sampling, more refined analysis in terms

of e.g. interaction energies or free energy barriers would become possible. Inspection of

the two tables shows that all links in the TMH domain become separated for distances

larger thanR= 25 Å for both cases. In the N-terminal domain, all links become separated
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for distances around 25̊A for ACI and around 35̊A for MOLI. This is consistent with the

overlapping volume data shown in Fig. 5.5. On the other hand, there is one group of links

in the C-terminal domain for both ACI and MOLI that persists even for separations larger

than 40Å. This group represents the strongest interactions conferring overall stability of

the binding of the two subunits. An immediately recognizable difference is that most of

the links in ACI are between theα-apoproteins while they are between theβ1 andα2 in

MOLI.

5.2.5 Calculation of PMFU(θ ,R)

The 1D PMFsUi(θ |Ri) alongθ were determined by using umbrella sampling and WHAM

for both MOLI and ACI, for two representative separations, i.e., the equilibriumR0 = 18Å

andRx = 25 Å. While the choice for the equilibrium value is obvious, the reason for the

Rx selection is that at this particular distance MOLI and ACI are in qualitatively different

separation states. While, forRx, the TMH domains of theαβ -polypeptides are already

separated in both MOLI and ACI, the N-terminal domain is fully separated only in ACI,

but not in MOLI; the C-terminal domains are still in contact for both systems.

The computed PMFs, using umbrella sampling and WHAM, are shown in Fig. 5.6. The

relative statistical errors in the PMFs were estimated by employing the Monte Carlo boot-

strap error analysis method as implemented in Alan Grossfield’s WHAM software package

[http://dasher.wustl.edu/alan/wham/]. The results suggest that, in general, for sev-

eral hundreds of bins used to sampleU(θ |R0), the relative error is smaller than 10% for

any angle. (For clarity the actual error bars are not shown in Fig. 5.6.) ForR0 the PMF

for both MOLI and ACI exhibits a nearly parabolic lineshape with minima that practically

coincide with the peak positions in the corresponding equilibrium angle distribution his-

tograms in Fig. 5.4, i.e., 45.2◦ and 38.5◦, respectively. In fact, the PMFs calculated from

those histograms asU0(θ) ∝−kBT ln[p0(θ)] matches rather well the bottom part of the full

PMF obtained from umbrella sampling and WHAM (data not shown). At the equilibrium
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Figure 5.6: Calculated potentials of mean forceU(θ |R) for both MOLI (solid lines) and
ACI (dashed lines) dimers. The thick (thin) curves correspond toR= 18 Å (R= 25 Å).

distance, the PMF of ACI and MOLI are rather similar, indicating that for both systems the

angular constraints between adjacent subunits are of comparable strength. At least around

their minima, both PMFs can be fitted well with a harmonic potential characterized by the

same angular elastic (torsional) constantkθ ≈ 0.18 kcal/mol/deg2. Compared to theR0

case, forRx the PMF for both systems widens up and acquires additional features. For

MOLI, the PMF exhibits a small plateau at angles around 40◦, and a steep downhill region

for θ & 42◦ that ends in a broad minimum around 49◦, followed by a modest potential bar-

rier at∼ 53◦. These features are consistent with the SMD results. Indeed, the angle spread

of the SMD trajectories atRx extends from∼ 40◦ to∼ 55◦. The steep potential barrier in

the PMF at. 40◦ explains the lack of trajectory points below this value. Also, the higher

trajectory points density along the plateau region and the broad minimum is expected. For

ACI, the PMF forRx shows a∼ 10◦ wide, rather flat region starting from 39◦. The fact that

the corresponding SMD trajectory points are clustered only in the interval 38◦ < θ < 44◦
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does not conflict with the PMF data but raises the question why are there no trajectory

points up to angles of∼ 50◦? There are several possible answers. First, the small number

of SMD trajectories may not provide a proper sampling of the angles forRx. Secondly, the

θ self diffusion coefficient may be very small, so that a flat PMF does not lead to significant

dispersion. The second well in the PMF at 54◦ suggests that eventually a second branch

of trajectories may appear oriented towards higher angle values as it appears indeed for

R> 32 Å.

5.2.6 Preferred Angle

The results obtained so far show that two subunits in van-der-Waals contact (center-to-

center distance of∼ 18 Å) arrange at a preferred angle with each other. The PMF minima

are located at 45.2◦ for MOLI and at 38.5◦ for ACI. Both values are very close to the the-

oretically expected values of 45◦ (8-fold symmetry) and 40◦ (9-fold symmetry). The free

energy profiles closely match parabolic profiles, characterized by the same angular elastic

(torsion) constantkθ ≈ 0.18 kcal/mol/deg2. At the same time, the free energy profiles ex-

hibit a clear angular separation: it requires about 9.3 kBT to force two subunits from MOLI

into the angle of 38.5◦ preferred by subunits from ACI, while about 14.4 kBT are required

to force two subunits from ACI into the angle of 45.2◦ preferred by subunits from MOLI.

These suggest that the preferred angle between the subunits plays an important role in

guiding the assembly of light harvesting complexes into a particular ring size or oligomer-

ization state.

To see whether the surface contact between the two subunits is important in defining

a preferred angle, additional calculations where two subunits are constrained to a center

to center distance of 25̊A were performed. At this distance, subunits of MOLI are still

connected at both their C- and N-terminal domains, and subunits of ACI are connected

at their C-terminus only. However, theαβ polypeptides in the transmembrane region are

no longer in contact for either subunit pairs. In this case, the free energy decreases at
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larger angles with considerably more shallow minima than the free energy profiles at the

equilibrium distance of 18̊A.

These findings suggest that the exact preferred angle between two subunits is largely

defined by the surface interactions in the transmembrane region. Once theαβ -polypeptides

in the transmembrane region become disconnected, the angular variation increases signifi-

cantly (see Fig. 5.5). However, angular constraints, albeit more relaxed, still exist even at

larger separations of the subunits.

Interestingly, the angle between two subunits is more constrained in ACI than in MOLI.

Although the parabola of the free energy profiles at equilibrium distance (18Å) are sim-

ilar, the five trajectories of ACI during the steered molecular dynamics simulations show

relatively little angular spread after the transmembrane regions are disconnected and even

after the links in the N-terminal domain are broken. Much more angular spread can be ob-

served in the case of equivalent SMD runs for MOLI, even for cases when the links in both

the C- and N-terminal regions are still intact. As already stated, the configuration space

may not have been sampled well due to the fast pulling and small sample size during this

simulation.

5.3 Prediction of the LH2 Ring Size

The results obtained in the previous section show that the preferred angle plays a crucial

role in guiding the assembly of LH2 complexes into a particular ring size. Therefore, the

next step in understanding how these rings assemble is to try to determine their oligomer-

ization state by identifying the preferred angle of a dimer from the sole knowledge of the

atomic structure of a single subunit. First, a preferred angle was determined from energy

minimization of each system. Second, the dimer angle was monitored during free molecu-

lar dynamics simulations. Finally, using the FR method, the PMF profileU(θ), determined

along the angle RC, was obtained for several systems from each species, in order to iden-
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tify the most probable size (i.e. the number of subunits) of the ring that the corresponding

species would form. Combining the results from the three approaches, a prediction on the

oligomerization state of the light-harvesting complexes was made.

5.3.1 System Modeling and MD Simulations

In order to build the MOLI, ACI and X dimer systems from the sole knowledge of the high

resolution crystallographic structure of a monomer, one needs the angleθ between the two

monomers and the radiusρ of the corresponding ring structures. The radius is related to the

distanceR between two neighboring subunits (see Fig. 5.3). In the case when the subunits

are tightly packed (i.e. part of a ring),R is equivalent to the size (in the plane of the ring)

of a subunit. Therefore,R should be independent of the number of subunits contained

by a ring. Indeed, the crystallographic structures yield the distance between neighboring

subunitsR0 ∼ 18 Å for both MOLI and ACI. Since X is similar to ACI, one can safely

assume the distanceR0 between monomers is the same in both systems. The angleθ and

radiusρ = R
2/sinθ

2 determine uniquely the position of the second subunit in the dimer.

Using the VMD [96] Membraneplugin, each dimer was immersed in a previously

equilibrated hexagonal patch of POPC lipid bilayer with solvated lipid headgroups. Lipids

within 0.8 Å of the dimers were removed. The membrane-dimer complex was then solvated

in water using the VMD pluginSolvate. Two layers of water were added on both sides of

the membrane, each of them having 8Å in thickness. The VMD pluginAutoionizewas

used to randomly place ions such that the resulting total charge of the systems was zero.

The characteristics of the built systems are summarized in Table 5.3.

All simulations were performed using the parallel molecular dynamics program NAMD

2.5 [156], CHARMM27 forcefield for lipids and proteins [37], and TIP3 model for water.

A cutoff distance of 12̊A (switching function starting at 10̊A) for van der Waals interac-

tions was assumed. Hexagonal periodic boundary conditions were used with flexible cell

enabled, unless otherwise mentioned. Minimum distance between periodic images of the
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θ0 No. of atoms No. of lipids No. of waters
MOLI ACI X MOLI ACI X MOLI ACI X

36◦ 66569 58654 58381 207 198 197 11577 9418 9409
40◦ 63918 61249 61271 200 213 214 11006 9613 9613
45◦ 60196 55763 54879 184 188 183 10480 8901 8867

Table 5.3: The total number of atoms, the number of lipids and of water molecules, of the
built dimer systems at initial anglesθ0 = {36◦,40◦,45◦}.

dimer was 32Å in all cases. Long-range electrostatic interactions were computed using

Particle Mesh Ewald method, with the density of the grid points around 1/Å3. Rigid hydro-

gen bonds was set and, therefore, an integration time step of 2 fs and SHAKE constraint

on all hydrogen atoms were used. Impulse-Verlet algorithm was employed in integrating

the equations of motions. Both, short-range nonbonded and long-range electrostatic inter-

actions were determined at each time step.

Langevin dynamics was utilized to keep constant temperatureT = 310 K in all simu-

lations. The Langevin damping coefficient was set to 5 ps−1. Also, the simulations were

conducted at constant pressure of 1 atm. using the Nosé-Hoover Langevin piston method

with a decay period of 100 fs and a damping timescale of 100 fs.

Energy minimizations– For each of the 9 dimer systems, the energy minimization pro-

cess was carried out using the subsequent 3-step protocol: (1) The system was energy

minimized for 50,000 steps by keeping the heavy atoms of the dimer fixed. During this

process all bad contacts between atoms have been eliminated, without any change in the

relative orientationθ0 of the dimer subunits; (2) The system was gradually heated up with

1 K/ps for about 200 ps by continuing to keep the heavy atoms of the dimer fixed. At

the end of this process the lipids appeared uniformly distributed around the dimer; (3) By

releasing all dimer atoms the entire system was energy minimized for 100,000 steps.

Free MD simulations– MOLI, ACI and X dimers, constructed at initial anglesθ0 ∈

{36◦,40◦,45◦}, embedded in the lipid bilayer and then solvated in water, were equilibrated

in the following three stages: (1) During 100,000 energy minimization steps the heavy

110



atoms of the dimers were fixed, assuring that the angle RC remains set to its initialθ0

value and that only the environment (lipids and water) and hydrogen atoms are minimized.

50,000 energy minimization steps followed, having the angle RC restrained by a harmonic

potential to the valueθ0; (2) An equilibration of the environment, with the same harmonic

restrain of the angle RC toθ0, was performed. A gradual heating of the system of 1 K/ps

up to 310 K, with the flexible cell parameter disabled, was performed. After 0.5 ns of

equilibration, the lipids arranged themselves nicely around the dimers; (3) Theθ angle

restrain release was followed by free MD simulations for 10 ns of the entire system at

310 K in the NPT ensemble.

SMD simulations– Steered molecular dynamics (SMD) simulations were employed to

calculate the PMFU(θ) for θ ∈ [30◦,50◦], using the FR method. The approach requires

bothforward (F) andreverse(R) pulls (see Sec. 3.8) between two states of the system that

have the angle RCθ equilibrated around a desired valueθeq. Different systems, built at ini-

tial anglesθ0 = {36◦,40◦,45◦}, as previously described, were used to calculate three PMFs

U(θ) for each species. In order to guarantee fast equilibrations and Gaussian distribution

of the works, the stiff spring approximation (see Sec. 3.4) was employed. All pulls were

constant velocity (v= 20 deg/ns) SMD simulations implemented in NAMD [156] using its

Tcl interface.

The FR method gives the free energy difference between the two equilibrated states.

For best accuracy ofU(θ) along the studied range, the[30◦,50◦] interval was split into

10 subintervals of 2 degrees each. A single protocol was employed for all the systems,

requiring the following simulations: (i) Eleven 600 ps long equilibration runs of the entire

system in the states between subintervals (θeq = {30◦,32◦,34◦, . . . ,50◦}). These equili-

brations restrained the angle RC toθeq using a harmonic guiding potential, withkθ =

5×105 kcal/mol/rad2. The last 400 ps of the equilibration simulations were used to select

five states, 100 ps apart, as initial configurations for the F and R pulls. (ii) Five F and five

R SMD simulations along each subinterval, starting from the saved initial configurations
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for eachθeq (total of 2×50 simulations) were performed. The F and R pulls correspond

to increasingθ with constant velocity, and to decreasing it, respectively. Due to the large

number of pulls required to determineU(θ) for [30◦,50◦], the pulls were employed on the

smallest number of subintervals that would clearly yield the position of the PMF minimum.

5.3.2 Energy Minimization

For each of the studied species (MOLI, ACI and X) three dimer systems were built at

initial angles ofθ0 = {36◦,40◦,45◦}. During the 100,000 energy minimization steps of

each system, the dimer angleθ was monitored and plotted in Fig. 5.7. The values of the

angles obtained at the end of the minimization process are recorded in the third column

of Table 5.4. For MOLI, the systems withθ0 = 36◦ andθ0 = 40◦ minimized to values of

θ f inal around 40◦. The other system remained at its initial angleθ0 = 45◦, reproducing the

dimer angle reported in the crystal structure [12]. For ACI, the result is fairly the same,

except that the 45◦ system’s angle dropped down to 43.3◦. The 36◦ and 40◦ systems yielded

final angles that suggest a 9-ring for ACI, as reported in the crystal structure [13]. For the

unknown structure X, the results clearly suggest a 9-ring formation, all the dimer systems

yielding the energy minimization final angleθ f inal around 40◦.

5.3.3 Free MD Simulation

In the second approach, the dimer angleθ was monitored along a 10 ns free molecular dy-

namics simulation of each system. Figure 5.8 shows in the right panels the angle evolution

along the 10 ns trajectories, and in the left panels the angle distribution and mean value

over the last 7 ns of free MD simulation. The mean values〈θ〉 and the angle distributions

peak positionθpeakare recorded in the Table 5.4.

The angle of MOLI dimer system atθ0 = 36◦ (Fig. 5.8a) is almost constantly decreas-

ing, indicating that this system might be unstable, probably because the dimer angle is so
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Figure 5.7: Evolution of the angle reaction coordinateθ during energy minimization of
MOLI (top), ACI (center) and X dimers (bottom), respectively. The curves for each dimer
correspond to initialθ0 angle values of 36◦ (red line), 40◦ (black line) and 45◦ (blue line).
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Species Angle En.min. Free MD PMFU(θ)
θ0 θ f inal 〈θ〉 θpeak θmin

36 39.9 31.7 31.2 35.0
MOLI 40 41.8 40.3 41.1 42.6

45 45.0 40.7 41.2 39.9
36 39.2 38.0 38.3 36.0

ACI 40 39.4 39.3 39.5 39.1
45 43.3 37.7 37.5 41.3
36 41.3 43.7 43.5 37.7

X 40 40.8 36.5 36.5 38.5
45 39.8 39.6 41.1 41.2

Table 5.4: Angle values determined from the three approaches for the nine systems: (i)
final angle valueθ f inal after energy minimization, (ii) mean value ofθ (averaged over
the last 7 ns) and the peak position of its distribution, obtained from the 10 ns free MD
simulations, and (iii) angle valueθmin corresponding to the global minimum of the PMF
U(θ). All angles are reported in degrees.

far from its expected value of 45◦ (MOLI forms and 8-fold LH2 ring). The 40◦ system’s

dimer angle value fluctuates for 7.5 ns around 41◦ and then suddenly drops down, main-

taining its fluctuations for the last 2 ns around 38◦ (Fig. 5.8b). The angle of the 45◦ system

mainly varies around the mean value〈θ〉 ∼ 40◦, having just a brief drop of 3◦ right after

passing 6 ns of simulation (Fig. 5.8c). Surprisingly, the free MD simulations suggest that

the most stable configuration of the built MOLI dimers corresponds to a 9-ring, and not to

the expected 8-ring light harvesting complex.

In the case of ACI, the three MD simulations are rather similar. The dimer angles

fluctuate around〈θ〉 ∼ 38◦ for the 36◦ (Fig. 5.8d) and 45◦ (Fig. 5.8f) systems, and around

40◦ for the system having initial angle ofθ0 = 40◦ (Fig. 5.8e). The latter case has the

smallest fluctuations (∼ 1.4◦), indicating that the system built at the expected dimer angle

of 40◦ is most preferred by the subunits. All the three MD simulations suggest that a light

harvesting complex of 9 subunits (as expected) will be formed from the ACI subunits.

The X dimer system with initial angleθ0 = 36◦ (Fig. 5.8g) quickly increases its angle

value to∼ 45◦, but after∼ 1 ns stabilizes around 43◦. The dimer angle of the 40◦ system

(Fig. 5.8h) goes very rapidly to 36◦ and then continues to fluctuate around this value, except
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Figure 5.8: Distribution histogram (left panels) and time-evolution (right panels) of the
angle reaction coordinateθ for MOLI (a,b,c), ACI (d,e,f) and X (g,h,i) dimers correspond-
ing to free MD simulations starting from conformations characterized byθ0 = 36◦ (a,d,g),
θ0 = 40◦ (b,e,h) andθ0 = 45◦ (c,f,i). For each case the listed mean value〈θ〉was calculated
using the last 7 ns of the corresponding MD trajectory.
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for a few ”dips” around 1 ns, 2.8 ns and 5.8 ns. In the case of the 45◦ system (Fig. 5.8i),

theθ angle declines and then fluctuates around 41◦ for about 5 ns. During the next 3.5 ns

its value decrease to∼ 36◦ is promptly followed by an increase up to∼ 38◦. Although

the mean value of the dimer angle〈θ〉 ∼ 40◦ indicates a 9-ring light-harvesting complex

formation, the stability of this system is questionable due to these large variations inθ .

The three MD simulations are suggesting that a 10-, 9- and, perhaps, an 8-ring could form

from the subunits of the X species.
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Figure 5.9: Time dependence of the RMSD of the dimer transmembrane Cα atoms with
respect to the crystal structure in case of MOLI (top) and ACI (center), and to the build
structure in case of the X dimer (bottom).

The root mean square deviation (RMSD) values were calculated along the 10 ns trajec-

tories, for the transmembrane Cα atoms of the dimers, with respect to the crystal structure

for MOLI and ACI, and to the built structure for X (since there is no crystal structure for

the X dimer) (see Fig.5.9). For MOLI and ACI, one can easily notice that the RMSD in-
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creases when theθ angle is further from the crystallographic value. For MOLI (top panel),

as expected, the 36◦ system has the largest RMSD, because theθ angle (and so the dimer

configuration) is the furthest from the expected 45◦ value. For ACI (central panel), sinceθ

fluctuates around 40◦ for the three simulations, all the RMSDs are small and fairly similar.

For X (bottom panel), the RMSD is calculated with respect to the built structure, so it rather

reflects how much the dimers change along the free MD simulations. Indeed, the greatest

RMSD is found for the 45◦ system, where the largestθ angle variations are found, but the

difference between the three RMSDs is not that significant.

5.3.4 Potential of Mean ForceU(θ)

Third and final approach used to determine the preferred angle between two subunits is

based on the potential of mean force (PMF) profile along the dimer angle reaction coor-

dinate (RC)θ . The PMFs of the nine systems, i.e. MOLI, ACI and X species built at

initial dimer anglesθ0 = {36◦,40◦,45◦}, were obtained from five forward (F) and five re-

verse (R) constant velocity steered molecular dynamics (cv-SMD) simulations, described

in Sec. 5.3.1. EachUθ0(θ) was built by stitching together free energy profiles calculated

on two degree intervals. Figure 5.10 shows the obtained PMFs along the angleθ for MOLI

(top), ACI (center) and X (bottom) dimers built atθ0 angles of 36◦ (dash-dotted lines), 40◦

(dotted lines) and 45◦ (solid lines). The angle valuesθmin where the free energy profiles

have their minimum are recorded in the Table 5.4.

Clearly, the location of theU(θ) minima for the nine systems is not exactly 36◦, 40◦ or

45◦, corresponding to the preferred angles of the 10-, 9- or 8-ring complexes, respectively.

This is not surprising though, if one analyzes the dimer angle distributions during free MD

simulations of built LH2 rings (see Fig. 5.11). The preferred dimer angle is between 42◦

and 48◦ for the MOLI 8-ring, and between 37◦ and 43.5◦ for the ACI 9-ring. Moreover,

for ACI there is not even a single dimer in the light harvesting ring that has a preferred

angle within 1◦ of the expected 40◦. For both LH2 complexes, the sum of all the dimer
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angles at any time is 360◦, yielding the average preferred angle equal to the expected angle

of 45◦ and 40◦ for the 8- and 9-ring, respectively. Therefore, one would expect the PMF

calculations along the dimer angleθ to yieldθmin values within 3◦−3.5◦ from the preferred

angle.
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Figure 5.10: Potential of mean forceU(θ) calculated using the FR method described in the
text for MOLI (dashed line), ACI (dash-dotted line) and X (solid line) dimers.

On the other hand, due to the high velocity forward and reverse pulls used in determin-

ing the PMFs, the lipids surrounding the dimer complex are “frozen” during these short

(time) SMD simulations. Since the dimer complex is strongly interacting with its local

lipid environment, the change in the dimer angle cannot be too large during one fast pull.

The maximum possible change inθ , without deforming the dimer complex, was estab-

lished to be around 2◦. Hence, the determined PMFs are depending to some degree on the
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initial configuration of the system, i.e. on the initial dimer angleθ0. Thus, shifts ofθmin

are, in general, within a few degrees fromθ0. Consequently, one should rationalizeθmin in

terms of direction and relative size of shift from the initial valueθ0, rather than in terms of

closeness to a certain preferred angle.
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)
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Figure 5.11: Distribution functionP(θ of the relative orientation angleθ between adjacent
subunits (thin lines) corresponding to the eight subunit MOLI (top panel) and nine subunit
ACI (bottom panel) LH2 rings. The distribution histograms for were determined from 3 ns
long equilibrium MD trajectories. The average angle distributions for all subunit pairs are
also shown (solid lines).

U45◦ from MOLI indicates that the subunits would most likely form a 9-mer, but the

wide minimum ofU40◦, spreading from 39◦−43◦, suggests that the subunits could form

not only 9-rings, but 8-rings as well. This result is also implied by the shifts of the two

PMFs towards each other. Theθmin (PMF minimum position) values indicate that a 9-ring
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is preferred. AlthoughU36◦ keeps the position of its minimum aroundθ0 (θmin∼ 35◦), this

system could be discarded on the grounds that it seems unstable (largeθ angle fluctuations)

during the 10 ns free MD simulation. Based on the results from the three approaches, the

MOLI subunits would most likely form 9-rings, although the expected 8-rings are possible

as well.

For ACI,U40◦ keeps its minimum close toθ0. As in the case of MOLI, the 45◦ system

shifts its minimum towards 40◦ (θmin ∼ 41◦). The two PMFs clearly indicate that the

ACI subunits would organize into a 9-ring. The 2◦ broad minimum aroundθ0 of U36◦

includes the possibility of the 10-ring formation as well. But, taking into account the

energy minimization and free MD simulations as well, the 9-mer LH2 structure is clearly

preferred by the ACI subunits.

In the case of X,U36◦ andU45◦ are both shifting their minima towards 40◦, while the 40◦

system’s minimum remains aroundθ0 (θmin∼ 38.5◦). U45◦ shows that it would take less

than 2kBT to change the dimer angle from 40◦ to 36◦ or 45◦. The large angle differences

recorded by the corresponding free MD simulations are consistent with the PMF findings,

indicating that this system might be unstable and could be discarded. Considering all the

three approaches, most likely that the X subunits would form 9-mers.

5.4 Conclusions

Understanding the assembly of a protein complex requires that one addresses a set of inter-

related questions: (1) What is the temporal order in which parts are put together? (2) What

interactions stabilize the protein complex or parts of the complex? (3) What factors govern

the (reproducible) stable geometry of the complex?

First part of the chapter focused on the assembly of a two-subunit complex from two

fully formed αβ -subunits with three BChl and one carotenoid bound. Spectroscopic ob-

servations support the assumption that this is an important step in the formation of light
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harvesting complexes as they show a progression from monomeric BChl (777 nm) to a

BChl dimer bound to anαβ -subunit (820 nm) to a complex formed of twoαβ -subunits

(851 nm) [157, 158]. It is, however, unknown whether carotenoids are already incorpo-

rated at this step and how closely the structure of theαβ -subunit at this point matches the

structure of theαβ -subunit in the crystal structures, from which we took the coordinates.

An initial analysis of fluctuations in a two-subunit complex equilibrated in a lipid-water

environment revealed that the hydrophobic core region is rather rigid. Fluctuations in the

centers of mass of the core regions in free molecular dynamics runs were small enough to

allow for a meaningful definition of global coordinates (distance, angle) of the subunits as

introduced above.

In order to probe the assembly process of two subunits, two sets of calculations with

different philosophies were performed. In one set of calculations, the subunits were con-

strained at different angles, allowing the systems to equilibrate under these constraints.

Using umbrella sampling, information about the free energy profile as a function of angle

was extracted. Pulling two subunits apart through steered molecular dynamics gave com-

plementary information into key events of the binding/unbinding process and a rough order

of interaction strengths.

The results suggested that thepreferred angle between two subunitsplays an important

role in guiding the assembly of light harvesting complexes into a particular oligomerization

state. Determining this angle from the sole knowledge of the atomic structure of a single

subunit was the focus of the second part of this chapter.

In order to determine the preferred angle of a dimer, three sets of calculations were

performed. First, a set of energy minimizations of dimers built at three different initial

angle values was employed. Then, the systems were freely equilibrated. Finally, the “FR

method” was applied to calculate the potential of mean force profiles along the angle for

the three systems from each species.

The combined results of the three methods indicate that all the three species (MOLI,
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ACI and X) will most likely formlight-harvesting ring complexes containing nine subunits.

For MOLI, both the energy minimization and the PMF approaches suggest the distinct

possibility of the expected 8-ring [12] formation as well. This study makes a very important

prediction for MOLI, namely that not only 8-, but also 9-ring LH2s are also possible. The

expected 9-mer LH2 ring of ACI [13] was the only predicted oligomerization state. For X,

the equilibrations and the PMFs suggest that subunits could structure into 10-rings as well.

Computationally inexpensive SMD calculations were used to obtain qualitative, but

not quantitative information about the factors stabilizing the connection between two sub-

units. The results from these calculations suggest that links in the terminal domains play

an important role in stabilizing the complex. The strongest interactions are all found in

the C-terminal domain. Interactions in the TMH domain are weakest (see Tables 5.1,5.2).

Braunet al. [153] demonstrated formation of functional light harvesting complexes from

polypeptides in which all amino acids in the TMH domain except for the ligating His were

replaced by alternating pairs of alanine and leucine residues. An addition of four amino

acids in the C-terminal domain resulted in a complete loss of light harvesting complex for-

mation. This study supports a crucial role the C-terminal domain in connecting subunits

to form complete light harvesting complexes, while indicating a less important role of the

TMH domain.
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