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ABSTRACT 

 
 

Efficient spatiotemporal prediction to remove the source redundancy is critical in video 

coding. The newest international standard H.264 video coding introduces several advanced 

features, such as multiple-frame motion prediction and spatial intra prediction, which 

significantly improve the overall coding efficiency. In this work, we focus on efficient H.264 

video coding for video monitoring and surveillance. The video camera, mostly stationary, 

watches the surveillance scene continuously, compresses the video streams which are then 

transmitted to a remote end for information analysis or archived in a storage device. In these 

types of video monitoring and surveillance scenarios, the video frame rate is often set relatively 

low and the activities of persons in the scene often exhibit strong patterns which might repeat at 

different spatiotemporal scales. In this work, we aim to develop efficient methods to exploit this 

type of long-term source correlation to improve the overall video compression efficiency. We 

propose a working memory approach for efficient temporal prediction in H.264 video coding. 

This approach extends the multiple-frame estimation and provides a more generic framework for 

spatiotemporal prediction of video data. Our experimental results on indoor activity monitoring 

video data demonstrate that the proposed approach is able to save the coding bit rate by up to 

35% with a small computational overhead. 


