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ABSTRACT 

The rapid development of intelligent transportation systems (ITS) has 

generated large amounts of data for transportation professionals.  Currently, 

operators, planners, researchers, air quality analysts, transit providers, 

consultants, media, and others are using archived data.  Benefits generated from 

these systems have already been accounted for in many large cities in the United 

States.  Benefits include more detailed temporal data; alternative data to the 

existing data allowing the costs of data collection to reduce; data with greater 

geographic coverage; data that meets unmet data gaps in the past; and data that 

are on electronic media allowing the expedition of data analysis and the 

dissemination of information.  However, analysis of archived ITS generated data 

can provide additional benefits for highway users.  Additional research of the 

data generated from intelligent transportation systems will provide transportation 

professionals the ability to make better decisions.  Nonetheless, the better 

utilization of archived data will take time, but the more experimentation with data 

will allow greater benefits.        
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In this research, a set of archived traffic data from Las Américas Expressway 

(PR-18) in the San Juan Metropolitan Region (SJMR) in Puerto Rico was 

examined.  The case study is a facility that has gone through many 

improvements in the last ten years with the purpose of reducing traffic 

congestion.  However, it has been a major challenge for the Puerto Rico Highway 

and Transportation Authority (PRHTA) since, even with the installation of a 

moveable barrier on a large portion of PR-18, congestion remains a problem.  

Traffic flow data, accident data, and work zone data from this facility were studied 

by means of data mining.   

The methodology used was a combination of association mining and the 

knowledge discovery in databases (KDD) process.  Association mining was used 

to learn about the hidden patterns within each model created and the KDD 

process was used as the framework that guided the entire process.  The KDD 

process used consisted of seven steps: building the data mining database, 

examining and preparing the data, evaluating the data mining application, 

building the models, evaluating the models, preparing a list of the 

conclusions/knowledge gained, and the decisions.  A total of six specific studies 

were developed in which different variables were studied using the association 

mining tools of the IBM Intelligent Miner for Data software package.   

The objective was to gain knowledge from the data about interrelationship 

between the variables.  Thus the results obtained from the mining tool used were 

excellent for the purpose of this research.  The approach was found to be a 

source of valuable information that could not have been detected by the use of 
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traditional statistical analysis alone.  The approach allowed the identification 

of: “red flags” during work zone operations; similar patterns in levels of service 

(LOS) between Tuesdays and Wednesdays and similar patterns in LOS between 

Mondays, Thursdays, and Fridays; and it allowed the analysis of LOS over time.  

The major benefit learned from applying data mining to ITS generated data was 

that it allowed the analysis of numerous variables from multiple levels of 

information.          

The new knowledge provides the basis for more advanced studies to be 

developed.  In addition, the methodology could be used at other locations to 

increase the quality of information available for decision-making on similar 

facilities. 
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1.  INTRODUCTION 

 

 

At the beginning of the twentieth century, restrictive measures addressing the 

danger that vehicles imposed on the population began to diminish, allowing for a 

growing popularity and usage of automobiles among the driver population of the 

United States (US).  However, this lifting of restriction led to generations of traffic 

problems.  By 1931 the Institute of Transportation Engineers (ITE) established a 

specialized area for traffic analysis after realizing the need for those specific 

studies (Greenshields and Weida 1978).  This was followed by a thirty-year 

period of intensive development of traffic control techniques and theories of traffic 

flow.  By the 1970s, an era of energy restrictions came about and the need to 

operate traffic streams with the greatest possible efficiency became a priority for 

most government agencies.  More intensive efforts were put to the continuing 

improvement of traffic control techniques (Greenshields and Weida 1978).   

In the last twenty years computer equipment and software have evolved 

tremendously, from computers that took large rooms for storage to notebook size 

computers that people can carry under their arms.  In the same manner, 

solutions to traffic related problems are being found through technological 

improvements and enhanced efficiency.  The technology used to alleviate 

congestion and improve capacity on expressways has developed rapidly in the 

last twenty years.  Nowadays there is more use of transponder tags, message 

boards, closed circuit cameras, and many in-vehicle systems.  Embedded 
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computer chips are being used as standard equipment in vehicles to alert drivers 

of their perimeter (front, behind, to the side), avoid accidents, and report 

accidents automatically (Bureau of Transportation Statistics (BTS) 2000).  The 

combination of the technology used and the integration of data from various 

equipment are captured under the term ITS (US Department of Transportation 

(USDOT) and Federal Highway Administration (FHWA 1999).  Currently, these 

systems are widely deployed through many metropolitan regions in the US and 

US territories to improve the mobility and safety of our surface transportation 

systems (USDOT and FHWA 1999).  

While ITS has and will keep providing benefits for motorists as they take 

advantage of the better service provided, some of the gains may be offset by the 

expected growth in highway travel by 2025 (BTS 2000).  Trends of embedding 

new technology into operations and management of the transportation systems 

will keep accelerating as new and more advanced technology is developed, 

however congestion will remain an issue.  Thus, not only should new technology 

be developed to address these problems, but ways to interpret the data that are 

archived by means of the many ITS interlinked systems should also be created.  

The interpretation of data will improve the decision-making process in state 

agencies and will result in an improved operational highway system for motorists.  

It would be a huge task to try to understand all of a system’s data at once, given 

that the amount of data archived in some traffic management centers (TMCs) is 

immense.  ITS generated data is not archived for every ITS system, even in cities 

like Los Angeles, CA where the ITS infrastructure is extremely advanced.   
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The Texas Department of Transportation defines ITS data archiving as “the 

systematic retention and re-use of transportation data that is typically collected to 

fulfill real-time transportation operation and management data” (Texas 

Transportation Institute (TTI) 2001).  Some studies have been conducted that 

provide a good basis for others interested in researching this area.  A few 

examples are the evaluation of potential partnerships for the management of 

archived ITS data by Albert (1999); addressing issues such as the collection, 

process, archival and dissemination of traffic data by Dahlgren et al. (2002); 

analysis of archived ITS data in San Antonio, TX by the TTI and Texas A&M 

University System (1999); and addressing issues of data quality in archived ITS 

data in San Antonio, TX by Turner et al. (2000).  All of these provide very 

interesting findings, however more research could yield significant benefits in the 

area of archived ITS generated data. 

The purpose of this research was to provide a means to improve the 

monitoring of system performance by means of data mining.  The data mining 

method chosen for this research was association mining, which was applied to 

traffic counts, accident, and work zones data to study the frequent traffic patterns 

in an expressway facility.  Several specific studies were performed which allowed 

for a better description of these patterns.  From some of the studies, the quality 

of traffic flow was measured for specific instances during a 24-hour period.  The 

research gave some insights into the performance of an expressway system and 

it was concluded that the methodology could be of great importance to traffic 
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analysts.  The methodology could also be used by state agencies to concentrate 

on improving the quality of traffic on specific locations.           

                             

1.1  Motivation 

The growth of automated data collection by means of ITS, the failure to reuse 

archived data, and the need to ensure appropriate uses of the data archived are 

major concerns for state Departments of Transportation (DOTs).  Generally, the 

data are being maintained by TMC personnel whose equipment collects the data, 

but who may have few resources or little motivation to make the data easily 

accessible to researchers (Dahlgren et al. 2002).  Dahlgren et al. agree that the 

key to effective use of archived data is the “clear assignment of responsibility and 

adequate funding,” however funding is usually scarce for most government 

agencies (Dahlgren et al. 2002).  Turner (2001) suggests that the reuse of 

archived traffic data could be of economical benefit to state agencies by avoiding 

the recollection of data. These already collected data could be used for other 

areas of transportation system development (Turner 2001).     

Archived traffic data should be used to improve traffic management center 

performance (ITS Data Archiving Five-Year Program Description 2000).  That is, 

given that the purpose of these centers is to provide motorists with real-time 

information on the condition of traffic including issues such as accidents, work 

zones, and detours for hazardous spills the information obtained from the data 

collected should be maximized.  Researchers agree that there is a need for 
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better utilization of archived data, but that it is a time consuming task (Dahlgren 

et al. 2002).  KDD has the potential to systematically approach this problem.  

The concept of KDD has been used for the last decade to address the 

problems in understanding large datasets.  In 1989, the term KDD was assigned 

to refer to the process of finding and interpreting patterns from data (Fayyad et 

al. 1996).  KDD is a new name given to a practice that has been occurring for 

years.  People have been generating large banks of data and extracting portions 

of it to create statistical models and obtain useful information.  However, the 

framework provided by the KDD process allows researchers to systematically 

proceed through the exploration of these large banks of data.   Carvalho (2007) 

describes KDD as an interactive and iterative process that consists of four steps 

that one plans before executing the extraction of knowledge from the data, 

whereas Nassar (2006) describes it as the “whole process of extraction of 

knowledge from data.”  Nonetheless, the most popular definition has been 

proposed by Fayyad et al. (1996): “KDD is a process with many stages, non-

trivial, interactive, for the identification of comprehensive, valid, and potentially 

useful standards from large data sets.”                     

It is clear that TMCs could make better use of the large amounts of traffic data 

they collect on a daily basis.  Therefore, a set of applications to assist in the 

process of discovering useful knowledge by extracting patterns from raw data 

must be applied.  The application of the KDD and data mining algorithms allow 

the latter to be performed.      

             

 5 
 



1.2  Problem Statement 

Archived ITS generated data are a rich resource that might improve a broad 

range of transportation decisions.  However, these are rarely fully utilized.  There 

has been a major focus on the use of archived ITS data to learn about 

congestion and incident management, especially in Texas (Turner 1997).  

Benefits have been obtained from these studies, and some cities have been able 

to use these results to reduce their congestion.  However, the difficulties of 

accessing the data due to improper or incompatible format and the tediousness 

of the task have hindered the development of prediction models and/or 

algorithms to analyze archived ITS data.  Given the amount of ITS generated 

data that is archived on a yearly basis (approximately 2,015 miles worth of ITS 

data), there is significant potential for new information to be obtained from such 

data (refer to Tables 2.2 and 2.3 for details of the ITS data archived).     

The number of states that have accomplished the development of an ITS, 

using the latest technology, for most of their large metropolitan areas is 

approximately 12 states (refer to Table 2.7).  It is actually a major challenge for 

most states due to various reasons, such as inconsistencies in data collection 

practices through the years; lack of people and/or equipment to collect the proper 

data; lack of electronic databases; lack of much needed infrastructure; lack of 

engineers, technicians, and specialized personnel; and lack of hardware and 

software among others.  All of the latter items put together generate the major 

drawback, which is the cost of the project.  However, defining ITS as a 

combination of old and new technology used to collect transportation related 
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data, we can easily say that every DOT has some type of ITS already 

established in their organization.  Thus, the existence of archived ITS data is 

found in every DOT across the nation.   

Due to the large amounts of clean and complete data collected every year by 

means of ITS in cities like Los Angeles, Houston, and Dallas the majority of the 

research work related to archived ITS data is being concentrated on these few 

metropolitan areas.  However, there is much needed work to be done with the 

less than perfect data that it is currently being collected on the majority of the 

metropolitan areas in the US and US territories.  These DOTs could benefit 

greatly from the research conducted using data that it is much similar to their own 

as opposed to future uncertain data.                         

The main focus of this research was to use archived ITS generated data in 

measuring quality of traffic flow and relating this to various data patterns.  The 

latter was achieved by conducting several specific studies in which the 

relationship of different variables was mined using association algorithms.  The 

better use of the archived ITS data to address particular problems, like improving 

system operation, quality of flow, and planning for system improvements were 

examined.   

Archived traffic data from PR-18, Las Américas Expressway in the SJMR in 

Puerto Rico, was used as the case study.  The San Juan Metropolitan Region 

was listed as one of the 78 largest metropolitan areas with ITS deployments in 

the US and US territories (Gordon and Trombly 2000).  PR-18 is one of the four 

main highways that connect the heart of the SJMR from North to South.  Figure 
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1.1 shows how PR-22 connects Las Américas Expressway (PR-18) in the North 

and Luis A. Ferré Expressway (PR-52) in the South part of the SJMR (Guía 

Urbana del Área Metropolitana 2000).  PR-18 consists of five lanes in each 

direction and a moveable barrier allowing for one extra lane in the higher volume 

direction during the morning and afternoon commute.  This expressway has gone 

through many renovations throughout the years in attempts to reduce 

congestion, but it has been a challenging task.  Currently, the congestion has 

reduced somewhat compared to that in 1998, before the moveable barrier and 

the addition of one permanent lane in each direction, but it is still a major 

challenge for the PRHTA.  There are currently over a dozen traffic counter 

stations collecting traffic data continuously on PR-18 (García 2002). 

The San Juan Metropolitan Region has some interesting transportation 

characteristics.  Currently, there are 146 vehicles per square mile in the central 

SJMR, making it one of the most congested urban roadway networks in the world 

and one of the highest vehicle density rates in the US (Pesquera and González 

1996).  More than one third (37%) of Puerto Rico’s total population (1.3 million) 

resides in the SJMR and 63% of all jobs in the region are concentrated in its 

main centers.  Pesquera, a former Secretary of the PRHTA, has said that the 

population of the SJMR generates more than 3.2 million vehicular trips per day, 

“giving the SJMR the highest traffic density in the world.” (Pesquera and 

González 1996).  Further, the number of daily vehicular trips are expected to 

increase by 45% between the year 1996 and 2010 (Pesquera and González 

1996).          
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N

Figure 1.1 Location of PR-18 in the San Juan metropolitan region 

(Source: Guia Urbana del Area Metropolitana, 2000 San Juan  
Metropolitan Area Metro Data.  CD-ROM) 

 

Because of the regular congestion experienced, this location provided a 

wealth of opportunities to use ITS data to measure the quality of traffic flows.  In 

addition, the availability of data provided a great opportunity for this research 

project.  As part of the research and to learn about the type of ITS data that are 

being collected and the amount of archived data, a study of the TMCs around US 

was conducted.  This will allow the lessons learned here to be applied in other 

locations around the US that are similar to the SJMR. 
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1.3 Objectives 

This research focused on the application of data mining algorithms to 

archived ITS generated data with the purpose of learning from the hidden 

patterns in the data in order to improve transportation decision-making for 

freeway and expressway facilities.  Several statistical models were created from 

the frequent patterns generated by the traffic data.  Even though this application 

was developed with data from a particular case study (PR-18), it could be readily 

transferable to archived data from any expressway system.   

The approach integrated the KDD process and data mining algorithms.  The 

KDD process was used as a framework to build the database and prepare the 

data, and the data mining algorithms were used to gain information from the 

data.  The combination of these methods (KDD and data mining) was applied to 

each specific study.   

         

1.4 Overview of Research Approach 

The approach required several steps in order to accomplish the objectives of 

the research.  These steps were: 

1. Obtain several years worth of data from several traffic count stations 

within Las Américas Expressway (PR-18) from the PRHTA. 

2. Obtain (from the PRHTA) and process work zone operations and accident 

data for PR-18 for the same year as the traffic count data.  Processing 

these two datasets began rapidly once they were obtained because these 

were provided in hard copies.  These two datasets were incorporated into 
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the working database as categorical data with the purpose of examining 

the operational conditions of PR-18 during these activities.   

3. Conduct research on the characteristics of PR-18 (number of lanes and 

width, construction work conducted during the time of data that was 

collected, special events in the Old San Juan area (e.g., 1992 Regatta), 

operational hours of the moveable barrier, date when moveable barrier 

began its operations, natural disasters (e.g., hurricanes) during the time of 

data we will be working with, etc.   

4. Create the working database. 

5. Examine the data for missing and/or erroneous values.  

6. Create and evaluate the model through statistical analysis:  use statistical 

tests to gain insight into the distribution of the data, use association rules 

to mine frequent patterns generated in the working database, focus on 

particular patterns for further analysis, and learn about extreme behavior 

of drivers by examining the outliers.  

7. Determine potential applications for the newly generated knowledge.  For 

example, state agencies will be able to learn about the quality of traffic 

conditions by time and location within a particular expressway facility.  

Additionally, in the process of applying the methodology proposed in this 

document, state agencies will establish needs for data collection, data 

storage, and will be able to develop procedures for data management.  

8. Prepare a set of conclusions and recommendations based upon the 

results. 
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1.5 Scope 

Nowadays very sophisticated equipment, such as closed circuit television, 

has been developed for the collection of traffic related data.  However, old 

technology, such as rubber pneumatic tube counters, is still used for collecting 

traffic count data.  Furthermore, some states have more advanced equipment for 

collecting and integrating traffic data than others, and have taken more 

advantage of the data collected as well.  But something that every state and US 

territory has in common is that they all archive traffic data, some more than 

others.  Due to the relative ease of data collection with modern equipment, the 

amount of data collected has increased tremendously, causing the ITS data 

sources’ databases to increase in size.   

According to Turner et al. (2000) there are three major issues involving ITS 

data archiving: erroneous data, missing data, and data accuracy (Turner et al. 

2000).  Erroneous data is detected at most TMCs by comparing reported volume, 

occupancy, and speed values to minimum or maximum threshold values.  

Missing data is a common attribute of ITS traffic monitoring due to the continuous 

operation and occasional malfunctions of the collection equipment.  Data 

accuracy is the traffic monitoring equipment’s ability to reflect the actual traffic 

conditions, and it is a major concern when archiving ITS data because of the 

difference in accuracy requirements for each ITS data source (e.g. TMCs, 

Metropolitan Planning Organizations (MPOs), and DOTs) (Turner et al. 2000).  

Another major problem of archiving ITS data is the issue of format inconsistency 

causing difficulties in coordinating retrieval of archived ITS data (Winick 2002).  
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The latter is a common problem confronted by researchers interested in using 

archived ITS data from various sources.     

These are issues that are associated with the assessment of archived ITS 

generated data but were touched upon only briefly in the research.  The research 

addressed specific techniques for understanding and analyzing archived ITS 

generated data and developed a methodology for using data to improve the 

decision-making process for expressway systems, such as Las Américas 

Expressway (PR-18).  The research also described various components of a 

metropolitan intelligent transportation system and the sources of ITS data.   

 

1.6 Document Outline 

This Chapter describes the research problem, the background and methods, 

and the expected results of the research.  Chapter 2 contains a literature review 

and relevant background information from the areas of ITS and traffic flow.  

Chapter 3 gives a detailed description of the case study site, including 

characteristics and problems of the facility, and types of data available.  Chapter 

4 describes the approach taken and methods used in the research.  The six 

specific studies that were conducted to evaluate the data mining tool as a means 

to measure the quality of flow are included in Chapter 5.  The conclusions and 

recommendations are presented in Chapter 6.  A glossary and list of acronyms 

have been included in the Appendix.  Also in the Appendix is a simple step-by-

step example for mining preparation to help the users that are willing to try the 

data mining tools of the IBM Intelligent Miner (IBM).       
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2.  BACKGROUND  

 

 

In the last twenty years, ITS have evolved rapidly due to the evolution in 

electronics and information technology; agencies’ concerns over traffic 

congestion, traffic safety, and air quality; and governments realizing that new 

construction alone would not solve these problems (BTS 2000).  This rapid 

development of ITS has generated large amounts of data for transportation 

professionals.  These data are mostly collected by TMCs and used primarily for 

real-time applications.  However, ITS generated data includes data that has been 

collected by planners, operators, and researchers on a traditional basis for years.  

Benefits generated from ITS have already been accounted for in many large 

cities in the US.  For example, the use of variable message signs (VMSs) to alert 

drivers of accidents ahead have provided drivers enough time for them to make 

decisions about alternate routes.  Another example is the adjustment of ramp 

meter timing based on freeway flow conditions to regulate the amount of traffic 

entering a freeway.  However, additional analysis of the archived data is needed 

would provide additional benefits for highways users.  Furthermore, additional 

research of the ITS generated data will provide transportation professionals with 

the ability to make better decisions.  For the purpose of this document, “ITS data” 

will refer to data generated using various ITS interlinked systems. 

The following Sections give a summary of the previous work conducted using 

archived ITS data, an overview of the concept of ITS, a brief description of the 
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ITS interlinked systems and ITS data sources based on a metropolitan ITS 

system, and possible users of ITS data.  In addition, some background 

information on the theory of traffic flow is included as a basis for the 

understanding of traffic flow in expressway facilities.   

  

2.1  Literature Review 

To understand the present state of knowledge, previous studies in the area of 

archived ITS generated data were reviewed.  These include a study conducted 

using clustering and regression to identify outliers in weigh-in-motion data from 

Mn/ROAD data (Buchheit et al. 2002), the application of the KDD and data 

mining to large amounts of construction project data to identify the novel patterns 

in construction fields (Soibelman and Kim 2000), the application of data mining to 

analyze traffic incidents (Lee et al. 2004), the use of data mining and KDD to 

predict railroad demand (Carvalho 2007), the potential use of data mining in the 

construction industry (Nassar 2007), and the application of classification analysis 

to large sets of pavement condition data to predict the present serviceability 

rating (PSR) of pavements from the state of Missouri (Amado 2001).  Many more 

examples of data mining applications within the broad field of civil engineering 

can be found. 

A brief history of how the need to archive data became an important issue for 

the FHWA was provided to give way to the following Sections of this Chapter 

(Smith 2003).   
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9 1996 – the need to archived data was initially expressed at the Highway 

Performance Monitoring System (HPMS) Steering Committee. 

9 1998 – the FHWA sponsored a meeting to discuss the uses of archived 

data.  

9 1998 – the FHWA revised the National Architecture to include a new user 

service, Archived Data User Service (ADUS). 

9 1999 – ADUS was officially added to the National Architecture. 

9 2000 – the FHWA developed an ITS Data Archiving Five-Year Program 

Description to explain the need for a Federal Program that addresses the 

archiving and multi-agency use of data generated from ITS applications.  

A few studies addressing different aspects of archived ITS data were found.  

They focused on ITS data sources, potential partnerships for the management of 

archived ITS data, and possible users of archived ITS data.  These studies are 

summarized in Sections 2.1.1 through 2.1.3.     

2.1.1 ITS Data Sources 

There are several sources of ITS data, such as MPOs, DOTs, TMCs, and the 

highway patrol.  Although there are other sources of ITS generated data, for the 

purpose of this work the discussion only includes the previously mentioned 

sources. 

Metropolitan Planning Organizations (MPOs) – maintain and manage a data 

archive for their own use and the use of other agencies in the region.  These 

organizations often perform quality control measures; provide access to the data 

(e.g. by internet or compact disc (CDs) by request); provide information and 
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documentation on the data; and provide software applications to help analyze the 

data and/or provide data formats that allow easy data analysis by other software 

(Dahlgren et al. 2002).  These organizations are concerned with identifying 

multimodal passenger transportation improvements (long- and short-range), 

congestion management, performing air quality planning, and developing and 

maintaining forecasting and simulation models.  Some of the applications these 

organizations have regarding ITS generated data include (Margiotta 1998): 

9 Congestion monitoring 

9 Link speeds for TDF and air quality models 

9 Demand estimation 

9 Temporal traffic distributions 

9 Truck travel estimation by time of day 

9 Macroscopic traffic simulation 

9 Parking utilization and facility planning 

9 High occupancy vehicle (HOV), paratransit, and multimodal demand 

estimation 

9 Congestion pricing policy 

These organizations usually collect traffic volume and travel time data.     

Departments of Transportation (DOTs) – design, construct, maintain, and 

operate the state highway systems, including the Interstate highway system 

within the state.  Generally, DOTs work together with TMCs and/or traffic 

operation centers (TOCs) to share information obtained from the surveillance 

cameras located in various highways and intersections within the state.  
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However, the most common practice of collecting traffic data is by means of 

counting stations.  Currently, DOTs are providing much more information than 

they used to through the Internet.  Many DOTs maintain a user friendly website 

for anyone to access.  Among the information provided are: real-time video of 

various intersections of highways and intersections; real-time information of 

incidents; dynamic maps with current construction projects and/or incidents; 

information about future construction projects; and route study polls.                  

Traffic Management Centers (TMCs) – maintain and manage day-to-day 

operations of deployed ITS in its geographic area of responsibility.  TMCs 

depend in part on automated systems to accomplish their goals.  These systems 

monitor transportation resources, provide control from the TMC and distribute 

transportation information.  Pearce (1999) states that TMC systems are typically 

separated into two categories: those found within the TMC and those found 

outside, referred to as “field equipment” or vehicle systems (Pearce 1999).  The 

latter are the equipment used to collect the data.  Some of the applications these 

centers have regarding ITS generated data are (Margiotta 1998):  

9 Pre-planned control strategies (ramp metering and signal timing) 

9 Highway capacity analysis 

9 Saturation flow rate determination 

9 Microscopic traffic simulation (historical, short-term prediction of traffic 

conditions) 

9 Dynamic traffic assignment 

9 Incident management 
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9 Congestion pricing operations 

An excellent example of a TMC is the San Antonio TransGuide in Texas 

(TransGuide 2002).  San Antonio provides a user-friendly website available to 

anyone.  It has real-time data for traffic conditions and travel times for most of the 

highway system in the San Antonio area.  In addition, data is not only available to 

see on the web but also to download.  Data is provided in unzipped folders.  For 

more information, access the TransGuide website provided in the reference 

Section of this document.   

Highway Patrols – ensure safety and provide service to the public as they 

utilize the highway transportation system and assist local governments during 

emergencies when requested.  The highway patrol collects large amounts of 

information that are useful for transportation professionals.  Information from 

traffic incidents is especially interesting for transportation managers to try to 

improve the system in order to avoid or reduce incidents.  A typical set of 

information collected by highway patrol officials when handling a traffic incident 

include variables like: identification number, time, type, location, and area.  In 

some cases, such as the California Highway Patrol (California Highway Patrol 

2002), the information is put on the web for users to access and make decisions 

on detour routes.  In addition, a zoom-in map of locations is provided, allowing 

easy access to everyone (e.g., drivers, planners, operators, researchers).     

Generally, ITS generated data are the same type of data that have been 

traditionally collected by planners, operators, and researchers but are much more 

detailed in their temporal and spatial coverage (Margiotta 1998).  Table 2.1 lists 
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some specific ITS generated data sources.  Even though it is not a complete list, 

it provides an idea of how much data is generated by various sources and, thus, 

how much data is available for research.  

Table 2.1 ITS generated data sources (Adapted from Margiotta 1998) 

 
ITS Data Source 

 
Primary Data 

Elements

 
Typical Collection 

Equipment

 
Spatial Coverage 

 
Temporal 
Coverage

Volume, 
Speed, 

Occupancy 

Loop detectors, 
Video imaging, 

Acoustic, 
Radar/microwave 

Usually spaced at 
<=1 mile; by lane 

Sensors report 
at 20-60 
second 
intervals Freeway traffic 

flow surveillance 
data Vehicle 

classification, vehicle 
weight 

Loop detectors, 
WIM equipment, 
video imaging, 

acoustic 

Usually 50-100 per 
state; by lane Usually hourly 

Ramp meter and 
traffic signal 
preemptions 

Time of preemption, 
location Field controllers At traffic control 

devices only 
Usually full-

time 

Ramp meter and 
traffic signal cycle 

lengths 

Begin time, end time, 
location, cycle length Field controllers At traffic control 

devices only 
Usually full-

time 

Visual and video 
surveillance data 

Time, location, 
queue length, 

vehicle trajectories, 
vehicle occupancy 

CCTV, aerial 
videos, image 

processing 
technology 

Selected locations Usually full-
time 

Vehicle counts 
from electronic 
toll collection 

Time, location, 
vehicle counts 

Electronic toll 
collections 
equipment 

At instrumented toll 
lanes 

Usually full-
time 

TMC generated 
traffic flow metrics 

(forecasted or 
transformed data) 

Link congestion 
indices, stops/delays 

estimates 
TMC software Selected roadway 

segments 
Hours of TMC 

operation 

Arterial traffic flow 
surveillance data 

Volume, speed, 
occupancy 

Loop detectors, 
video imaging, 

acoustic, 
radar/microwave 

Usually midblock at 
selected locations 

only (system 
detectors) 

Sensors report 
at 20-60 
second 
intervals 

Traffic signal 
phasing and 

offsets 

Begin time, end time, 
location, up/down-

stream offsets 
Field controllers At traffic control 

devices only 
Usually full-

time 

Parking 
management 

Time, lot location, 
available spaces Filed controllers Selected parking 

facilities 

Usually day 
time or special 

events 

Transit usage 

Vehicle boarding (by 
time and location), 

station O/D, 
paratransit O/D 

Electronic fare 
payment systems Transit routes Usually full-

time 

Transit route 
deviations and 

advisories 

Route number, time 
of advisory, route 
segments taken 

TMC software Transit routes Usually full-
time 

Rideshare 
requests Time of day, O/D CAD Usually areawide 

Day time, 
usually peak 

periods 

Incident logs 
Location; begin, 

notification, dispatch, 
arrive, clear, depart 

CAD, computer-
driven logs 

Extent of incident 
management 

program 

Extent of 
incident 

management 
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ITS Data Source 

 
Primary Data 

Elements

 
Typical Collection 

Equipment

 
Spatial Coverage 

 
Temporal 
Coverage

times; type; extent 
(blockage); HazMat; 

police accident 
reports ref.; cause 

program 

Train arrivals at 
highway rail 
intersections 

Location, begin time, 
end time Field controllers At instrumented 

HRIs 
Usually full-

time 

Emergency 
vehicle dispatch 

records 

Time; O/D; route; 
notification, arrive, 
scene, leave times 

CAD Usually areawide Usually full-
time 

Emergency 
vehicle locations 

Vehicle type, time, 
location, response 

type 

AVI or GPS 
equipment Usually areawide Usually full-

time 

Construction and 
work zone 

identification (ID) 

Location, date, time, 
lanes/shoulders 

blocked 
TMC software   

HazMat cargo 
identifiers 

Type, 
container/package, 

route, time 
CVO systems At reader and 

sensor locations 
Usually full-

time 

Fleet activity 
reports 

Carrier, citations, 
accidents, inspection 

results 
CVO inspections N/A 

Usually 
summarized 

annually 
Cargo 

identification Cargo type, O/D CVO systems At reader and 
sensor locations 

Usually full-
time 

Border crossings Counts by vehicle 
type, cargo type, O/D CVO systems At reader and 

sensor locations 
Usually full-

time 

On-board safety 
data 

Vehicle type, 
cumulative mileage, 

driver log (hrs. of 
service), subsystem 

status (e.g., 
breakers) 

CVO systems At reader and 
sensor locations 

Usually full-
time 

Emissions 
management 

system 

Time, location, 
pollutant 

concentrations, wind 
conditions 

Specialized sensors Sensor locations Usually full-
time 

Weather data 

Location, time, 
precipitation, 

temperature, wind 
conditions 

Environmental 
sensors At sensor locations Usually full-

time 

Probe data Vehicle ID, segment 
location, travel time 

Probe readers and 
vehicle tags, GPS 

on vehicles 

GPS is areawide; 
readers restricted 

to highway 
locations 

Usually full-
time 

VMS messages 
VMS location, time of 
message, message 

content 
TMC software VMS locations Hours of TMC 

operation 

TMC and 
information 

service provider 
generated route 

guidance 

Time/date, O/D, 
route segment, 

estimated travel time 

TMC/information 
service provider 

software 
Usually areawide Hours of TMC 

operation 

Parking and 
roadway pricing 

changes 

Time/day, route 
segment/lot ID, new 

price 
TMC software Facilities subject to 

variable pricing 
Hours of TMC 

operation 
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2.1.2 Agencies that Archive ITS Data 

Albert (1999) provides a list of agencies that archive ITS data (presented here 

in Tables 2.2 and 2.3).  The TTI and The Texas A&M University System listed 

four additional agencies: the Montgomery County DOT in Maryland, NORPASS 

Kentucky Transportation Center, CALTRANS in California mentioned in the final 

report on “ITS Data Archiving” (TTI and The Texas A&M University System 

1999), and the Kentucky Transportation Cabinet (KTC) (Turner 2002).  Smith 

(2003) lists Dallas, TX as archiving few types of data on an irregular basis and 

the TransPort Program in Oregon as archiving specific loop data independent of 

the Oregon DOT for the purpose of proving the utility of archiving data for future 

applications.  Four additional agencies (Virginia DOT, Maryland DOT, 

TransVISION in Fort Worth, TX, and Arizona DOT) were listed by Smith (2003) 

as collecting data.  Table 2.2 shows loop detector data that most of these 

agencies archive.  Information about the amount of centerline miles that the 

system covers, the approximate spacing between consecutive detectors, the 

level of aggregation, and the media to which the data are aggregated are also 

included (See Table 2.2).  Table 2.3 summarizes of the same type of information 

for the automatic vehicle identification (AVI) systems.       
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Table 2.2 Summary of traffic management center loop detector data archiving practices 
(Adapted from Albert 1999, Smith 2003, and Dahlgren et al. 2001) 

TMC Coverage Spacing Archival/Availability 

San Antonio TransGuide® 55 mi 0.5 mi 20-second data available on internet 

Houston TranStar® 30 mi 0.5 mi None 

Minneapolis TMC 175 mi 0.5 mi 5-min data available on CD 

Phoenix TOC 41.5 mi 0.33 mi 20-sec data saved. 5-min data easily 
accessed 

Michigan ITS 32 mi (1)  
150 mi (2) 

0.33 mi (1)  
2 mi (2) 

1-min data saved to tape.  One week 
available online. 

Illinois TSC 130 mi 3 mi 1-hr data saved to tape 

Los Angeles TMC 748 mi 0.5 mi 30-sec data saved to tape 

North Seattle ATMS 100 mi 0.5 mi 5-min data saved to CD 

Toronto Compass 22 mi 0.5 mi 5-min data saved to CD since 1997 

INFORM 35 mi 0.5 mi 15-min data saved for 3 months 

TransVISION 39 mi  Data will be provided  
upon request in the future 

Virginia DOT 47 mi  
2-min detector and station data, and 

incident data saved in an Oracle 
database 

Maryland DOT ≈ 200 
intersections  5-min saved in an Oracle server  

Arizona DOT 75 mi 0.33 mi 20-sec stored on-line in compressed 
text formats, old data in stored on CDs  

TransPort 11 mi 1.1 mi 
20-sec data  

(Oct. 30 – Nov. 3, 2000 as an 
experiment) 

 
 
Table 2.3 Summary of traffic management center AVI data archiving practices (Adapted 
from Albert 1999) 

TMC Coverage Spacing Archival/Availability 

San Antonio TransGuide® 97.5 mi 1.0 mi –  
2.0 2.0 mi 24-hour data saved 

Houston TranStar® 227 mi 0.9 mi –  
6.7 mi 15-min data saved 

TRANSCOM  1.5 mi 15-min data saved 
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2.1.3 Possible Users of Archived ITS Data 

Researchers and planners have been the primary users of archived ITS 

generated data.  However, Albert (1999) provided a list of other potential users of 

ITS data.  Those potential users are: academic institutions, transportation 

agencies, information service providers, insurance companies, wireless 

telephone providers, and private consulting companies (Albert 1999).     

The common practice for obtaining the data is to acquire the information from 

TMCs in a raw form and archive the data based on the user’s needs (Albert 

1999).  Currently, there are several methods to archive ITS generated data: on-

line in compressed text formats, CDs, Oracle servers (or relational databases), 

and magnetic tape cartridges.  Some agencies store the data for a period of time 

(e.g., 6 months to 1 year) and then destroy it (Dahlgren et al. 2001).  ITS data are 

also archived using electronic spreadsheets and paper, however these are 

becoming less common with the accessibility users have to computers.  

 Some of the uses of archived ITS generated data are: monitoring of system 

performance, traffic impact assessment, improved travel demand models, 

prediction of future traffic conditions in the short-term, improvement of wireless 

telephone networks, incident information, and congestion information (Albert 

1999).  Some examples of these applications include the following: 

Monitoring of System Performance – using detector data to study daily trends 

in a transportation system.   

Traffic Impact Assessment – using data collected for short periods of time to 

assess the effects that land development has had on traffic and parking patterns.  
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These studies are done comparing traffic conditions before and after the land 

was developed. 

Prediction of Future Traffic Conditions in the Short-Term – using the real-time 

data from advanced traveler information systems (ATIS) to develop short-term 

predictions of future traffic conditions based on historical traffic information.   

Improvement of Wireless Telephone Networks – using ITS technology to 

track wireless telephone users with the purpose of following their travel patterns.  

These studies allow wireless telephone companies to expand their networks 

where it supplies the users’ needs.   

Incident Information – using incident information archived by TMCs, 

automobile insurance companies can acquire accident information. 

Congestion Information – using closed circuit television to provide users with 

immediate information of current congestion and to study patterns of congestion 

in specific sites.     

Margiotta (1998) conducted a survey in which ITS generated data 

stakeholders were asked about current ITS data availability and possible 

applications of each type of ITS data.  As part of the study, traffic management 

operators stated that predictive traffic flow algorithms could be developed using 

ITS generated data.  Using a data mining technique, such as the Bayesian 

approach, a prediction of traffic conditions 15 minutes into the future could be 

achieved, for example.  However, the author stated that, at the time of the study, 

the ITS data needed to conduct this type of research was extremely limited 

(Margiotta 1998).  Another group of stakeholders surveyed by Margiotta (1998) 
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were transportation researchers.  This group had interests similar to traffic 

management operators, in that ITS generated data could be used to develop 

models.  The two models proposed by transportation researchers were travel 

behavior and traffic flow models.  This group of stakeholders stated that travel 

behavior models could be developed by measuring traveler response to system 

conditions using system detectors, probe vehicles, or monitoring in-vehicle and 

personal device used.  For traffic flow models, transportation researchers stated 

that roadway surveillance data could provide continuous volume counts, 

densities, truck percents, and speeds at very small time increments, and global 

positioning systems (GPS) instrumented vehicles could provide second-by-

second performance characteristics for microscopic model development and 

validation (Margiotta 1998).     

                 

2.2  Intelligent Transportation Interlinked Systems 

ITS consist of a wide range of tools for managing transportation networks, as 

well as services for travelers (2000).  ITS tools are based on three main 

components: information, communications, and integration.  The purpose of ITS 

is to collect, process, integrate, and supply information for state agencies to 

obtain information on system conditions and choices to the public.   

ITS technologies can be divided into four functional areas: metropolitan ITS, 

rural ITS, intelligent vehicle initiatives (IVI), and commercial vehicle operations 

(CVO).  Each of the areas has a set of interlinked systems that are composed of 

equipment and software (BTS 2000).  For this research we will work with 
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metropolitan ITS, given that our interest is to investigate the quality of traffic flow 

in expressway facilities on urban metropolitan areas.   

Metropolitan ITS’ infrastructure includes nine major components: arterial 

management systems, freeway management systems, transit management 

systems, incident management systems, emergency management, electronic toll 

collection (ETC), electronic fare payment, highway-rail intersections, and regional 

multimodal traveler information (BTS 2000).  Table 2.4 shows the functions and 

benefits of the metropolitan ITS infrastructure. 

Table 2.4 Metropolitan transportation systems infrastructure, functions, and benefits 
(Adapted from USDOT 2000) 

Infrastructure Functions Benefits 

Arterial Management 

Monitor arterial network traffic, 
Implemented range of adaptive control 
strategies, Manage area-wide signal 

coordination 

Safety, decreased travel times, 
increased capacity, fuel 

savings/lower emissions, 
customer satisfaction 

Freeway Management 

Monitor freeway conditions, Identify flow 
impediments, Control ramp metering and 

lane control, Central highway advisory 
radios 

Safety, decreased travel times, 
increased capacity 

Incident Management Incident detection, Incident 
response/clearance 

Safety, decreased travel times, 
fuel savings/lower emissions 

Transit Management 

Monitor transit vehicle position, 
Disseminate real-time schedules, Provide 
computer-aided dispatch, Provide vehicle 

condition monitoring 

Safety, decreased travel times, 
lower costs, customer 

satisfaction 

Electronic Fare Payment Provide payment at station/stop or in-
vehicle 

Decreased travel times, 
customer satisfaction 

Electronic Toll Collection Provide payment at toll collection stop Decreased travel times, 
increased capacity, lower costs 

Emergency Management Monitor vehicle location, Provide fleet 
management support 

Decreased travel times, 
customer satisfaction 

Highway-Rail Crossing 
Management 

Provide remote monitoring of highway-rail 
intersections Safety 

Regional Multimodal 
Traveler Information 

Provide information distribution on 
weather conditions 

Lower costs, customer 
satisfaction, fuel savings/lower 

emissions 
 
 

ITS generated data usually provide information similar to that traditionally 

used in transportation planning, operations, administration, and research.  
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Traditionally, data was collected by loop detector and pneumatic tube counter 

stations.  Today’s ITS data is voluminous in quantity and temporal coverage due 

to new technology.  There are several ITS interlinked systems that are being 

used to collect data.  Some of these ITS interlinked systems are: 

Loop Detectors – used to collect traffic volume, lane occupancy, and average 

speed data.  These stations are permanent, thus allowing larger quantities of 

information to be collected.  A local controller unit (LCU) provides the storage 

and aggregates the loop detector information in the field.  Information from the 

LCUs is later retrieved by the TMCs.  These detectors consist of a buried wire 

placed below the surface of the pavement.  An electric current is sent through the 

loop by attaching it to a power source, creating an electromagnetic field.  

Vehicles are detected when they move into this field.  Loop detectors are located 

in either single-loop or double-loop configurations.  Single loop detectors acquire 

vehicle volume and lane occupancy information.  Double-loop detectors can be 

used to obtain additional information, such as spot speeds, using both loops and 

calculating the difference in arrival times between consecutive loops (Albert 

1999).  A dataset obtained from loop detectors would have variables such as: 

date, time, location, speed, volume, vehicle length, and lane occupancy.   

Automatic Vehicle Identification (AVI) – used to collect real-time traffic 

information.  This system consists of four primary components: probe vehicles 

with electronic transponders; roadside antennas to detect the transponders; 

roadside readers to collect data; and a central computer facility to collect and 

interpret data (Albert 1999; TranStar 2002).  It is most useful for direct 
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calculation of travel times with a reported accuracy of 99 percent (Albert 1999).  

Some of its disadvantages are: data collection is limited to the probe density, 

thus it cannot be used for volume counts; the capital, installation, and 

maintenance costs are very high; and the fact that each AVI transponder has a 

unique identification number raises concerns about the personal privacy of 

motorists.  A dataset obtained from an AVI system would have variables like: 

day, station, time, identification, and travel time (Albert 1999).   

Closed Circuit Television – used for traffic monitoring.  These systems give an 

immediate, comprehensive picture of traffic conditions to users through the 

Internet.  They are useful for planning and managing incident response if the 

incident is within the camera’s view (Dahlgren et al. 2002).      

   

2.3  Measuring Traffic Flow on Expressway Facilities 

Transportation service is measured in terms of the highway’s ability to 

accommodate vehicle traffic safely and with some acceptable level of 

performance (e.g., providing acceptable vehicle speeds).  The analysis of vehicle 

traffic provides the basis for measuring the operating performance of highways.  

However, in order to do that, one needs to consider the various dimensions of 

traffic, such as the number of vehicles per unit time, vehicle types, vehicle 

speeds, and the variation in traffic volumes over time (Mannering and Kilareski 

1998).  
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Traffic flow, speed, and density are the foundation of any traffic analysis.  

Traffic flow can be obtained from Eq. 1: 

t
nq =       Eq. (1) 

where: 

 q  = traffic flow, 

 n = number of vehicles, 

 t = interval of time vehicles pass on some designated highway point. 

Traffic flow, density, and speed are related as shown in Eq. 2: 

     ukq *=                Eq. (2) 

where: 

 q  = traffic flow, 

 k = traffic density, 

 u = speed 

The time headways are related to t in Eq. 1 by: 

∑
=

=
n

i
iht

1
     Eq. (3) 

where: 

hi  = time headway of the ith vehicle.   

Thus, by substituting Eq. 3 into Eq. 1: 

∑
=

= n

i
ih

nq

1

     Eq. (4) 
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and reorganizing the terms: 

h
q 1
=       Eq. (5) 

where: 

h  = average headway (Σhi/n).   

For the analysis of traffic flow, average traffic speed is defined as space-

mean speed.  The space-mean speed is obtained using Eq. 6: 

       
t

l
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


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= 1

1

     Eq. (6) 

where: 

u = space-mean speed, 

l = known length of highway, 

li  = length of highway used for the speed measurement of vehicle i.  

( ) ( ) ( )[ nn ltltlt
n

t +++= ...1
2211 ]     Eq. (7) 

where: 

tn(ln)  = time necessary for vehicle n to traverse a section of highway of 

length l.   

If all vehicle speeds are measured over the same length of highway (L = l1 = l2 = 

… ln), then   
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which is the harmonic mean of speed used in traffic models. 

Traffic density is the number of vehicles occupying some length of highway at 

some specified time.  It is obtained using Eq. 9: 

l
nk =       Eq. (9) 

where: 

 k = traffic density, 

 n = number of vehicles, 

 l = known length of highway. 

When modeling traffic flow, there is considerable analytic value in modeling 

the vehicle time headways (Mannering and Kilareski 1998).  The most simplistic 

approach to modeling traffic flow would be to assume that all vehicles are spaced 

equally.  However, observations show that such uniformity of traffic flow is not 

realistic in the majority of the cases.  Therefore, a non-deterministic approach is 

needed for the representation of vehicle arrivals.   

If we assumed that vehicles arrive randomly, we could use the Poisson 

distribution.  Eq. 10 expresses the Poisson distribution:   

                    ( )
!

)(
n
etnP
tn λλ −

=               Eq.(10)  

(Poch and Mannering 1996) 

where: 

t =  duration of the time interval over which vehicles are counted,  

P(n)  = probability of having n vehicles arrive in time t,  

λ = average vehicle flow or arrival rate (in vehicle per unit time).   
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 However, the assumption of Poisson-distributed traffic arrivals is most 

realistic in low volume traffic conditions only.  Mannering and Kilareski (1998) 

suggest that other distributions be used when the traffic flow becomes heavily 

congested or when traffic signals cause cyclical traffic stream disturbances 

(Mannering and Kilareski 1998; Poch and Mannering 1996).           

According to the Highway Capacity Manual (HCM), there are three 

performance measures that characterize a freeway segment.  These are: density 

in terms of passenger cars per mile per lane, speed in terms of mean passenger-

car speed, and volume to capacity (v/c) ratio.  Each of these provides an 

indication of the traffic flow of a given freeway segment.  Since density is directly 

related to speed and flow, density is the measure used to provide the six LOS A 

through F (HCM 2000; Khisty 1990).  The HCM defines the six levels of service 

for freeways/expressways as (HCM 2000): 

LOS A – represents free flow conditions.  Vehicles are almost unaffected by 

the presence of others in the traffic stream.  The effects of incidents do not affect 

the stream at this level.    

LOS B – represents reasonably free flow.  Vehicles are able to maneuver with 

only slight restriction.  The effects of incidents still do not affect the stream at this 

level. 

LOS C – represents flows at or near the free flow speeds (FFS) of the 

freeway (Table 2.6).  Vehicles are not able to maneuver without experiencing 

noticeable restriction.  The effects of small incidents are absorbed by this level, 
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however the service will experience local deterioration and queues may be 

expected.   

LOS D – represents the reduction of speeds and the quick increase in 

density.  The freedom to maneuver becomes more restricted and drivers 

experience reductions in physical and psychological comfort.  Incidents can 

generate lengthy queues due to the higher density associated with this level.  

Traffic flow will be affected with minor disruption in traffic. 

LOS E – represents operating conditions at or near the roadway’s capacity.  

Even minor disruptions to the traffic stream, such as vehicles entering from a 

ramp or changing lanes, can cause delays as other vehicles give way to allow 

such maneuvers.  Maneuverability in general is extremely limited and drivers 

experience considerable physical and psychological discomfort. 

LOS F – represents a breakdown in vehicular flow.  Queues form quickly 

behind points in the roadway where the arrival flow rate temporarily exceeds the 

departure rate, as determined by the roadway’s capacity.  Such points occur at 

minor incidents and on- and off-ramps where incoming traffic results in capacity 

being exceeded.  Vehicles often proceed at reasonable speeds and then are 

required to stop in a cyclic fashion. 

The thresholds as provided in the latest version of the HCM for each LOS are 

illustrated on Table 2.5.    
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Table 2.5 HCM levels of service thresholds for a freeway segment (Adapted from HCM 
2000) 

Level of Service Density Range  
(passenger car equivalents per mile per lane (pc/mi/ln)) 

A 0-11 

B > 11-18 

C >18-26 

D > 26-35 

E > 35-45 

F > 45 

 

The density values in Table 2.5 illustrate the quality of service drivers can 

expect when driving on a freeway.  A freeway or expressway is defined as a 

divided highway facility that has two or more lanes in each direction for the 

exclusive use of traffic, with full control of access and outlets (Khisty 1990).  In 

the hierarchy of highways, freeways/expressways are the only facilities that 

provide completely uninterrupted flow.   

In HCM analysis, the ideal freeway/expressway has some basic 

characteristics’, including 12 feet minimum lane width and 6 feet minimum lateral 

clearance between the edge of travel lanes and the nearest obstacle on the side 

of the road or median.  A common design speed is 70 mph, however this number 

varies according to the geographical region.         

Table 2.6 illustrates the relationship between speed, flow, and density for 

basic freeway/expressway segments with various FFS (HCM 2000).  LOS F does 

not appear in Table 6 since it represents congestion or failure of the facility.   

 

 

 35 
 



  Table 2.6 Relationship between speed, flow, and density (Adapted from HCM 2000) 

Level Of Service Criteria 
A B C D E 

FFS = 75 mi/h 

Maximum Density (pc/mi/ln) 11 18 26 35 45 

Minimum Speed (mi/h) 75.0 74.8 70.6 62.2 53.3 

Maximum v/c 0.34 0.56 0.76 0.90 1.00 

Maximum Service Flow Rate (pch/h/ln) 820 1350 1830 2170 2400 

FFS = 70 mi/h 

Maximum Density (pc/mi/ln) 11 18 26 35 45 

Minimum Speed (mi/h) 70.0 70.0 68.2 61.5 53.3 

Maximum v/c 0.32 0.53 0.74 0.90 1.00 

Maximum Service Flow Rate (pch/h/ln) 770 1260 1770 2150 2400 

FFS = 65 mi/h 

Maximum Density (pc/mi/ln) 11 18 26 35 45 

Minimum Speed (mi/h) 65.0 65.0 64.6 59.7 52.2 

Maximum v/c 0.30 0.50 0.71 0.89 1.00 

Maximum Service Flow Rate (pch/h/ln) 710 1170 1680 2090 2350 

FFS = 60 mi/h 

Maximum Density (pc/mi/ln) 11 18 26 35 45 

Minimum Speed (mi/h) 60.0 60.0 60.0 57.6 51.1 

Maximum v/c 0.29 0.47 0.68 0.88 1.00 

Maximum Service Flow Rate (pch/h/ln) 660 1080 1560 2020 2300 

FFS = 55 mi/h 

Maximum Density (pc/mi/ln) 11 18 26 35 45 

Minimum Speed (mi/h) 55.0 55.0 55.0 54.7 50.0 

Maximum v/c 0.27 0.44 0.64 0.85 1.00 

Maximum Service Flow Rate (pch/h/ln) 600 990 1430 1910 2250 

   

FFS is the free-flow speed of passenger cars measured during low to 

moderate flows.  There are two ways in which the value for FFS can be obtained: 
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doing field measurements or estimating the values using guidelines provided in 

the HCM (HCM 2000).  If field studies are to be conducted, the location should 

be one that provides low to moderate densities, that is flow rates up to 1300 

pc/h/ln.  Eq. 11 is used to estimate FFS (HCM 2000). 

     IDNLCLW ffffBFFSFFS −−−−=             Eq.(11)  

(Poch and Mannering 1996) 

where: 

 FFS  =  free-flow speed (mi/h), 

 BFFS  =  base free-flow speed, 70 mi/h (urban) or 75 mi/h (rural), 

 fLW  =  adjustment for lane width from Exhibit 23-4 (mi/h) (HCM 2000), 

fLC  =  adjustment for right-shoulder lateral clearance from Exhibit 23-5 

(mi/h) (HCM 2000), 

fN  =  adjustment fro number of lanes from Exhibit 23-6 (mi/h) (HCM 

2000),  

fID  =  adjustment for interchange density from Exhibit 23-7 (mi/h) 

(HCM 2000). 

 

2.4  Selecting a Case Study Site 

A case study site was selected based on the following criteria: 

9 Territorial size of the metropolitan area in comparison with its population 

(high density preferred);  

9 In place ITS system; 

9 Availability of archived data;  
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9 Indication from the transportation agency that the data could be used;  

9 Cooperation from the transportation agency during the research work;  

9 Need for a study of this nature in the selected city/metropolitan area; and 

9 Recurrent congestion.  

Table 2.7 illustrates the types of ITS generated data archived by the 78 

largest metropolitan areas in the US and US territories.  The size of each 

metropolitan area was determined by its population.  The smallest metropolitan 

area on the list has a population of about 500,000.  Even though in theory there 

are nine metropolitan ITS infrastructure systems (Table 2.4), in the survey 

conducted by the USDOT in 2000 these metropolitan areas only archived ITS 

generated data for transit and freeway management systems (Table 2.7).  

However, it is important to mention that many of the metropolitan areas did 

collect data for some of the other ITS infrastructure systems (USDOT 2002; 

Quiñones 2003). 

After examining the population for the 78 metropolitan areas, it was noticed 

that the largest population belonged to the area of New York-Northern New 

Jersey-Southwest Connecticut (18,323,382) and the smallest population 

belonged to the area of Harrisburg-Lebanon-Carlise in Pennsylvania (509,081) 

(US Census 2008).   
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Table 2.7 Type of ITS generated data archived by the 78 largest metropolitan areas in the 
US 

Archived Data Metropolitan 
Area State 

Transit Management Freeway Management 

Birmingham AL None  
None 

Little Rock-
North Little 

Rock 
AR Trip itinerary, passenger count None 

Phoenix-Mesa AZ Passenger count, vehicle time and 
location 

 
None 

Tucson AZ 
Vehicle monitoring status, vehicle 

time and location 
 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, road 

condition, weather conditions, incidents, route 
designation, current work zones, scheduled 
work zones, highway operations, emergency 

evacuation routes 

Sacramento-
Yolo CA 

Passenger information, passenger 
count, vehicle time and location 

 

Traffic volumes, traffic speeds, lane 
occupancy, ramp queues, metering rates, 

weather conditions, incidents 

San Francisco-
Oakland-San 

Jose 
CA 

Incidents, passenger count, trip 
itinerary planning records, vehicle 

time and location, passenger 
information 

Traffic volumes, vehicle classification, route 
destinations 

Fresno CA 
Vehicle monitoring, vehicle time and 

location 
 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, metering 
rate, road conditions, weather conditions, 

incidents, current work zones, scheduled work 
zones, emergency evacuation routes, highway 

operations 

Bakersfield CA None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, metering 
rate, road conditions, weather conditions, 

incidents, current work zones, vehicle 
occupancy, scheduled work zones, emergency 

evacuation routes, highway operations 

Los Angeles-
Riverside-

Orange County 
CA 

Passenger information, passenger 
count, trip itinerary planning records, 

incidents, trip operations 
 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, metering 

rate, incidents, scheduled work zones, 
emergency evacuation routes, road conditions, 

weather conditions 

San Diego CA None  
None 

Denver-
Boulder-
Greeley 

CO None  
None 

Hartford CT Passenger count, passenger 
information, trip itinerary 

 
Traffic speeds, weather conditions, incidents 

New Haven CT Passenger count  
Traffic speeds, weather conditions, incidents 

Washington DC 

Road conditions, passenger 
information, vehicle time and location, 

incidents, trip itinerary, transit 
operations 

 
 

None 

Jacksonville FL 
Weather conditions, passenger info., 
passenger count, vehicle time and 

location 

 
None 

Orlando FL None  
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Archived Data Metropolitan 
Area State 

Transit Management Freeway Management 
None 

Tampa-St. 
Petersburg FL 

Incidents, passenger info., passenger 
count, transit operations, emergency 

evacuation routes 

 
None 

Miami-Ft. 
Lauderdale FL Incidents, vehicle monitoring status, 

vehicle time and location 
 

Traffic volumes and scheduled work zones 
West Palm 

Beach-Boca 
Raton 

FL None 
 
 

None 

Sarasota-
Bradenton FL 

Passenger info., trip itinerary planning 
records, highway operations, 
emergency evacuation routes 

 

 
 
 

State traffic counts 

Atlanta GA Passenger info., passenger count 
 

traffic volumes, traffic speeds, lane occupancy, 
vehicle classification, incidents, current work 

zones, scheduled work zones 

Honolulu HI Passenger info., passenger count, 
vehicle time and location 

 
None 

Chicago-Gary-
Kenosha IL Incidents  

None 

Indianapolis IN 
Incidents, passenger info., trip 

itinerary, passenger count, vehicle 
time and location 

 
None 

Wichita KS Incidents, weather conditions  
None 

Louisville KY None Traffic volumes, traffic speeds, vehicle 
classification, incidents 

Baton Rouge LA None  
None 

New Orleans LA 

Weather conditions, passenger count, 
vehicle time and location, emergency 
evacuation routes, current road work 
zones, route destination, passenger 

information, trip itinerary, transit 
operations 

 
 
 
 

None 

Springfield MA None  
None 

Boston-
Worcester-
Lawrence 

MA 

Incidents, passenger info., trip 
itinerary, passenger count, vehicle 

time and location, transit operations,
scheduled road work zones 

 
 
 

Scheduled work zones, current work zones 

Baltimore MD 

Transit vehicle signal priority events, 
vehicle monitoring, passenger info., 

trip itinerary, passenger count, 
vehicle time and location, transit 

operations 

 
None 

Grand Rapids-
Muskegon-

Holland 
MI Passenger count, vehicle time and 

location 

 
 

None 

Detroit-Ann 
Harbor-Flint MI 

Vehicle monitoring status, passenger 
info., passenger count, vehicle time 

and location 

 
None 

Minneapolis-St. 
Paul MN None 

Traffic volumes, lane occupancy, metering 
rate, incidents, highway operations, violation 

rate for HOV lanes, vehicle occupancy 
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Archived Data Metropolitan 
Area State 

Transit Management Freeway Management 

Kansas City MO None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, road 

conditions, weather conditions, incidents, 
current work zones, scheduled work zones, 

highway operations, route designation, 
emergency evacuation routes 

St. Louis MO None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, weather 
conditions, route designation, current work 
zones, scheduled work zones, emergency 

evacuation routes 
Charlotte-

Gastonia-Rock 
Hill 

NC None 
Traffic volumes, traffic speeds, lane 

occupancy, vehicle classification, incidents, 
current work zones, scheduled work zones 

Greensboro-
Winston Salem-

High Point 
NC Trip itinerary, vehicle time and 

location 

 
 

None 
Raleigh-

Durham-Chapel 
Hill 

NC 
Weather conditions, passenger info., 
passenger count, vehicle time and 

location, route designation 

 
 

None 

Omaha NE None  
None 

Philadelphia-
Wilmington-
Atlantic City 

NJ None 
 
 

None 

Albuquerque NM None  
None 

Las Vegas NV None  
None 

Buffalo-Niagara 
Falls NY None 

Road conditions, weather conditions, incidents, 
current work zones, scheduled work zones, 

emergency evacuation routes, highway 
operations, traffic volumes, traffic speeds, lane 

occupancy, vehicle classification 

Rochester NY None Traffic volumes, vehicle classification, road 
conditions, weather conditions 

Syracuse NY None Vehicle classification, traffic speeds, incidents, 
traffic volumes, lane occupancy 

Albany-
Schenectady-

Troy 
NY 

Incidents, vehicle monitoring, 
passenger info, passenger count 

 

Traffic volumes, traffic speeds, incidents, 
current work zones, scheduled work zones, 

highway operations 

New York-
Northern New 

Jersey-
Southwestern 

Conn 

NY 

Passenger count, transit operations, 
vehicle monitoring, passenger info, 
vehicle time and location, highway 
operations, emergency evacuation 
routes, scheduled road work zones, 

current road work zones 
 

Traffic speeds, weather conditions, incidents, 
traffic volumes, route designations, current 

work zones, 
scheduled work zones, emergency evacuation 
routes, highway operations, road conditions, 

lane occupancy, vehicle classification, 
intermodal connections, vehicle occupancy 

Cincinnati-
Hamilton OH None 

Traffic volumes, traffic speeds, lane 
occupancy, road conditions, weather 

conditions, 
incidents, current work zones, scheduled work 

zones 
Dayton-

Springfield OH Incidents  
None 

Columbus OH None  
None 
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Archived Data Metropolitan 
Area State 

Transit Management Freeway Management 

Cleveland-
Akron OH 

Weather conditions, road conditions, 
passenger info, trip itinerary, 

passenger count 
 

Traffic volumes, vehicle classification, weather 
conditions, violation rate for HOV lanes 

Toledo OH None  
None 

Youngstown-
Warren OH None 

Traffic volumes, traffic speeds, vehicle 
location, road conditions, weather conditions,
current work zones, scheduled work zones, 

intermodal connections 

Oklahoma City OK None Traffic volumes, traffic speeds, vehicle 
classification, incidents, current work zones 

Tulsa OK None Traffic volumes, traffic speeds, vehicle 
classification, incidents, current work zones 

Portland-Salem OR None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, vehicle 
location, metering rate, road conditions, 

weather conditions, incidents, current work 
zones, scheduled work zones, emergency 

evacuation routes, highway operations 

Pittsburgh PA 

Passenger info., passenger count, 
vehicle time and location, weather 
conditions, road conditions, vehicle 

monitoring, highway operations, 
emergency evacuation routes, 

intermodal connections, scheduled 
road work zones, current road work 

zones, route designation 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, incidents, 
current work zones, scheduled work zones 

Allenton-
Bethlehem-

Easton 
PA None 

 
 

None 
Harrisburg-
Lebanon-

Carlise 
PA Incidents, passenger count, 

emergency evacuation routes 
 

None 

Scranton-
Wilkes Barre-

Hazleton 
PA Incidents, road conditions Incidents 

San Juan PR None Traffic counts, work zones, accidents 

Providence-Fall 
River-Warwick RI None Traffic volumes, route designation 

Greenville-
Spartanburg-

Anderson 
SC None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, road 

conditions, weather conditions, incidents, 
current work zones, scheduled work zones, 

emergency evacuation routes 

Charleston-
North 

Charleston 
SC None 

Traffic volumes, traffic speeds, lane 
occupancy, road conditions, vehicle 

classification, weather conditions, incidents, 
current work zones, scheduled work zones, 

emergency evacuation routes 

Nashville TN None Traffic volumes, vehicle classification 

Memphis TN None Traffic volumes, vehicle classification, road 
conditions, weather conditions 

Knoxville TN None  
Traffic volumes, vehicle classification 
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Archived Data Metropolitan 
Area State 

Transit Management Freeway Management 

El Paso TX None  
None 

Austin-San 
Marcos TX None 

Traffic volumes, traffic speeds, lane 
occupancy, vehicle classification, road 

conditions, weather conditions, incidents, 
highway operations 

San Antonio TX 
Passenger count, vehicle time and 

location, scheduled road work zones, 
current road work zones 

 
 

None 
Houston-

Galveston-
Brazoria 

TX None 
Traffic volumes, traffic speeds, lane 

occupancy, incidents, current work zones, 
scheduled work zones 

Dallas-Ft. 
Worth TX 

Passenger info., transit operations, 
highway operations, emergency 
evacuation routes, intermodel 

connections, scheduled road work 
zones, current road work zones, trip 
itinerary, passenger count, vehicle 

time and location 
 

 
 
 
 

Incidents, current work zones, scheduled work 
zones 

Salt Lake City-
Ogden UT 

Incidents, weather conditions, 
passenger info., passenger count, 

vehicle time and location 
 

Weather conditions, incidents, traffic volumes, 
traffic speeds, lane occupancy, vehicle 

classification, road conditions 

Richmond-
Petersburg VA None 

Traffic volumes, lane occupancy, vehicle 
classification, emergency evacuation routes, 

highway operations 

Hampton 
Roads VA None 

Traffic volumes, traffic speeds, lane 
occupancy, road conditions, incidents, 

emergency evacuation routes 

Seattle-
Tacoma-

Bremerton 
WA 

Trip itinerary, passenger count, 
highway operations, emergency 

evacuation routes, route destination,
passenger info, vehicle time and 

location, transit operations, weather 
conditions 

 
 
 
 

None 

Milwaukee-
Racine WI 

Incidents, weather conditions, vehicle 
time and location, scheduled road 

work zones, current road work zones, 
passenger info. 

Traffic volumes, traffic speeds, lane 
occupancy, ramp queues, incidents, current 

work zones, scheduled work zones 

 

Table 2.8 illustrates the three (3) metropolitan areas considered as case 

studies.  It was important for the research to examine the availability of data from 

metropolitan areas that had high population densities to be used as case studies.  

The latter would allow the use of datasets that would provide unusual events, for 

example longer peak periods, more work zone operations, and worst LOS.  From 

the information about the territorial area versus population, it is evident that 
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Phoenix-Mesa, San Juan, and Dallas-Ft. Worth have high densities with 3,617, 

3,500, and 2,936 people per square mile, respectively.   

The Phoenix-Mesa metropolitan area presented a disadvantage for our case 

study because the only ITS generated data archived is for transit management, 

and for this research the use of freeway/expressway management data was the 

primary interest.  ITS generated data for the Dallas-Ft. Worth metropolitan area 

has been used extensively by several researchers, thus using it as a case study 

could probably generate duplicate information.  On the other hand, even though 

the types of archived ITS generated data are limited, the San Juan metropolitan 

area provided a great opportunity for new much needed research.  No research 

had been conducted using these types of data from the SJMR.  Based upon the 

criteria developed for site selection, San Juan provided the best combination of 

desired characteristics.             

Table 2.8 Metropolitan areas considered for case study 

Population Area 
(mi2) Pop/mi2 Metro Area State 

3,251,876 899 3,617 Phoenix-Mesa AZ 

1,400,000 400 3,500 San Juan PR 

5,161,544 1,758 2,936 Dallas-Ft. Worth TX 

 

The Texas Department of Transportation (TxDOT) was contacted earlier in 

the project to find out the possibilities of obtaining data from their databases to be 

used in this research project.  However, even though in email and telephone 

conversations the TxDOT seemed more than glad to provide the information for 
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the research, a letter was later received indicating that due to liability issues data 

from the TxDOT could not be used for our project.   

The PRHTA was contacted various times to obtain information and traffic data 

about the most important expressways in the San Juan Metropolitan Region.  

Several personal visits to the agency were conducted to various departments 

with the intent of gathering as much information possible.  In every visit to the 

agency, the people were glad to help and provided the information needed for 

the study.  PR-18 was chosen above other expressways in the SJMR due to its 

length, 3.78 miles, and peculiar characteristics.   

The PRHTA, like many state agencies, is currently developing the ITS 

infrastructure needed to sustain the amount of data being collected on a daily 

basis on some of the most important highways in the island. 

Chapter 3 provides a detailed description of the case study, Las Américas 

Expressway (PR-18). 
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3.  CASE STUDY – LAS AMÉRICAS EXPRESSWAY (PR-18) SAN JUAN 
METROPOLITAN REGION 

 

 

 

Las Américas Expressway (PR-18) was built over 30 years ago to serve two 

functions: to provide a corridor between the Old San Juan and the suburbs and 

to serve as an expressway connector between the SJMR and PR-52.  PR-52 is 

one of the most important expressways in Puerto Rico because it provides 

access to the south part of the island.  PR-18 also connects with PR-22, which is 

another important expressway, being the only designated Interstate highway in 

Puerto Rico.  PR-22 provides access to and from the SJMR to the west side of 

the island (Figure 1.1).   

At the time of construction and during the construction of PR-18, Puerto 

Ricans relied on four lane highways (two lanes in each direction) to travel to and 

from the south and north, and north and west parts of the island.  A one-way trip 

of 35 miles took about half a day to complete and, depending on the hour of the 

day, it could have taken even longer than that.  These highways included many 

at grade signalized intersections and the crossing of every small downtown area 

along the way.  Considering the size of Puerto Rico, which is 100 by 35 miles, 

and the fact that the majority of the work opportunities were and still are in the 

SJMR, the need for expressways was imperative.   

Since its construction, PR-18 has carried high volumes of traffic at various 

hours of the day on every day of the week.  The PRHTA has conducted a series 
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of improvements that have increased the capacity of PR-18.  Given the rapid 

residential and commercial development in the SJMR, there is no room for 

expansion of this highway.  The current traffic conditions reflect an average 

vehicle speed during the day (from 6:30AM to 6:30PM) of 23 mph.  There are 

forced flow conditions during most of the day on PR-18.   

Additional improvements are being made to the transportation system of 

SJMR, such as the “Tren Urbano”, which is a huge project consisting of a heavy 

metro rail that will connect the six major sectors (Bayamón, Guaynabo, Río 

Piedras, Carolina, Old San Juan, Hato Rey, and Caguas) within the SJMR 

(Pesquera and González 1996).  With the construction and effective operation of 

“Tren Urbano,” the congestion in SJMR is expected to be reduced (Pesquera and 

González 1996).  However it is well known that more people are expected to be 

driving vehicles in the years to come, thus new measures are needed to describe 

and improve the quality of flow. 

Sections 3.1 and 3.2 describe the characteristics of this facility in greater 

detail and some of the problems or challenges presented by the PRHTA.  A 

description of the data that were available for this facility at the time the project 

began is provided in Section 3.3.  

           

3.1  Characteristics of Facility 

PR-18 consists of 3.78 mi (6.09 km) of mostly concrete pavement.  In this 

stretch of highway, there are 10 through lanes (2 of which are reversible in the 
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morning and afternoon peak hours on weekdays).  Its functional classification is 

principal arterial with a maximum design speed of 65 mph (105 kph). 

Table 3.1 describes some specific characteristics of the facility per highway 

segment of road (Felix 2003).  These segments of road were determined using 

the main highways that PR-18 crosses as underpasses or overpasses.  Figures 

3.1 through 3.3 illustrate each of these underpasses or overpasses (Guía Urbana 

del Área Metropolitana 2000).     

Table 3.1 Facility characteristics per highway segment for 2001 

Highway Segments for PR-18 

Item 
Mi 0.00 (Km 

0.00) (PR-1) to 
Mi 0.81 (Km 
1.31) (PR-21) 

Mi 0.81 (Km 
1.31) (PR-21) 

to Mi 1.53 (Km 
2.46)   (Ave. 
A. Miranda) 

Mi 1.53 (Km 
2.46) (Ave. A. 
Miranda) to Mi 
2.09 (Km 3.36) 

(PR-17) 

Mi 2.09 (Km 
3.36) (PR-17) 

to Mi 2.88 (Km 
4.64) (PR-23) 

Mi 2.88 (Km 
4.64) (PR-23) to 

Mi 3.78 (Km 
6.09) (PR-22) 

Median Type Concrete 
Barrier 

Concrete 
Barrier 

Concrete 
Barrier 

Concrete 
Barrier Concrete Barrier 

Median 
Width 20 ft (6.1 m) 24 ft (7.3 m) 24 ft (7.3 m) 20 ft (6.1 m) 21 ft (6.4 m) 

Shoulder 
Type Asphalt Asphalt Asphalt Asphalt Asphalt 

Shoulder 
Width Right 11.8 ft (3.6 m) 10 ft (3.0 m) 11 ft (3.3 m) 9 ft (2.7 m) 9 ft (2.7 m) 

Shoulder 
Width Left 3.94 ft (1.2 m) 3.94 ft (1.2 m) 0.0 6.89 ft (2.1 m) 0.0 

Lane Width 13.12 ft (4 m) 13.12 ft (4 m) 13.12 ft (4 m) 13.12 ft (4 m) 13.12 ft (4 m) 

Widening 
Feasibility NO NO NO NO NO 

Segment 
Length 

0.81 mi  
(1.31 Km) 

0.72 mi 
(1.15 Km) 

0.56 mi  
(0.90 Km) 

0.79 mi  
(1.28 Km) 

0.90 mi  
(1.45 Km) 

AADT 175,600 184,300 226,700 229,600 205,200 

IRI 2.99 1.75 2.05 2.11 2.41 

Peak 
Capacity 10,213 12,310 12,250 12,310 10,208 
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The PRHTA has designated PR-18 as an expressway with no widening 

feasibility due to the existing conditions of the highway itself and the urban 

development surrounding this facility (Table 3.1).   

 

Figure 3.1 PR-18 overpassing PR-21  

(Sou na,  

2000 San Juan Metropolitan Area Metro Data. CD-ROM) 
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Figure 3.2 PR-18 underpassing ave. américo miranda and overpassing PR-17  
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Figure 3.3 PR-18 overpassing PR-23  

(Source: Guía Urbana del Área Metropolitana,  

PR-23

PR-18

N

PR-23

PR-18

PR-23

PR-18

PR-23PR-23

PR-18

NN

2000 San Juan Metropolitan Area Metro Data. CD-ROM) 

 

3.2  Problems with Facility 

There are several special conditions or problems with PR-18.  Some of the 

9 There is no possibility for expanding the facility, 

most important ones are: 
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9 The superelevation varies inconsistently throughout the facility and among 

lanes, 

9 During the redistribution of lanes on PR-18 between PR-17 and PR-23, 

ces (in the middle of lanes and in-between lanes) making it difficult 

9 

9 

Morales 

9 

9 he morning and afternoon peak hours, right shoulders are “legally” 

9  is overwhelmingly represented during most of the day (refer to 

Figures 3.4 through 3.6 illustrate the capacity problems of this facility.   

 

several old manholes and drains were not relocated and are currently in 

odd pla

for drivers to maneuver among these,   

There is no HOV lane that could be used to improve the capacity, 

Adjacent collectors present huge problems of traffic congestion as well; 

studies conducted by J.M. Morales show that there is no route in the 

SJMR that could be used in case of an emergency evacuation (

2003), 

PR-18 goes from four lanes to two lanes when entering PR-52 (Figure 

3.1),  

During t

used as additional lanes, and 

LOS F

Figure 3.4). 
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Figure 3.4 Density versus time for a typical monday southbound 

00

020

040

060

080

100

120

050 50 0450 0650 0850 1050 1250 1450 1650 1850 2050 2250 2450

Time (hour)

D
en

si
ty

 (v
eh

/m
i/l

n)
   

   
   

 . 

C
on

di
tio

n 

02

St
ab

le
 C

o
Fo

rc
e 

Fl
ow

 
nd

iti
on

 

140

160

00

0200

0400

0600

0800

1000

1200

1400

1600

1800

2000

2200

2400

2600

2800

3000

050 0250 0450 0650 0850 1050 1250 1450 1650 1850 2050 2250 2450

Time (hour)

Fl
ow

 (v
eh

/h
r/l

n)
   

  

Figure 3.5 Flow versus time for a typical monday southbound 
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The peak period begins around 5:45AM and ends around 6:45PM (Figures 

3.4 through 3.6).  High densities and high flows in Figures 3.4 and 3.5 

correspond to lower speeds in Figure 3.6.  The speed versus time graph 

indicates that the operational conditions were at forced flow conditions, LOS F.  

The approximate boundary between stable and forced flow conditions was 

indicated in Figure 3.4 to put emphasis on the large period of the day for which 

there was LOS F.  The high peaks in the afternoon on both density and flow 

graphs seemed to be controlled by a downstream bottleneck.           

 

3.3  Type of Data Available 

 Like many state agencies, the PRHTA is currently developing an ITS for the 

San Juan Metropolitan Region.  Proposals for complete ITS are under 

Figure 3.6 Speed versus time for a typical monday southbound 
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development for PR-22 and PR-18 (Pérez 2004).  It has been a great challenge 

primarily because of the huge monetary investment required.  However, several 

experimental projects have been undertaken and are succeeding in various 

sectors of the SJMR.  One project is the coordination of the public transportation 

authority to provide continuous transportation (by means of ferries and buses) to 

and from provisional parking lots outside of the island of San Juan.  A second 

project is lanes designated for emergency vehicles only going towards the area 

of Condado and Hato Rey, which are the closest areas that have hospitals, 

police departments, and fire departments.  A third example is a temporary ITS 

management center that was prepared to give support to all of the emergency 

departments velopment 

of the first ez-pass program (called AVI) undertaken in Puerto Rico.  The 

pro

lopment of a 

large scale ITS for the SJMR has been a slow one.  The major existing drawback 

 size are the costs involved.    

 and the public transportation.  The final example is the de

gram was developed for the Teodoro Moscoso Bridge overpassing the San 

José Lagoon in Carolina, PR.  The program is viewed by the PRHTA as a 

success and many people have used it since the beginning.  Currently, other ez-

pass programs have began to work on various toll plazas on PR-22 (an 

expressway facility that connects the East and West side of Puerto Rico on the 

North).  The latter are still on its earliest stages, but are being well accepted by 

the public.  Even though the small scale ITS programs that have been 

implemented so far have been a success, the process for the deve

for the development of an ITS of this
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The data obtained for PR-18 for this project was traffic counts, work zones, 

accidents, and speed (Quiñones 2003; García 2003; Acevedo 2003).  The data 

have been obtained from different divisions within the PRHTA.  Most of the data 

have been obtained in hardcopy and through correspondence.  However, the 

data for work zones was copied by hand during a visit to the PRHTA because of 

difficulties with the copy machine.  It is worth mentioning that several traffic-

consulting firms in Puerto Rico and Washington D.C. were contacted during the 

research to seek information about specific data for PR-18 (Cordova 2003; 

Morales 2003; Villalba 2004).  No data was received from the consulting firms, 

although knowledge gained about studies conducted around this site was highly 

useful.    

Chapter 4.0 provides the details of the research approach used during the 

project.         
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4.  

 that it encourages the user to follow each step and review prior steps 

if o

 as it will help trace the path taken in case of the diversity of 

situations and possibilities and, also, will provide the documentation of the entire 

project. 

The evaluation and interpretation of results of six models allowed the 

measurement of the quality of traffic flow in the stretch of highway that was 

analyzed.  During the preparation of the data, various statistical tests were used 

to examine the data and to identify the amount of data that was going to be used.  

The statistical test results are found in Appendix B.  The six models created 

consisted of various examples, which provided specific information about the 

patterns of traffic in the expressway facility studied.  

        

RESEARCH APPROACH AND METHODS 

 

 

The approach used to develop the models consisted of the seven-step KDD 

process shown in Figure 4.1.  The steps were: building the data mining database 

(refer to Section 4.1), examining and preparing the data (refer to Section 4.2), 

evaluating the data mining application (refer to Section 4.3), building the model 

(refer to Section 4.4), evaluating the model (refer to Chapter 5), understanding 

the information provided in the results (refer to Chapter 6), and providing 

conclusions and recommendations (Amado 2001).  The main benefit of this 

process is

r when needed.  The documentation of every step of the process is strongly 

recommended
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Figure 4.1 KDD seven-step process 
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Figure 4.2 illustrate the basic data processing procedure using the KDD 

process.  Ideally, the process should start with ASCII-Text files.  Preprocessing 

nonstandard data requires extra steps and time prior to processing the archived 

data.  Automatically collected data are more likely to be stored in ASCII-text and 

spreadsheet files, yet that was not the case for most of the data used in this 

research.  Given that the data obtained came from different sources and 

consisted of different formats, these could not be transformed into open database 

connectivity (ODBC) for a direct export to the IBM Intelligent Miner for Data.    
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The standardized datasets, or working dataset, should have a spreadsheet or 

database format.  The selection of the data mining tool is tied to the objectives of 

the research, for which the association method was used in this research.  The 

analysis of results is a crucial part of the KDD process.  It is at this step of the 

process that users are likely to retrace to previous steps in order to fine tune the 

model(s).  Knowledge is gain throughout the entire KDD process, however it is 

Figure 4.2 Basic data processing using the KDD process 



during the analysis of results when a list in the form of conclusions is created.  

The latter will be the contributions made by the research project.    

The following sections describe the details of steps 1 through 4 as applied to 

this research.  The details involving step 5 are found in Chapter 5 entitled 

“Evaluation of the Model(s)” and the knowledge gained from the models or step 6 

are found in Chapter 6, which are the conclusions and recommendations of the 

research.  Given the nature of this document, being an educational research, 

there are no decisions (step 7) to be made.    

 

4.1  Building the Data Mining Database 

Building the data mining database was the first step in the KDD process 

which consisted on obtaining archived ITS generated data from the case study 

facility.  Section 4.1.1 describes the details of the data that was used. 

.1.1 Archived Data 

 Historical data for this research were obtained from various divisions within 

the PRHTA and the National Climatic Data Center (NCDC).  In Puerto Rico there 

is no TMC, thus the ITS generated data are collected, archived, and analyzed by 

the Office of Data Acquisition and Analysis of Transit within PRHTA.  The data 

collected by the latter division is used in the HPMS study as required by the 

FHWA and the Transportation of Metropolitan Areas study, which is an internal 

study used in PRHTA (Burgos 2005).  The data and information are also used for 

the design of projects coordinated by the Office of Environmental Studies and 

Pavement Management (Pérez 2004). 

4
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Data were collected at point locations using two types of automatic traffic 

counters, single and double inductance loops, and accumulated in roadside 

con

own 2005).  Hourly precipitation 

totals for the last 50 years is available with free access for “.edu” domain in either 

 the NCDC website (NCDC 

200

was obtained both in text forms as hard copies 

ately, thirty percent (30%) of the effort 

trollers.  These field measurements were collected for each direction in PR-

18.  Quality control checks on data were performed once the data was taken to 

PRHTA offices.   

Weather data are collected each hour in the San Juan Luis Muñoz Marín 

International Airport (SJU) station using Automated Surface Observing Systems 

(ASOS) equipment for measurements (McC

text version or ASCII comma-delimited files within

5).             

4.1.1.1 File Formats 

The format of each dataset was summarized as: 

9 Archived traffic data 

through US mail and in spreadsheets (.xls) via electronic communication. 

9 Historical weather data from the San Juan Metropolitan Area was obtained 

in delimited ASCII-text files through electronic communication.     

9 Historical work zones data was submitted in text forms as hard copies 

during a visit to the agency. 

9 Accident data was obtained in text forms as hard copies through US mail.    

The inconsistencies in the data format created a huge disadvantage for the 

time frame of the first step of the KDD process (building the data mining 

database) for this research.  Approxim
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em

 (5%) of his or her time in this step of the process.            

Table 4.1 Data Elements 

ployed in conducting this research was used for the creation of the data 

mining database.  The ideal situation would be to have all electronic files, in 

ASCII-text files preferably, and transform the datasets using an ODBC to be read 

by the IBM Intelligent Miner for Data.  The latter would allow the user to invest 

about five percent

4.1.1.2 Data Elements 

The level of detail of the archived traffic data was 15-minute time periods and 

by direction of traffic.  Table 4.1 provides the detail of each dataset. 

Type of Data Data Elements 

Traffic 
Time (hh:mm in 24-hour clock), date (mm/dd/yyyy), machine number, 
vehicle traffic volume count, average speed, station, station number, 

direction, route number, and municipality 

Accident t, location, time, surface condition (wet, dry, or muddy), and 
type of accident (fatal, injured, or damage) 

Date, even

Work Zones Year, project number, project description, and location 

Weather Date, hour, precipitation (in inches), station description, year, and month 

   

4.1.1.3 Counter Location Information 

Location information for the traffic counters in PR-18 was provided in text 

form as hard copies and includes: 

9 Station number  

9 Counter activation date 

9 Machine number 

9 Station description  

9 Number of through travel lanes 

9 Roadway name and designation 
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9 Roadway milepost  

9 Roadway Direction  

Figure 4.3 illustrates the location of the counters that collected the data used 

in the research.  The counters were places across the four (4) lanes on both 

north- and southbound directions, and across the two (2) reversible lanes.        

 

 

 

 

 

 

 
 
 
 
 
 

 
 Figure 4.3 Counters location 
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4.1.1.4 Data Collection Technology 

PRHTA currently uses automatic methods involving surface detectors, such 

as pneumatic road tubes to collect historical traffic data.  The equipment used to 

collect the historical data used in this research was ADR 241 and ADR 2000 

(Pérez 2005).  These were used with pneumatic tubes.  In the stations where 

there was vehicle classification, two pneumatic tubes were used spaced at 8 or 

10 feet.  If the purpose of the station was to collect volume data only, then one 

pneumatic tube was used.  The counters are portable multilane automatic 

vehicular traffic counters with a rate of 200 counts per second per input and have 

a capacity of approximately 3,280 days of volume data (Pérez 2005).  

4.1.1.5 Quality Control Checks 

In the Office of Data Acquisition and Analysis of Transit of the PRHTA the 

process of quality control on raw data is conducted by two statisticians and one 

statistics supervisor.  The data is compared to historical datasets to determine if 

it has a logical progression.  In the instances where there are differences, a 

further study is conducted to determine the causes.  Examples in which 

ifferences will occur are the opening of new routes or construction work 

onducted on adjacent routes that affect the expected traffic.  For the permanent 

tations, the monthly average daily traffic (ADTs) are compared.  If the ADT of a 

given month is not comparable to others and there is no explanation for it, then 

the entire month is elim  the equipment is usually the 

explanation for the latter cases.  In the stations that classify vehicles, a quick 

d

c

s

inated.  Malfunctioning of
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quality control check is performed by examining the percentage of vehicles in 

cat s that the equipment was unable 

to classify).  A percentage of 5 or more (in category 15) requires a reinstallation 

of the station.  In one of many personal communications, Mr. Pérez (sub-director 

of The Office of Data Acquisition and Analysis of Transit of the PRHTA) indicated 

that they were in the process of using the software capabilities of VITRIS to 

perform future quality control checks (Pérez 2004).    

 

ed to the 

dat ).      

egory 15 (this category indicates the vehicle

4.2  Examining and Preparing the Data 

The second step of the KDD process involved examining and preparing the 

data to be mined.  The examination of the gathered data was perform

a mining database (or working database

4.2.1 Data Analysis 

The analysis of the data was one of the most extensive tasks conducted on 

the research.  The archived ITS generated data from PR-18 consisted of over 

133,000 data records.  The total processing time was measured in days.  

Erroneous values and inconsistencies were the most important characteristics to 

be identified during the data analysis.  Each dataset, that is work zones, traffic 

counts, speed, and accidents, was examined separately.  The datasets were also 

examined as a whole to gain knowledge of the working database.     

During this stage of the research, the work yielded a set of questions that 

helped identify remaining data needs, and the ranges of flow conditions 
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applicable to this project.  It served as the root of the knowledge needed prior to 

the application of the data mining algorithms. 

4.2.2 Processing the Data     

The greatest challenge during the processing of the data was, perhaps, 

standardizing the archived datasets from the different sources.  The lack of 

metadata, which is the information describing the data, made the interpretation 

and analysis more complicated.  Additional telephone and email communications 

ere conducted to obtain descriptive information about most of the archived 

hived traffic data contained 

hea

05).     

ts were produced from the baseline data processing.  

Co

data did not include metadata.  However, this was not a peculiarity of the data 

w

data.  For example, the spreadsheets with arc

dings that were short of information for the understanding of the outside user.  

Descriptive information was requested.  Weather data from NCDC presented the 

most complete descriptive information (NCDC 20

The standardized datase

nverting the submitted data into standardized data involved the longest 

amount of processing time.  Once every dataset was standardized, the 

necessary statistical tests (i.e., maximum, minimum, average, standard 

deviation) and queries were easily completed.  All the primary statistical tests 

were performed in MS Excel.  The database capabilities of MS Access were 

used to carry out a few basic queries to initiate the learning phase of the KDD 

process.   

This step of the process involved about twelve percent (12%) of the effort 

employed in the research, approximately.  The major reason was the fact that the 
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used in this research, much of the datasets provided by USDOT’s for research 

do not include metadata but a simple list of acronyms and description.  Thus, the 

am g datasets similar to the latter will not be 

too

 any noise that it might 

hav

 identification of trends in people’s driving behavior when combining 

fac

ount of effort required by users usin

 different.          

The process of preparing the data is frequently confused with the process of 

examining the data.  Even though one process is needed to obtain the other, 

these are two very different processes (Pyle 1999).  The preparation of data 

involves the selection of variables with the purpose of manipulating and 

transforming raw data into data that are more easily accessible.  Therefore, 

variables (fields) and rows (records) were selected carefully to minimize the time 

it took to build the model and to optimize the output obtained from the model.  

Examining the data consists of cleaning the data from

e.  After each dataset was transformed into a MS Excel file, the working 

database was created.  The working database, for the purpose of this project, is 

the table that embraces all the necessary fields and records that were mined.   

The data mining applications of IBM were chosen as an appropriate software 

package to achieve the objectives of this research.  As part of the IBM scholars 

program (for teachers and graduate students), we were able to download all the 

requisites for the DB2 Intelligent Miner (IBM 2004).  IBM’s association rules 

allowed the

tors such as work zones, accidents, and weather conditions.   
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The numerous IBM visualizer features facilitated the interpretation and 

analysis of results.  Likewise, it produced excellent graphics for high quality 

presentations.  Graphics developed by means of MS Excel were also used.            

4.2.2.1 Data Q

                    

uality and Validity Checks 

The application of data mining algorithms in the transportation field is still 

new, yet the constant advances in the ITS technology, which have made the 

storage of multiple and very large databases possible, provide the basis for such 

algorithms to be used in the transportation domain.  Technologies such as those 

described in Chapter 2 of this document are some examples of the resources 

that have made possible the proliferation of countless databases of research and 

government nature.      

It is not feasible for people to analyze great amounts of data without 

assistance of appropriate computational tools. Traditional statistical analyses are 

used to provide descriptive information about the numerical portion of data in the 

databases.  These usually start with a hypothesis, and statisticians develop their 

own equations to match such hypothesis.  Data mining algorithms, on the other 

hand, do not require a hypothesis; the tool automatically develops the equations, 

and different types of data (e.g., categorical, numerical, continuous) can be used.  

Basic data quality checks were performed using the analysis tool packs of MS 

Excel 2000.  The statistical test results from the north- and southbound traffic 

data are found in Appendix B.   

       

4.3  Evaluating the Data Mining Application  
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Ma

the nefit of data mining over 

trad

t al. 2003).  The use of different types of data 

s the combination of internal data (data collected by the agency) with 

raphic data from other 

agencies) to be used by the data mining applications in the extraction of hidden 

patterns.  However, the interpretation of results is not easy for which statistical 

concepts must still be applied to the data during the data mining process 

(Carvalho 2007; Moss 2007).  It should be acknowledged, that data mining does 

not replace traditional statistical techniques.  Rather, it is an extension of 

statistical methods.      

There are four general data mining techniques: classification, clustering, 

numeric prediction, and association rules.  The main difference between the four 

techniques is the way each extracts the information (i.e., the algorithms and 

methods used) and the way the results (knowledge discovery/rules) are 

expressed (Nassar 2007).  Classification analysis is the most popular method.  It 

focuses on identifying the characteristics that indicate the group or class to which 

each record in the database belongs.  Clustering is probably the most complex 

method.  It is used to group items that seem to fall naturally together.  Numeric 

nila (2000) suggests that the difference between statistical and data mining 

approaches does not have to do with the volume of the data itself, but with the 

number of variables or attributes which often have a much profound impact on 

 applicable analysis method.  Therefore, the be

itional statistical analysis is the ability to deal more effectively with complex 

interactions among variables rather than from the ability to process massive 

volumes of instances (Carey e

allow

external data (e.g., regulations, geographic, and demog
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prediction is similar to the classification method except that the result is a 

numeric value instead of a category.  And, the association method consists of 

finding sets of items that occur simultaneously and frequently in a database.      

There was minimum effort (approximately five percent (5%)) involved in 

choosing the data mining technique to utilize.  The objectives of the research 

were listed early in the research and, thus, these required the association of 

itemsets from the working database.  In addition, the remarkable difference of the 

data mining techniques facilitated the selection.     

As the collection and archiving of data increases and computers get faster 

and cheaper, the interest of researchers and data analysts of discovering new 

patterns in the data increase as well.  While this research applies the association 

method to ITS generated data from an expressway in the SJMR in Puerto Rico, 

there are many more applications available within the civil engineering domain.   

Knowledge discovery in databases or KDD is considered to be the whole 

process of extraction of knowledge from data (Nassar 2007).  Carvalho (2007) 

presents the KDD methodology as a four-stage process consisting of: system 

analysis, pre-processing of information, data mining, and post-processing of 

information.  Fayyad et al. (1996) described the KDD process as having many 

stages.  During the research described in this document, the seven-step KDD 

process was used (refer to Figure 4.1).   

4.3.1 Association Method 

The association method was introduced by Agrawal et al. in 1993 and 

basically consists of finding sets of items that occur simultaneously and 
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frequently in a database.  This data mining technique basically makes repeated 

passes over the database to determine the commonly occurring itemsets.  The 

discovery of association rules has been mostly used for in consumer-oriented 

ind

 whether customer who buys 

item

 

con

hown in the bottom portion).  The first 

pass of the algorithm counts the item occurrences to determine the frequent 1-

item

ustries such as grocery stores, phone companies, credit card companies, and 

banking applications.  It is aimed at finding relationships between different 

attributes, often in large databases (Evans 2003).  Association rules can predict 

any attribute and can predict more than one attribute’s value at a time.  The most 

common example of association mining would be

 A is also likely to buy item B, or customer who buys items A and B is also 

likely to buy item C.  Another example, if a person opens a checking account, 

what is the probability that he/she will take out a loan?  The idea is to determine 

the presence of some set of items given the presence of other items in a 

transaction.  Each association rule extracted is usually provided with a

fidence level and a support value; the confidence level is the statistical value 

presenting the probability of a certain rule, and the support value is the number of 

cases/projects in which the rule is found in the database (Nassar 2007).   

The association mining application of the IBM Intelligent Miner for Data uses 

the Apriori algorithm to learn from the association rules found within the dataset.  

This algorithm is presented Figure 4.4.  The top portion of Figure 4.4 lists the 

notation used by the Apriori algorithm (s

sets.  The following pass, pass k, consists of two phases.  In the first phase, 

the frequent itemsets Lk-1 found in the (k-1)th pass are used to generate the 
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candidate itemsets Ck,  using the Apriori candidate generation procedure.  The 

second phase consists of scanning the database where the support of 

candidates in Ck is counted.  A hash-tree data structure (data structure 

containing a tree of summary information about a larger piece of data) is used in 

order to efficiently determine the candidates in Ck contained in a given 

transaction t (Agrawal and Schafer 1996). 

The candidate generation, as described by Agrawal and Shafer (1996), 

consists of taking Lk-1, described as the set of all frequent (k-1)-itemsets, then 

generating a superset of the set of all frequent k-itemsets.  The intuition behind 

the Apriori candidate generation procedure is that if an itemset X has minimum 

support, so do all subsets of X.  Assuming that the items in each itemset are in 

chronological order, the candidate generation takes two steps.  In the first step or 

the join step, Lk-1 and Lk-1 are joint: 

 insert into Ck 

 from Lk-1 p, Lk-1 q 

 

 select p.item1, p.item2, …, p.itemk-1, q.itemk-1     

 where p.item1 = q.item1, …, p.itemk-2 = q.itemk-2, p.itemk-1 < q.itemk-1; 

In the second step or the prune step, all the itemsets c € Ck are deleted in such a 

way that some (k-1)-subset of c is not in Lk-1.  For example, let L3 be {{1 2 3}, {1 2 

4}, {1 3 4}, {1 3 5}, {2 3 4}}.  After the join step, C4 will be {{1 2 3 4}, {1 3 4 5}}.  

The prune step will delete the itemset {1 3 4 5} because the itemset {1 4 5} is not 

in L3.  Then we will be left with {1 2 3 4} in C4. 
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rmits the application of the 

on ep s the 

the data is how much will drivers 

reduce the speed?  Likewise, if there is a work zone on the side of the road, what 

is the probability that the capacity of the highway be affected?  Questions of this 

nature are important to highway engineers to broaden the knowledge of driver 

Knowing the basic theory of association mining pe

c c t to ITS generated data.  If instead of transactions one consider

presence of events, such as the events that occur in a highway at certain time of 

the day given the presence of other events, one might be able to find the 

relationship between events.  For example, if it rains, what is the probability that 

drivers will reduce the speed? How often does rain affect traffic conditions? Other 

information that could be found after mining 

Figure .4 Aprio i Algorithm 

 := {frequent 1-itemsets}; 

while (Lk-1 <> 0) do 

 Ck := New candidates of size k generated from Lk-1; 

  Increment the count of all candidates in Ck that are contained in t; 

 k := k + 1; 
end 

k k
 

  4 r (Adapted from Agrawal and Shafer 1996) 

Set of candidate k-itemsets (potentially frequent itemsets) 

i

Di The dataset local to the processor Pi 

DR  P i
h the Processor Pi during the kth pass 

(there are k items in each candidate) 

L1
k := 2; // k represents the pass number 

begin 

 for all transactions t € D do 

 Lk := All candidates in Ck with minimum support; 

Answer := U L ; 

k-itemset An itemset having k items 

Lk Set of frequent k-itemsets (those with minimum support) 
Each member of this set has two fields: i) itemset and ii) support count 

Ck Each member of this set has two fields: i) itemset and ii) support count 
P  Processor with id i 

i The dataset local to the processor i after repartit oning 

Ci
k 

The candidate set maintained wit

 74 
 



behavior under specific external conditions, whether these are weather related or 

caused by human factor.  These are events that may affect traffic flow conditions 

affecting, as a consequence, the capacity. 

Association mining brings the unique ability to find the combinations of events 

that are not evident by simply scanning the data.  Furthermore, it offers a 

different means of studying ITS generated data.    

4.3.1.1 Sample Size 

Given that data mining is viewed as a tool that can perform undirected and 

semi-directed analysis, the full length and width of very large datasets can be 

analyzed at much lower costs.  Still, applying data mining to entire datasets of 

very large databases can involve high data management costs (in dollar and time 

required) for the agency or owner of the data.  Carey et al. (2003); Zaki et al. 

(1996); Toivonen (1996) suggest that data mining models based on a sample of 

available data may be appropriate in many instances.  Kotsiamtis and 

Kanellopouslos (2006) suggest that sampling the database may increase the 

efficiency of association rule algorithms.  Nonetheless, the relationship between 

sample size and model accuracy is an important issue for data mining.  A study 

conducted by Zaki et al. (1996), concluded that sampling does result in 

performance savings (computation time and reduced I/O costs) and good 

accuracy in practice.  The same study also concluded that very small samples 

may generate many false rules, and degrade the performance.  Oates and 

Jansen (1998) indicated that “increasing the amount of data used to build a 

model often results in linear increase in model size, even when that additional 
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complexity results in no significant increase in model accuracy.”  On a similar 

note, Musick et al. (1993) suggest that the “economically rational decision is to 

use only a subset of the available data.”   

An organization, such as a state agency, could find it equally costly to re-

analyze a model on the basis of a sample of 20,000 records once a month or to 

re-analyze the model based on all available data once a year.  In this case, the 

most effective strategy will be to model based on a sample if the event being 

modeled is relatively dynamic because the accuracy of the modeled sample will 

be representative of the model based on all available data.  However, the most 

remarkable constrain of modeling all available data is the amount of rules that 

would be extracted by the data mining tool.  The number of rules extracted is 

related to the number of itemsets within the model; thus, a model containing all 

available data would generate an enormous amount of insignificant rules.  Rules 

that could be large in size as well, making the interpretation of new information 

an extremely tedious task.   

Transportation generated data are generally dynamic datasets; thus different 

data types would require sampling models for convenience in achieving the 

objectives of the analysis with a cost effective approach.  For example, it would 

not be cost effective to apply association mining to learn about the hidden 

patterns of work zones’ data and include all available data from the agency in the 

model.  There are thousands of miles of highway in each state’s highway system 

from which a few hundred miles could have some type of work zone activities at 

the same time.  Zaki et al. (1996) examined the relationship between itemset size 
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and the number of large itemsets and found out that the accuracy of sample 

models increased, being closer to the model of all available data, as the 

minimum support percentage decreased.  The association mining tool from the 

IBM

ed prior to running the analysis.  Therefore, it would 

be 

 Intelligent Miner for Data allows the user to adjust the minimum support of 

every model being analyzed (refer to Figure C2.5 in Appendix C).  Thus, the user 

is able to control the accuracy of the sample model being analyzed.  A study 

conducted by Carey et al. (2003) concluded that accuracy increased at a modest 

rate when sampling models of 16,000 records or more, and accuracy increased 

at a decreasing rate when sampling models of 8,000 records or more.    

In addition to sampling, the selection of relevant data for the working dataset 

should be conducted.  For example when studying work zones, a type of data 

that should be excluded from the working dataset is data related to bridges, 

unless the work zone involves a particular bridge.  The mining tool could extract 

a huge amount of insignificant rules that would overwhelm the user if exclusions 

of this sort were not perform

wiser to perform sampling models and also conduct a good selection of data 

to build the data mining database when dealing with transportation generated 

data.                               

    

4.4  Building the Model  

According to the HCM there are three performance measures to characterize 

a freeway segment: density in terms of passenger cars equivalents per mile per 

lane, speed in terms of mean passenger car speed, and the ratio of volume to 
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capacity (HCM 2000).  These measures capture the performance of a freeway 

segment, but how are these related to the quality of a trip from a drivers’ point of 

view?  The common expression of drivers concerning the quality of a trip is from 

the perspective of safety or comfort and travel time.  These measures are the 

subject of this research.   

A list of primary factors influencing drivers’ sense of safety or comfort within 

the expressway include the following: 

1. Traffic volume; 

2. Average headway; 

3. Effect of vehicle speed; 

4. Effect of percentage of trucks; 

5. Effect of the presence of work zones 

9 On roadway, and 

9 Off roadway; 

6. Characteristics of freeway 

9 Lane width, 

9 Shoulder width (left and right shoulders), 

9 Number of lanes, 

9 Surface type (asphalt and/or concrete), 

nges, and 9 Separation of intercha

9 Measured pavement roughness, international roughness index (IRI); 

7. Weather conditions; 

8. Time of day;  
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9. Number of accidents; 

10. Speed of other vehicles; 

11. Presence and width of shoulders; 

12. Volume of traffic; 

13. Presence of work zones; 

These factors are the independent variables.      

e) built using the variables presented in Table 4.2.  

The  for the working database that was used in the 

mining tool.  The table includes the number of variables used, variable name, 

des purpose of the data 

mining data type.  Notice that every variable was converted 

into categorical type variable as a requirement of the association mining tool.  

The ing tool were used to select the appropriate 

variables to be studied in each of the models created.   

This step of the KDD process involved approximately five percent (5%) of the 

effort employed in the research.  The association mining applications of the IBM 

Intelligent Miner for Data provides user friendly windows that allow the creation of 

models fairly easy. 

    

 

14. Condition of pavement; and 

15. Number of accidents. 

The model(s) was (wer

se variables were selected

cription, position within the IBM data mining tool (for the 

 application), and the 

 query applications of the min
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  Ta position, and category of data as used in the mining tool 

 
Position  
(IBM–DM 

Application) 
Data Type 

ble 4.2 Variables, description, 

No. Variable Description

1 MONTH Month 1-3 Categorical 

2 TIME Time 7-10 Categorical 

3 OBS Observations 14-17 Categorical 

4 DIR Direction 21-22 Categorical 

5 SU Sunday Traffic 26-29 Categorical 

6 SUS Sunday Speed 33-34 Categorical 

7 SUD Sunday Density 38-40 Categorical 

8 SULOS Sunday LOS 44-44 Categorical 

9 W_SU Weather Sunday 48-50 Categorical 

10 M Monday Traffic 54-57 Categorical 

12 MD Monday Density 66-68 Categorical 

13 MLOS Monday LOS 72-72 Categorical 

15 T Tuesday Traffic 82-85 Categorical 

16 TS Tuesday Speed 89-90 Categorical 

19 W_T Weather Tuesday 104-106 Categorical 

20 W Wednesday Traffic 110-113 

11 MS Monday Speed 61-62 Categorical 

14 W_M Weather Monday 76-78 Categorical 

17 TD Tuesday Density 94-96 Categorical 

18 TLOS Tuesday LOS 100-100 Categorical 

Categorical 

21 WS Wednesday Speed 117-118 Categorical 

22 WD Wednesday Density 122-124 Categorical 

24 W_W Weather Wednesday 132-134 Categorical 

25 TH Thursday Traffic 138-141 Categorical 

27 THD 

23 WLOS Wednesday LOS 128-128 Categorical 

26 THS Thursday Speed 145-146 Categorical 

Thursday Density 150-152 Categorical 

28 THLOS Thursday LOS 156-156 Categorical 

29 W_TH Weather Thursday 160-162 Categorical 

30 F Friday Traffic 166-169 Categorical 

31 FS Friday Speed 173-174 Categorical 
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No. Variable Description 
A  

Data Type 
Position  
(IBM–DM 

)pplication
178-180 

33 FLOS Friday S 184-184 LO Categorical 

34 W_F Wea iday 188-190 ther Fr Categorical 

35 S Saturday  194-197 Traffic Categorical 

36 SS Saturday ed 201-202 Spe Categorical 

37 SD S  206-208 aturday Density Categorical 

38 SLOS Saturday LOS 212-212 Categorical 

39 W_S W  216-218 eather Saturday Categorical 

40 WZ Work Zones 222-227 Categorical 

41 ADY Accident Day 231-232 Categorical 

42 A  A  236-239 LO ccident Location Categorical 

43 ADU A  244-248 ccident Duration Categorical 

44 ATY Accident Type 252-256 Categorical 

 

Three o e vari ne, accident type, and weather) consisted of a 

list cate ies tha entioning le 4.3 presents the categories 

within each of these variables.  There were three types of work zones, twelve 

types of accidents, and two types of weather for the time period the data was 

obtained for.  Numerical weather values were transformed to categorical type 

dat y us the s: WE Y.  These t a were 

mainly included to study the associations of weather and accidents, and how 

the affe e traf eed.  G complexity ing the 

length of time that takes the pavement to dry, the values used to describe the 

we r  any  of water.

f th ables (work zo

 of gor t are worth m .  Tab

a b ing simplest categorie T or DR ypes of dat

se ct th fic flow and sp iven the of quantify

athe discard  accumulation             

32 FD Friday Density Categorical 
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       Table 4.3 Work zone, accident, and weather variables used in the study  

Work Zones Categories Description 

RHPAVE Rehabilitation of Pavement 

GSFIMP Geometric and Traffic Safety Improvement 

CNSBRR Construction of Noise Barrier 

111111 No Work Zone 

Acc t Cate cription iden gories Des

W_BRD With Bridge 

PHOLE t Hole  Po

BARRI Te oncrete Barrimporary C er 

2_VEH ehicles 2 V

3+VEH cles  3+ Vehi

DRUMS Drums 

H_&_R  & Run Hit

PKVEH Parked Vehicle 

FIXOB Fixed Object 

WTREE With Tree 

PEDST Pedestrian 

DEBRI Debris 

Weather Categories Description 

WET 0.01+ rainfall reported in SJU 

DRY Zero “0” rainfall reported in SJU 

Six (6) specific studies in which association mining was used to extract 

hidden patterns from the large database are presented in Chapter 5.0.   

11111 No Accident 

 

 82 
 



5.  EVALUATION OF THE MODEL(S) 

 

 

Six (6) s udies were conduct aset described 

in Chapter 4.0 to evaluate the use of data mining for the analysis of ITS 

generated data.  The first five (5) studies consisted of the application of 

association mining to analyze different variables while conducting a series of 

exclusions in the dataset, and the sixth study consists of the comparison 

between the traditional method (i.e., the analysis ata in terms of density 

versus time, flow rate versus time, and mean speed versus time) and the data 

mining approach for the analysis of ITS generated data.  Table 5.1 presents a 

summary of the different studies conducted. 

The evaluation of the models created throughout the research, which were far 

more than th in this document, consisted of the most extensive 

step of the research.  The time and effort involved in the evaluation of the sets of 

rules extracted for each model consiste percent (40%) 

of the effort employed in the entire res  

e mining tool in the early stages of the research can be overwhelming and its 

ana

from the 

data itself.  Thus, this would almost certainly be the most time and effort 

consuming step of the KDD process.     

pecific st ed using the working dat

 of traffic d

e ones presented 

d of approximately fourty 

earch.  The amount of rules extracted by

th

lysis can be time consuming.  However, the more models one create and the 

more sets of rules one evaluates, the more information one can extract 
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F  the purpose of the analyses conducted in or each study, when referred to as 

the relationship of “X” variable(s) versus “Y” variable, the “X” variable(s) is the 

variable used as the transaction field by the algorithms of the mining tool, thus it 

will not be shown on any of the rules.  “Y” variable, on the other hand, will always 

be shown on the association rules (for details, refer to the association mining 

preparation description in Appendix C).      

 

Table 5.1 Summary of studies 

Study 
Section Description of Study 

Relationship between accident type and average vehicle speed for Friday 
STUDY I Relationship between accident types and average vehicle speed for Friday 

during work zone activities 
Relationship between work zone activities and density data for Mondays 
southbound STUDY II Relationship between work zone activities and density data for Mondays 
northbound 
Relationship between duration of accidents and accident types 

Relationship between accident types during work zone activities and accident 
types during no work zone activities STUDY IV 

Relationship between accident types during no work zone activities with a tree 

northbound  - 5:45AM-9:30AM 

northbound  - 9:30AM-1:15PM 
Relationship between months versus LOS southbound and months versus LOS 
northbound  - 5:30PM-7:15PM 
Relationship between the worst LOS during work zone activities 

Relationship between LOS and weekdays 

Comparison of traditional and data mining approach for analyzing ITS 

 

  

STUDY III 
Relationship between accident types and accident day 

Relationship between accident types and accidents of 3 or more vehicle 

Relationship between months versus LOS southbound and months versus LOS 

Relationship between months versus LOS southbound and months versus LOS 

STUDY V 

Relationship between weather, work zone activities, and weekdays LOS 

STUDY VI generated data 
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5.1
Speeds 

ction.  Thus, the dataset was queried 

twice, once to exclude all records that did not contain some type of accident and 

in San Juan as the direction of travel, and once more 

to all records that contained ent and to exclude all 

records that did not have Caguas for the direction of travel.  Figure 5.1 illustrates 

the rules extra ed for 

th

 

 

 

 

 

  Study I – Association Mining to Analyze Average Vehicle 

 

Association mining was applied to analyze average vehicle speeds in this 

study.  In order to evaluate the methodology, several scenarios were examined.  

The first scenario examines the relationships between accident types and 

average vehicle speeds for Fridays by dire

all records that did not conta

include some type of accid

cted for the former, and Figure 5.2 illustrates the rules extract

e latter. 
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Figure 5.1 Association rules - accident type versus average vehicle speeds friday - 
northbound
 86 



The rules extracted by the mining tool are the classes (from the variable being 

analyzed) found to relate given the query conditions.  The rules consist of the 

body which is the IF- condition(s) and the head which is the THEN- condition.  

 

 

 

A general pattern was observed, the number and size of the rules was 

different for each direction of traffic given the same conditions.  The mining tool 

xtracted 41 rules for the northbound model and only 6 rules for the southbound 

model given the same conditions.  In addition, the rules extracted for the 

northbound model consisted of larger rules (i.e., more IF- statements in the body 

f the association rules) than those for the southbound model.  A particular 

attern was found from the rules extracted for the northbound direction (Figure 

.1): both 20 and 47 mph repeated the most and the same number of times.  

hese speeds are a representation of the upper and lower end range of average 

vehicle speeds found for Friday (refer to Tables B.1 and B.2).  Several average 

vehicle speeds repeated equally for the southbound model (Figure 5.2).  On the 

contrary, 50 percent of the speeds or the southbound model are in the 

lower end of the speed range for Friday (refer to Tables B.1 and B.2).  This could 

  

 

Figure 5.2 Association rules - accident type versus average vehicle speeds friday - 
southbound

e

o

p

5

T

 extracted f
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indicate that vehicles are traveling at slower speeds on the southbound direction 

during some type of accident.     

To determine if the size of the rules was a real pattern, models for other days 

of the week were developed for which similar patterns were detected.  Thus, the 

raw data was examined as well for some type of information that could indicate 

e relationship between the fewer and smaller rules for the southbound direction 

and the numerous and larger rules for the northbound direction.  The number of 

accidents in the southbound direction given the conditions indicated to the mining 

tool was only 65% of those for the  direction.  As a result, the mining 

tool found many more relationships for the northbound direction model(s) 

because more accidents were found as opposed to for the southbound direction 

th

 northbound

model(s) in which fewer accidents were found in the raw data. 

The second scenario consisted of the same conditions as the first scenario 

but excluded all accidents that did not occur during work zone activities.  Figure 

5.3 shows the rules extracted for the northbound given the conditions previously 

mentioned. 
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Figure 5.3 Association rules - accident type versus average vehicle speeds during work 
zone activity - northbound
ewer rules (30 rules) were extracted for the northbound model given the new 

conditions.  Also, the average vehicle speed with the highest support (or the 

average vehicle speed that repeated the most in the queried dataset) was likely 

to be 47 mph; in the first scenario, the average speed was divided between 20 

and 47 mph.  The rules for the southbound model also decreased in number; the 

mining tool extracted only 5 rules (Figure 5.4).  For these conditions, the slower 

vehicles were dropped out of the THEN- portion of the association rules 

extracted for the first scenario.   

 

F
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The application of data mining to analyze average vehicle speeds could be 

useful for transportation officials to obtain a general idea of the average vehicle 

peed(s) that would most likely to be found given the conditions established 

resented in the THEN- portion of the rules).  Furthermore, it could provide the 

irection with the most accidents in a particular segment of highway by 

xamining the number and the size of the rules extracted.  The latter could also 

be obtained easily by querying the database.        

 

5.2  Study II – Association Mining to Analyze Density 

ata mining was used in the analysis of density data.  Several conditions 

we

rules extracted for the northbound model.  Only 

Figure 5.4 Association rules - accident type versus average vehicle speeds during work 
zone activity - southbound

s

(p

d

e

 

D

re chosen to evaluate the information that could be obtained from the rules 

extracted by the mining tool.  The relationships between work zone activities and 

density data for Mondays were examined.  The dataset was queried to only 

include the records for which work zone activities and some type of accident had 

occurred.  In addition, the data was segregated by direction of travel.  Figure 5.5 

shows a portion of the association rules extracted by the mining tool given the 

previous conditions for the southbound direction.  1,018 rules were extracted for 

this model.  Figure 5.6 lists the 

 90 
 



12 rules were extracted for the same conditions.  From examining the raw 

ataset, it was learned that the number of accidents during work zone activities 

for the southbound direction was slightly higher than those for the northbound 

d  

e excluded dataset for the southbound direction than that for the northbound 

dire

d

irection.  However, many more different density categories were found within

th

ction.  Thus, there were more categories to relate to the rest of the dataset in 

the southbound direction model. 
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Figure 5.5 Association rules - work zones versus density monday - southbound 



 
 
 
 
 

 
 
 
 
 
 
 

 
uring work zone activities, it is more likely to breakdown.  Another distinctive 

pattern observed involved the density values in each set of rules extracted.  In 

the southbound model, there were larger density values in the THEN- portion of 

the rules than in the northbound model.     

his application could be useful for transportation officials to determine the 

segment of highway with the most changes in density given particular conditions, 

such as work zone activities.  Large changes in density values within a particular 

nt of highway indicate large fluctuations in the conditions of traffic.  When 

omparing the same segment of highway in different directions given the same 

onditions, one would be able to determine which direction of traffic is most likely 

 operate near capacity.     

 

Figure 5.6 Association rules - work zones versus density monday - northbound
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5.3  Study III – Association Mining to Analyze Accident Data 

In this study, the application of association mining to analyze accidents in a 

egment of PR-18 was explored.  The main purpose was to explore any 

lationship between relevant variables that might reveal hidden knowledge 

bout the accidents.  Given that accidents do not always occur at exactly the 

ame location, every accident within 1 mile ahead from where the traffic count 

ata was collected was used in this study.  Several queries were attempted to 

ecome familiar with the application and also to learn as much from the data as 

possible.  Figure 5.7 lists the association rules developed for the relationships 

between the duration of accidents and the accident types (refer to Table 4.3 for 

all 

VEH]) is found more times than any 

oth

 

 

s

re

a

s

d

b

the accident types in the working database).  The color code identifies the 

support or number of cases/times in which the rule is found in the database.  In 

this example, the rule IF temporary concrete barrier is found, THEN accident 

types between 2 vehicles ([BARRI]==>[2_

er rule, thus it is shown in a different color.  The rest of the rules were found 

the same amount of times within the database and therefore are shown in the 

same color.  Given that the confidence indicates the statistical value presenting 

the probability of a certain rule, notice that every rule has a 100% confidence 

value.   
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The actual accidents that occurred during weekdays on the 1-mile stretch of 

highway in the northbound direction are presented in Table 5.2.  The information 

of Table 5.2 was obtained by manipulating the raw data in an Excel spreadsheet.  

The association tool was able to relate six of the nine accident types with the 

accident duration.       

 

 

 

 

 

Figure 5.7 Association rules - accident duration vs accident type 
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         Table 5.2 Accidents northbound 

ACCIDENT TYPE ACCIDENT DAY NO. OF ACCIDENTS 

FIXOB* M 1 

BARRI* M, W, W, F 4 

3+VEH* M, M, W 3 

2_VEH* T, TH, F, F, F, F 6 

H_&_R M 1 

W_BRD* F 1 

PHOLE T 1 

DRUMS* TH, TH 2 

PKVEH TH 1 
          * Accidents used by mining tool 

 

Acciden 2 vehicles) 

occurred the most often, according to the data in Table 5.2.  The mining tool was 

able to pick that information from the data, as it presented the rule 

[BA

rted by 33.33% of the times).  The confidence being the 

statistical value presenting the probability of that rule and the support is the 

number of times in which the rule was found.     

he day of the week in which the accidents occurred was also obtained from 

the mining tool.  This study was performed by changing the input fields; now the 

accident types were related to the accident day.  Figure 5.8 shows the support of 

t types BARRI (temporary concrete barrier) and 2_VEH (

RRI]==>[2_VEH] with the highest support percentage.  In the example shown 

in Figure 5.7, both the IF- and THEN- side of the rules were accident types.  The 

most significant rule that was found states that where accidents with temporary 

barriers are occurring, so do accidents between 2 vehicles (with a 100% 

confidence and suppo

T
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each day of the week in which the accidents occurred.  The highest number of 

accidents appear to have occurred on both Monday (M) and Friday (F).  This 

information ca  i th steps were 

required to obtain the same information.     

 

  

 

 

econd to most; and Pattern 3 

ind

n also be found n Table 5.1, al ough a few more 

Figure 5.8 Support of days in which accidents occurred  

 

It is interesting that most of the accidents occurred both on the busiest 

(Friday) and the slowest (Monday) day of the week.  Thus, the mining tool 

allowed the identification of the weekday in which more or fewer accidents are 

likely to occur.       

The goal is not just to find rules that are similar to one another, but also to 

extract a number of similar rules that would resemble a trend.  For example, 

there are three patterns in the association rules presented in Figure 5.7.  The 

rules have been sorted for easier reading in Figure 5.9.  Pattern 1 indicates that 

accidents between 2 vehicles occurred the most; Pattern 2 indicates that 

accidents with temporary barriers occurred s

icates that accidents between 3 or more vehicles occurred third to most if we 

queried the database in the 1-mile segment of highway that was analyzed.  
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However, the rules indicate that similar events occurred that led to that head 

accident in the rule to occur.  For example, from pattern 3 in Figure 5.9 it is 

observed that the mining tool extracted accident type [FIXOB] (or fixed object) on 

every rule.  The number of times that accidents with a fixed object occurred is not 

levant, but the events that led to that type of accident.  Thus, the mining tool 

extracted a relationship between the events that led to accidents with fixed 

objects with those that led to accidents between 3 or more vehicles (depicted as 

[3+VEH]).             

 

 

re

 

 

 

 

 

Head of Rule Body of Rule

 

 

 

 

 

 

Figure 5.9 Patterns within the association rules 

Pattern 3 

Pattern 1 

Pattern 2 
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This type of analysis also allowed for the determination of accident types that 

are most common as a group, for example accidents with temporary barriers, 

between 2 vehicles, and between 3 or more vehicles.  These results could allow 

transportation researchers to examine particular cases, such as the ones 

mentioned, that could lead to further investigations.  The approach presented 

provides an additional tool for transportation officials to use in the analysis of 

data for their region, given that similar concerns are common in different 

cities/metropolitan regions.  Some of the questions that were answered using this 

pproach were: 

 What type of accident is occurring more often? 

 In what day of the week are these accidents occurring? 

 What group of accidents is occurring more often?  

Other questions that could be answered with data mining or database query are: 

 What are the average vehicle speeds for the most common accident 

types? 

 In what segment of road are more accidents occurring? 

On the other hand, some questions could be raised from this analysis.  These 

are:  

 Why are more accidents occurring on certain days of the week? 

 Why are certain accident types related to certain average vehicle speeds? 

 Which accident types could be managed in a more than reasonable time 

frame? 

a

9

9

9

9

9

9

9

9

 99 
 



9 Are there new/old traffic control measures that could be used to assess 

certain accident types?  

9 What events lead to a particular accident type? 

More utilization and experimentation with the archived data will improve the 

performance of the agency or TMC for which the research is being conducted.  

Researchers will become more familiar with the data and the new information will 

lead to further investigations.   

 

5.4  Study IV – Association Mining to Analyze Work Zones Data 
 

Association mining was applied to analyze work zones data in this study.  

Two principal parameters were established prior to the analysis; only records that 

contained weekday data and records that contained work zones were used.  This 

was done to avoid having the mining tool generate any relationships with the type 

of work zone depicted as [111111] (“no work zone”) or work zones during 

weekends.  From the 176 rules extracted by the mining tool, certain patterns 

were identified.  Figure 5.10 lists the 30 rules that relate different accidents with 

accident type 3 or more vehicles.       
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F

e rules extracted is the manifestation of 

accidents with a parked vehicle (depicted as [PKVEH]).  Considering that a query 

was conducted prior to the analysis to only include those records for which a 

work zone was found, the fact that this particular accident was related to others is 

interesting.  It could imply that the parked vehicle was (were) one of the 

construction vehicles.  The events that led to this type of accident led to 53.33% 

igure 5.10 Relationship of accidents during work zones with accidents between 3+ vehicles 

           

A pattern that stands out from th
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(i.e., 16 rules in which [PKVEH] appear / 30 rules in which [3+VEH] is the head) 

of the accidents that led to accidents between 3 or more vehicles.    

Figure 5.11 shows the longest rules extracted; these contain five (5) rules in 

the IF- side of the equation.  The interesting fact about these rules is that 

accident type between 2 vehicles (depicted as [2_VEH]) was not extracted in any 

of them, although it was found in the item set.  Every other accident type was 

extracted, indicating that there were similar trends in the events that led to each.  

The first rule in Figure 5.11 would read as follows: 

IF work zone AND weekday AND accident with a parked vehicle AND 

accident with a drum AND accident with temporary concrete barrier AND 

accident with pothole, THEN accident between 3 or more vehicles (with a 

100% confidence and 25% support). 

The previous rule indicates that the events that led to accidents with parked 

vehicles, drums, bridge, temporary concrete barrier, and pothole were the events 

that led to accidents between 3 or more vehicles.   

          

 

The mining tool was also able to extract, from the working database and 

considering the initial queries, the accident types that occurred more often during 

Figure 5.11 Relationships of five accidents  
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a work zone activity.  Figure 5.12 lists the support of accidents between 3 or 

more vehicles ([3+VEH]) and accidents with a temporary concrete barrier 

([B

re often by moving vehicles. 

 

The type of information presented in Figure 5.12 could also be obtained from 

conducting a query in the spreadsheet containing the working database.  

However, the relationship between either of these accident types ([3+VEH] or 

[BARRI]) with other accident types that have occurred on the segment of 

highway with work zone activity could not be obtained by querying the data in a 

spreadsheet.  The patterns extracted among the different accident types would 

help transportation officials conduct further investigations that could lead to 

decreasing the accide

ARRI]) as the mining tool presented.  From every accident type that was 

extracted by the mining tool, accidents involving 3 or more vehicles and 

temporary concrete barriers occurred the most and the same number of times.  

Given that [BARRI] or temporary concrete barrier is a temporary traffic control 

device regularly used in work zones, it would be interesting for transportation 

officials to learn which device is being impacted mo

 

 

 

Figure 5.12 Support of accidents that occurred during a work zone 

nt rate on work zones. 
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The approach allowed answering a series of questions, such as: 

9 What accident types are occurring the most during work zone activities on 

weekdays? 

9 What particular vehicle accident types could be prevented, on the 

operational portion of the highway, if better safety measures are taken on 

the work zones? 

9 What temporary traffic control device is being impacted most often by 

vehicles, on the operational portion of the highway, during work zone 

activities? 

till, the mining tool could also be used to compare the accidents during work 

zone activities with accidents during no work zone activity.  Figure 5.13 shows 

such a comparison.  Six (6) accident types were extracted in each analysis, only 

two (2) were common on both scenarios: 3 or more vehicles ([3+VEH]) and with 

temporary concrete barrier ([BARRI]).  The fact that accident type [BARRI] or 

could indicate that such traffic control device was not removed after the 

construction work was completed.  To transportation officials, this simple analysis 

the simple removal of a temporary concrete barrier that is no longer in use would 

highway that was analyzed.     

 

S

temporary concrete barrier was extracted in the no work zone activities scenario, 

could provide enough information for decision-making purposes. Furthermore, 

improve the accident rate and the operational conditions in the segment of 
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Further information on accidents with a tree (depicted as [WTREE]) should be 

con

Work Zone Activities NO Work Zone Activities 

 

Figure 5.13 Accident types during work zone and no work zone activity 

ducted to discard that the tree(s) that these drivers are impacting has(have) 

the clearance from the side of the road required by the latest ASSHTO 

regulations.  Figure 5.14 lists the rules extracted for these relationships.  It 

appears as though there is a pattern between the events that led to accidents 

with a fixed object, (depicted as [FIXOB]), and the events that led to accidents 

with a tree.  Given that the data is from the same site, it would be easy to 

conduct field investigations that could lead to the reduction of these two types of 

accidents.       
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These examples could be translated into a larger scale project, for a typical 

transportation agency, in which work zone and accident data from different site 

locations could be analyzed by means of data mining to make a priority list of the 

accidents that would be managed first depending on the locations with the worst 

accident rates.   

 

 

 

 

Figure 5.14 Relationship of accidents during no work zone activity with a tree 
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5.5  Study V – Association Mining to Analyze Weekday LOS 

 In this study, association mining was used to analyze the LOS on weekdays.  

iven that the LOS’ constantly vary depending on the average vehicle speeds 

nd the flow rates, different scenarios were examined to evaluate the information 

that could be obtained from mining the data.  The analyses considered the 

relationships between LOS and months because it is known that traffic patterns 

are seasonal.   

The first scenario evaluated the relationship between months and LOS on 

ifferent time periods in each direction of travel (north- and southbound).  The 

ata was queried to only include the records that were consistent to the particular 

irection (north- or southbound) and the records that were within a particular time 

period (for example, 5:45AM to 9:30AM).  Figure 5.15 lists a portion of the rules 

extracted for the first time period.   

G

a

d

d

d

Southbound Northbound 

Figure 5.15 Rules comparison south- and northbound 5:45AM - 9:30AM 
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For example purposes, these rules were sorted to start with the highest 

con

person not familiar with this highway could actually tell that the 

nor

riod, a person not familiar with this highway 

would not be able to tell the direction of the most flow rates from observing the 

rules extracted.  The patterns imply the beginning of the shift in the peak period 

(from northbound AM to southbound PM).   

 

 

 

 

 

 

 

fidence and support percentages.  Each LOS (i.e., A, B, C, E, and F) 

extracted was present in the IF- and THEN- statement indicating that the 

presence of either LOS will lead to the presence of the other, thus this was not a 

pattern.  A particular pattern was observed; the southbound direction rules only 

have one IF- statement, while the northbound direction rules have multiple IF- 

statements.  A 

thbound direction has the highest flow rates during this time period.  The rules 

extracted for the northbound contain more IF- statements because there are 

more flow rates during this time period in this direction and many more 

relationships are extracted.   

Figure 5.16 shows the rules extracted for the time period between 9:30AM 

and 1:15PM.  During this time pe
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In Figure 5.17 the shift in peak periods is observed.  The rules extracted for 

the time period between 5:30PM and 7:15PM indicate that traffic is mostly 

moving southbound on this highway.  This is represented by the larger body of 

rules for the southbound as opposed to 

Figure 5.16 Rules comparison south- and northbound 9:30AM - 1:15PM 

Southbound Northbound 

the smaller body of rules for the 

northbound.      
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Southbound Northbound 

 

The patterns extracted allowed the most flow rates to be matched to the 

direction of travel on PR-18 on early and late hours of the day.  In addition, from 

the rules extracted for midday hours, the shift in peak period was observed.  

Thus, the use of association mining to evaluate the LOS per time period on both 

direction of travel was achieved.  

The use of association mining could also answer questions, such as: 

What relationships can be identified from the worst LOS of each weekday 

during work zone activities? 

9 What day of the week presents the largest change in LOS? 

9 What are the most common LOS per day of the week? 

9 What LOS are observed the most during work zone activities? 

The following scenarios describe the application of association mining to answer 

these questions. 

Figure 5.17 Rules comparison south- and northbound 5:30PM - 7:15PM 

9 
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Figure 5.18 lists the rules extracted for the worst LOS during work zone 

activities.  The most obvious pattern extracted was Tuesday presenting the worst 

LOS during work zone activities in the THEN- portion of the rules (with LOS F).  

For every other day of the week, the worst LOS in the THEN- portion of the rules 

was LOS E.  The mining tool extracted the relationship of events that had similar 

characteristics as that of LOS F for Tuesday and did not find those relationships 

within the dataset for any other day of the week.  Thus, this pattern stands out 

from the rest.     

 

  

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 5.18 Worst level of service during work zone activities tuesday 

 

 111 
 



The application of association mining can also be used to learn about the 

relationships of LOS and weekdays without considering whether there were work 

zone activities or accidents in the segment of highway being analyzed.  The most 

important benefit data mining offers is the use of large amounts of data, the more 

data the better.  Data mining application will discover more patterns from each 

analysis as the dataset increases.  Thus, in the next scenario the relationships 

between months and LOS were examined.  Figure 5.19 shows the LOS, as head 

rules, which were extracted from this analysis.  Head rules are the THEN- portion 

of the equations. 

 

 pattern was observed from the LOS, as head rules, for Tuesday and 

Wednesday and another for Monday, Thursday, and Friday.  The mining tool did 

not extract LOS E as a head rule for Tuesday or Wednesday, and it did not 

xtract LOS D as a head rule for Monday, Thursday, and Friday.  This does not 

dicate that these LOS were not found in the dataset in each of these days, but 

ther that there were no events extracted by the mining tool indicating LOS E 

and D as  able to 

xt ct the relationship of events that would indicate LOS E in the analysis of 

Tuesday or Wednesday, even though 55 records indicating LOS E for Tuesday 

Monday Tuesday Wednesday Thursday Friday

Figure 5.19 LOS as head rules 

A

e

in

ra

previously mentioned.  In other words, the mining tool was not

e ra
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were found from querying the raw data in a spreadsheet.  This type of 

ns.   

Association mining was used to study the relationship of work zone activities 

and ring rain er.   show st com rules 

extracted for each weekday model.  Rule sets (a) through (e), on Figure 5.20, 

show the rules extracted during the peak hours and rule sets (f) through (j) show 

the ones extracted during t erns found were identified 

to provide simplicity to the description.  It was found that during rainy weather 

Mondays and Fridays provided better operational conditions (LOS B) for drivers 

than Tuesdays, Wednesdays, and Thursdays (LOS F) during peak hours.  The 

events occurring during work zone activities on rainy weather created the worst 

operational conditions for drivers on Tuesdays, Wednesdays, and Thursdays 

from 6:00AM to 6:00PM.   

information would be useful for transportation officials to have a rough idea of the 

overall operational conditions of a particular segment of highway.  This was not 

the case with this working dataset, but other datasets could indicate that the 

events in a particular segment of highway do not indicate LOS A.  Such a pattern 

would indicate that there are very few instances during the 24-hour day period in 

which there are low flow rates and, thus, it would be difficult for the mining tool to 

discover those little events.  In that case, transportation officials could conduct 

further investigatio

LOS du y weath Figure 5.20 s the mo mon 

he off peak hours.  The patt

During the off peak hours, the events occurring during work zone activities in 

rainy weather created the worst operational conditions for drivers on Tuesdays 

and Fridays (LOS D and LOS E, respectively).  The events occurring during rainy 
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weather did not affect the conditions of traffic on Mondays, Wednesdays, and 

Thursdays (LOS B) during off peak hours.                             

(b) Tuesday 

Peak Hours (6:00AM-6:00PM)

(g) Tuesday

Off Peak Hours (6:00PM-6:00AM)

(b) Tuesday 

Peak Hours (6:00AM-6:00PM)

(g) Tuesday

Off Peak Hours (6:00PM-6:00AM)

(b) Tuesday 

Peak Hours (6:00AM-6:00PM)

(b) Tuesday 

Peak Hours (6:00AM-6:00PM)

(g) Tuesday

Off Peak Hours (6:00PM-6:00AM)

(g) Tuesday

Off Peak Hours (6:00PM-6:00AM)

 

Transportation officials could benefit from this type of information because it 

would allow them to study the operational conditions of traffic in a macroscopic 

approach.  Thus, considering all the events (variables from multiple levels of 

information) in the working

) Wednesday 

(d) Thursday 

(e) Friday 

(i) Thursday

(j) Friday

(h) Wednesday) Wednesday 

(d) Thursday 

(e) Friday 

(i) Thursday

(j) Friday

(h) Wednesday) Wednesday 

(d) Thursday 

(e) Friday 

) Wednesday 

(d) Thursday 

(e) Friday 

(i) Thursday

(j) Friday

(h) Wednesday

(i) Thursday

(j) Friday

(h) Wednesday

Figure 5.20 Relationship between work zone activities and LOS during rainy weather 

(a) Monday 

(c

(f) Monday(a) Monday 

(c

(f) Monday(a) Monday 

(c

(a) Monday 

(c

(f) Monday(f) Monday

 database during rainy weather and during work zone 

activities.  Furthermore, transportation officials could use the same approach on 

several locations of the same highway system with the goal of improving the 
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conditions of traffic during these particular activities while improving the decision-

mining, to analyze ITS generated data, the information

making process.      

 
 
5.6  Study VI – Comparison of Traditional and Data Mining 

Approach for Analyzing ITS Generated Data 
    

Whether one is to use conventional methods or data mining applications to 

analyze ITS generated data, there are no differences in the challenges one could 

confront when trying to create a working database from different sources.  

However, once the working database is fully developed and cleaned, the 

advantages of using either method (conventional or data mining) depend 

primarily on the objectives of the project.  The major benefit learned from 

applying data mining to ITS generated data was that it allowed the analysis of 

multiple variables, and, if done correctly, the analysis is completed in a matter of 

minutes. 

n 

 obtained from the 

traditional methods was compared to the information obtained from the mining 

tool.  The data for Monday were used throughout this Section in order to 

compare the same data on both methodologies.  Figure 5.21 shows the statistical 

results extracted by the mining tool for the relationships between months and 

LOS during a 24-hour period.  Notice that the number of visible rules extracted 

for the northbound model was 83% of those extracted for the southbound model.  

From examining the raw data it was found that the northbound direction 

In order to evaluate the benefits of using data mining, especially associatio
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consisted of slightly more records within the majority of the categories of LOS 

(categories being A, B, C, D, E, F).  However, the category/LOS with the fewest 

cords (LOS D with 57 records) was not extracted in any of the rules for the 

 rul ng too few records, 

suc

 

 

 

 

 

 

re

northbound model.  Figure 5.22 shows the LOS extracted in the THEN- portion of 

es.  The mining tool does not reject a category for havithe

h as category LOS D in the northbound direction; it extracts the patterns 

within the data searching for events that are similar to each other that explain 

other events.  Thus, a category could have even fewer records, such as LOS C 

in the southbound direction that consisted of 33 records, and still be extracted 

because other events had similar characteristics to LOS C (refer to Figure 5.22).   

Northbound Southbound 

 

Figure 5.21 Mining tool statistics from analyzing levels of service - 24-hour 

Northbound Southbound 

Figure 5.22 Single itemsets per model (north- and southbound) 
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It would be an arduous task to try to track the entire algorithm that the mining 

tool used in relating the records within this dataset.  Still, some of the information 

was described to explain the discovery process used by the tool.  The basic 

information provided in Figure 5.22 indicates that it was not likely that any 

event(s) could cause LOS D in the 24-hour period in the northbound direction on 

Mondays.  However, in the southbound direction there were events that indicated 

the presence of every LOS at some point of the 24-hour period.  This type of 

information could be useful to provide transportation officials with a general idea 

of the expected conditions of traffic on a particular highway on any day of the 

week.     

Figures 5.23 and 5.24 illustrate the density, flow rates, and speed versus time 

graphs for the north- and southbound direction, respectively.  The information 

obtained from these traditional graphs provides the conditions of traffic in terms 

of density, flow rates, and average speed of vehicles per hour of the day.  For 

example, the density could be examined according to the limits established by 

HCM (2000) to determine a LOS (refer to Table 2.5).  From the graph of the 

relationship of flow rates and time, the morning and afternoon peak periods of the 

traffic would be known.  This type of information cannot be obtained by the 

application of data mining as it does not provide definite answers but a set of 

association rules that can be interpreted to find patterns that would lead to new 

information from the dataset.   
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Figure 5.23 Monday northbound density, flow, and speed graphs 
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Figure 5.24 Monday southbound density, flow, and speed graphs 
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Figure 5.25 illustrates the combination of the methodologies.  The upper 

portion of the figure presents the density-time relationship and the lower portion 

presents a sample of the rules extracted for the time periods indicated.  The 

pattern observed from the rules extracted indicates that the body of the rules is, 

in a way, related to the performance condition of the highway.  For example, 

during the morning peak period where more vehicles were traveling northbound 
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Figure 5.25 Combination of methodologies – northbound direction 
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more rules were extracted as opposed to the period in the afternoon (past the 

peak period as indicated in Figure 5.25) in which fewer rules were extracted.  

There were 186 and 151 rules extracted for the morning and afternoon periods, 

respectively.   

    

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Figure 5.26 Combination of methodologies - southbound direction 
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Figure 5.26 illustrates the combination of methodologies for the southbound 

direction.  Again, a portion of the rules extracted for each time period was shown 

to demonstrate the patterns.  There were smaller rules for the time period in 

which fewer vehicles were traveling southbound and larger rules for the time 

period in which more vehicles were traveling southbound.   

his approach provides transportation officials with a different tool to examine 

the ITS generated data.  The mining tool would extract the most recurrent LOS 

due to specific events, providing a general idea of the expected conditions of 

traffic for that particular time period.  Association mining could not replace the 

traditional methods for analyzing ITS generated data, rather it allows the user to 

learn some of the hidden patterns that the data holds.  In the same way, it 

benefits the data analysis process as more information is being learned from the 

data itself.          

 

T
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6.  

veral specific studies 

we

 of different formats, from which approximately 90% were 

received as hard copies.  Most of the data did not include metadata, thus in order 

to have a complete understanding of each dataset a number of personal- and 

phone-meetings were held with personnel from the PRHTA to discuss the 

meanings, data ranges, special characteristics, local rules of thumb, equipment 

used for the collection of data, etc. of each dataset provided.  Some datasets 

required more effort to obtain than others.  The work zones dataset, for example, 

had to be written down by hand during several visits to the agency due to the 

oversize books in which these are stored.  The size of these books made its 

reproduction impossible.  Nonetheless, even though the study was limited to 1-

mile stretch of highway (i.e., data that was available), the process of preparing 

CONCLUSIONS AND RECOMMENDATIONS 
 

 

The application of association mining to gain information from the archived 

ITS generated data was presented in this document.  Se

re conducted to test the applicability of data mining, especially association 

mining, as an analysis method.  A working database was constructed from 

various datasets received from the PRHTA and the NCDC.  The case study was 

first chosen based on the high population density of the major metropolitan areas 

within each state and US territory of the US to narrow the possible state agencies 

that would be targeted.  The chosen case study was based upon data availability.   

The combined data received from the PRHTA and the NCDC consisted of 

133,000 records
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each dataset and creating the robust working database was a crucial part of the 

research.         

his research has shown that data mining can provide information on a 

dat

oth

T

aset or database that would not likely be found through the use of general 

statistical analysis only and potentially provide a source of valuable information 

that could not have been detected otherwise.  For example, the identification of 

“red flags” during work zone operations; the similar patterns in LOS between 

Tuesdays and Wednesdays and similar patterns in LOS between Mondays, 

Thursdays, and Fridays; and the analysis of LOS over time.  Furthermore, the 

results imply that the rules derived from the original dataset could be applied to 

support decision-making.  The method can extract information faster than any 

er analysis method and can reveal the relation of variables that are not 

evident to the naked eye.  The major benefit learned from applying data mining to 

ITS generated data was that it allowed the analysis of multiple variables, and, if 

done right, the analysis is completed in a matter of minutes.  The use of the KDD 

process facilitated the replication of previous steps; it was used as a guide 

throughout the research. 

The quality of traffic flow was measured through the specific analyses 

conducted.  However, the method gave better results when variables with fewer 

categories (such as accidents, work zones, and LOS) were used.  Another 

general observation was that more information was obtained in the form of rules 

extracted when fewer initial conditions were used.        
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Other general lessons learned include: 

9 In order to have a well-balanced schedule for the research, in which most 

a.   

from the operating costs 

involved, they do not know what to do with the data other than storing it.  

of the efforts are allocated in the evaluation of the models, the data should 

have an ASCII-text format for the user to use an ODBC to transform the 

data into the IBM Intelligent Miner for Data. 

9 The use of hard copied data should be avoided because it hinders the 

benefits of using data mining and the KDD process as an analysis 

method.   

9 The use of smaller minimum support percentages allowed the mining tool 

to extract more significant rules.  On the contrary, the use of higher 

minimum support percentages caused the mining tool to extract large 

amounts of insignificant rules. 

9 A single case study can contribute to local and national knowledge.  In an 

ideal world, every state or local agency would have complete sets of 

historical data for each highway within their highway network.  However, 

the high costs for data collection and management prevent agencies from 

collecting more dat

9 The initial applications of the data mining tool can yield the needs of 

additional data (many time the data is not available but can be obtained). 

9 Greater use of the data collected will improve the quality of highway 

performance.  Some state agencies are reluctant to collect data about vital 

highways within their network because, aside 
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However, during the data mining process it is learned quickly what other 

 data given that machines 

ally have in their databases. 

s.            

9 

information.  The working database used in a data 

types of data are needed and in what format the data should be collected 

and stored.  The value of “good” data is learned as soon as the amount of 

missing data surpasses the amount of complete or clean data.  There will 

always be missing data and erroneous

malfunction occasionally and/or people misread numbers or values, but 

the local and state agencies use data, the more complete sets of data they 

will eventu

9 Spreadsheets can be used easily for manipulating the data and 

performing quality control checks on the data.  However, data should be 

stored in ASCII-text files for the more advanced analyses to be performed, 

such as data mining application

9 One of the benefits of using data mining is the extraction of patterns from 

the data.  These patterns can be displayed and understood by the 

average person.   

Data mining and the KDD process allow the inter-relationship of variables 

from multiple levels of 

mining analysis could contain data from various databases as long as it is 

maintained as a relational database.  

9 If the working database consisted of numerical data only, one could 

attempt to use traditional statistical analysis and compare the findings to 

those from the application of data mining.  The drawbacks from using 

traditional statistical analysis would be that the user would have to know 

 126 
 



exactly what fields and from what datasets these fields should be used in 

the analysis.  The data mining algorithms, on the other hand, examine 

every record in every field within the working database searching for 

patterns and extract as many patterns as it can find.  Thus, a greater effort 

would be needed if traditional statistical analysis were to be used for the 

same objectives.      

Data mining allows one to work with the data in its rawest form and 

present it in its most fancy form.  In fa

9 

ct, it is during the mining process 

the data mining user.  The more 

For this case, the association mining was able to extract hundreds of rules 

tha

inform

include

9 

itself when information is gathered and the new knowledge is reached 

when the process is completed.  The multiple information including 

statistics, mining tools, and patterns found in tables of data and graphical 

views provide a great deal of benefit for 

information that is obtained about a certain highway the greater 

understanding one has about the operational performance of that facility.     

t led to new information about the dataset used in this research.  Some of the 

ation that was learned through the application of association mining 

d: 

During work zone activities, the motorists traveling southbound were most 

likely to experience worse conditions in traffic than the motorists traveling 

northbound given the same conditions.  This information was interpreted 

from the number and size of the rules extracted for the analyses of density 

data for the south- and northbound directions.        

 127 
 



9 

9 able to provide the most common types of accidents 

9 

9 

icle accidents in the raw data was not a crucial factor for the data 

formation.  Traditional 

The mining tool was able to identify the most common types of accidents 

in the northbound direction of the 1-mile segment of highway examined.  It 

was learned that accidents with temporary concrete barriers and accidents 

between 2 vehicles were the most common.  The raw data was queried to 

validated the information learned. 

The mining tool was 

in the northbound direction during work zone activities; these were 

accidents between 3 or more vehicles and accidents with temporary 

concrete barriers.   

The day(s) of the week on which more accidents occurred was also 

obtained through the association rules.  The weekdays with the most 

accidents were Monday and Friday; this information was validated with the 

raw data using a spreadsheet.  

The application was found useful for the identification of “red flags.”  For 

example, accidents with parked vehicles appear to be related to other 

types of accidents (e.g., drums, temporary concrete barrier, 3 or more 

vehicles, and pothole) during work zone activities.  The number of parked 

veh

mining application as its goal is to extract patterns within the events that 

led to this type of accident.  However, if traditional statistical analysis were 

to be used, this type of data (categorical data, such as accident types) 

would have to be numerically coded, and it would require lots of accidents 

in order for the analysis to provide valuable in
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statistical analysis does not conduct the intra-relationship of variables that 

the data mining application performs.      

The application was also useful in the analysis of LOS.  The hundreds of 

rules developed for the LOS of each weekday pointed to a particular 

pattern.  A portion of the rules deve

9 

loped for the Tuesday model contained 

btain through the application of traditional statistical 

9 

LOS F in the THEN- portion of the rules.  Such information indicates that 

Tuesday was the weekday with the worst LOS for the 1-mile of highway 

that was examined.  This type of information would have been difficult, if 

not impossible, to o

methods.  The application of traditional statistical analysis would have 

provided the number of times in which LOS F appeared on each weekday 

model, but not the patterns relating the LOS to the rest of the variables in 

the dataset.      

9 After analyzing the LOS for each weekday (Monday, Tuesday, 

Wednesday, Thursday, and Friday) it was learned that Tuesdays and 

Wednesdays presented similar patterns and Monday, Thursday, and 

Friday presented similar patterns.  The relationship of LOS to other 

variables in the dataset would have been extremely difficult to identify 

through the application of statistical analysis alone. 

The application allowed the analysis of associations between work zone 

activities and LOS during rainy weather.  It was learned that during peak 

hours (6:00AM-6:00PM) Mondays and Fridays presented the best 

operational conditions for drivers, while the rest of the weekdays 
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presented the worst conditions.  During off peak hours (6:00PM-6:00AM), 

Tuesdays and Fridays presented the worst operational conditions.  This 

9 

ds for analyzing ITS generated data (refer to Section 5.6).  

during

vehicle

the ap

learne

highwa ble message boards, 

add

decisio

could 

type of analysis, in which categorical data is being analyzed in 

combination to numerical data, is best performed using data mining 

algorithms.  These algorithms relate variables from different levels of 

information that would be extremely difficult to perform with statistical 

analysis alone.      

The use of the application allowed the analysis of LOS over time.  The 

information obtained from these analyses allowed the identification of the 

shift in the peak period.  In addition, the direction of traffic was identified 

from the association rules extracted for the analyses of early morning and 

late afternoon.  This type of information was seen to complement the 

traditional metho

Given that the application of association mining was able to identify red flags 

 work zone activities, temporary control devices being impacted by 

s, most common accidents, and the day of the week with the worst LOS, 

proach can be used to improve safety on work zones.  The information 

d could be used by the agency to improve safety on the segment of 

y that was analyzed through the use of varia

itional warning/regulatory signs, and maintenance and management 

ns.  New regulations could also arise from the information learned that 

be implemented for work zone operations.  Thus, the agency could 
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improv

constru

The

manag

warnin

expect

The information obtained through the application of data mining can assist 

traf

has be

such a

visuali

specifi

proces

we

extracted for meaningfulness, repeating any intermediate step, discussing 

e work zone operations for the benefit of the safety of drivers and the 

ction workers.  

 approach could also be used by the agency to improve the efficiency of 

ing accidents during work zone operations and providing the necessary 

g signs and/or variable message boards during work zone operations and 

ed bad weather conditions.             

fic engineers in understanding the relationship between variables.  The tool 

en demonstrated to be useful for the analysis of very large databases, 

s the databases contained in most local and state agencies.  The 

zation tool allowed the identification of hidden relationships between two 

c variables.  It was an essential part of the KDD process, making the 

s much faster by allowing a quick view of the results.  The tool performed 

ll on both personal and on network operational computers, providing the 

benefit of allowing the analysis of data on remote locations when needed.   

Although the application of data mining or the extraction of patterns from large 

datasets and the KDD process, which encompasses the whole process of 

extraction of knowledge, were successfully used in this research, there are some 

drawbacks.   

9 It will require considerable staff time.  Due to the numerous details 

involving the collection of data, preparation and processing of the data, 

creating the work database, running the algorithms, examining the rules 
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the results with peers, and making the conclusions, this would require a 

full-time commitment.  Thus, it would require state agencies to hire or train 

nel could actually conduct a full study. 

 rules 

tions.  These types of algorithms (data mining) provide the best 

skilled personnel for these tasks alone. 

9 It requires an extensive learning process.  Due to the complexity of the 

algorithms, it would require state agencies to provide the proper training 

and time before the technical person

9 It does not develop particular documentation for each project.  The KDD is 

a step by step process that allows users to follow and track their steps for 

replication purposes, but it is up to the user to document each step and 

the assumptions made in order to be able to replicate the exact project or 

perform future projects.   

9 It returns far too many rules.  Depending on the type of analysis being 

conducted, the application returns a huge number of rules that could be 

overwhelming for a person to understand.  There were many analyses 

conducted throughout this research from which the most reasonable

were for those fields (variables) that contained the fewest number of 

classes (itemsets).  

9 It does not indicate whether the dataset is large enough for these types of 

applica

results when very large datasets are used, however what constitutes a 

“very large dataset”?  The user must be aware of the size of the dataset 

being used in the research prior to selecting any of the data mining 

applications.  There has been some research work conducted in which the 
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relationship of the accuracy of sampling models and the accuracy of 

models using all available data have been studied, but these have been 

with data from consumer oriented databases (Carey et al. 2003; Zaki et al. 

9 

The research attempted to understand the quality of traffic flow on 

exp

combin

other m

that su

in the

described in this document include: 

1996; Kotsiantis and Kanellopouslos 2006; Toivonen 1996).   

It does not provide one definite answer.  Given that the application used in 

this research extracts rules from the working dataset, each time the 

application is run for a new set of queries; these rules will have different 

numbers and will have different sizes.  Thus, it is up to the user to interpret 

each set of rules extracted by the application for meaningfulness that will 

lead to the new knowledge.           

ressway facilities considering work zone operations and accidents in 

ation with the more traditional ITS generated data.  It will be likely that 

ore advanced methods will be developed based upon this one.  Knowing 

bstantial research remains to be done in the area of knowledge discovery 

 traffic/transportation domain, possibilities for building on the work 

9 Researching the area of data needs for acquiring high accuracy from 

sampling models and models using all available data with transportation 

generated data.  The findings from this type of work could be of great 

benefit for researchers using the approach described in this document and 

researchers attempting to apply any other data mining technique (for 
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example clustering and classification mining) to transportation generated 

data.        

Increasing the size of the dataset by increasing the number of traffic count 

stations.  Integrating data from a series of traffic count sta

9 

tions on the 

9 

rns from different levels of information.  

y operational before the after data can be 

same highway system could yield specific trends in the traffic conditions 

along that highway.  This information could allow traffic engineers to 

compare the rules extracted per count station and possibly find patterns 

from the rules for some of the count stations.     

Incorporating photo images.  One of the great benefits of using data 

mining is the ability to extract patte

It would be interesting to have the extraction of association rules and the 

photo images representing those patterns.   

9 Conducting a before and after study from a highway that is pending a 

complete reconstruction (e.g., the addition of one or two lanes, addition of 

an intersection/interchange, addition of an exit or entrance ramp).  This 

would be an extremely extensive study because the reconstruction would 

have to be finished and full

collected.  Nonetheless, it would be an opportunity to apply data mining to 

extract the patterns from the traffic conditions before and after the 

reconstruction.  The information learned from the rules extracted could 

incorporate the traditional traffic study that would be developed as part of 

the reconstruction project.   
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9 

rts of state agencies.  Therefore, the application of data mining 

rovement of the decision-

9 

ollected, a better assessment 

aintenance activities around the city.                      

Incorporating vehicle classification data.  The monitoring of freight is part 

of the effo

to a large dataset that has vehicle classification in addition to the variables 

used in this research could provide the opportunity to examine the trends 

extracted from mining different vehicle classes (e.g., auto, trucks, SUV’s, 

semi trailers).  The rules extracted from using the vehicle classification 

related to the transportation of goods could provide state agencies with 

additional information that could lead to the imp

making process.        

Incorporating GIS data.  By incorporating geo-spatial data into the dataset 

and also expanding the study area in which data from various traffic count 

stations from several nearby highways are c

of the types of accidents (i.e., fatal, injury, or PDO) that are occurring 

within an area of the city could be performed.  Geo-spatial data from work 

zone operations, given the previous data conditions, could also be useful 

for state agencies.  The trends extracted from the relationship of work 

zones and the other variables in the dataset using geo-spatial data could 

allow traffic engineers identify the highways that are receiving continuous 

maintenance and highways that are not receiving maintenance and 

portray that information in a base map for management purposes.  Such 

display of information could improve the decision-making process 

regarding the scheduling of m
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The use of archived data can lead to new knowledge gain by means of the 

dology approach presented in this research.  The use of this data will 

e in transportation agencies as more information is learned from the 

s within the data.  This knowledge may improve the performance of the 

r transportation agency from which the data is being conducted.   

metho

increas

pattern

TMC o
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AP
 

software 

engineering, statistics, and computer science.  The glossary is intended to 

provide a common point of reference for the terminology used in the document.  

A list of acronyms is also included (OHPI 2000). 

 

A1. GLOSSARY 

association – creates rules that describe how often events have occurred 

together 

attribute – specifies the name of each field or column 

attribute reduction – removal of attributes that may not have significant 

contribution to the analysis 

categorical data – data that fit into a small number of discrete categories 

cleaning – preparing data for a data mining activity, in which “obvious data 

errors are detected and corrected and missing data is replaced” (Pilot 

Software 2000) 

confidence – measure of how much likely it is that B occurs when A has 

occurred, also called “condition probability” (Two Crows 1999) 

data – “values collected through record keeping, observing, or measuring, 

typically organized for analysis or decision making” (Two Crow 1999) 

PENDIX A: GLOSSARY AND LIST OF ACRONYMS 

 

 

As explained in Section 1.4, this research combines approaches and 

terminology from several paradigms, including traffic engineering, 
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database – collection of data that is organized so that its contents can easily be 

ccessed, managed, and updated 

dataset – arrangement of data to be used in a mining function 

eva

s a tree of summary information 

bout a larger piece of data, for example a file used to verify its contents 

wledge obtained from investigation, study, or instruction 

kno  information and principles acquire by humankind 

ected confidence; a value 

l data; 

mis a that were not measured, not answered, were unknown, or 

mo es of models, 

noi

a

luation – “to determine the significance, worth, or condition of usually by 

careful appraisal and study” (Merriam-Webster’s 2000) 

field – synonymous to attribute or column 

flat file – “list or table of items, file that has no hierarchical structure” (IBM 1996) 

hash tree – type of data structure which contain

a

information – kno

itemsets – list of events/classes occurred at a reference time point t 

wledge –

lift – factor by which the confidence exceeds the exp

>1 indicates that the rule may be interesting in some sense as the rule occurs 

more frequent  

metadata – data about data; high-level data that describe low-leve

information describing the data; describe the attributes and contents of an 

original document or work 

sing data – dat

were lost 

del – a function of the data mining process; there are two typ

descriptive and predictive 

sy data – data that contain errors such as missing or incorrect values 
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numerical fields – fields in which values can be used to formulate computations 

tern – relationship between two varpat iables 

 a decision tree.  

value and minimum value of the data 

 were 

su of times an item appears on the model; item frequency 

vis lay of data that facilitate better understanding of its 

 

AA  Traffic 

prune – elimination of lower level splits or entire sub-tree in

Algorithms that adjust the topology of a neural net by removing (i.e., pruning) 

hidden nodes. 

range – difference between the maximum 

raw data – data that have not been processed, cleaned, or filtered 

record – “set of one or more related data items grouped for processing” (IBM 

1996); synonymous to rows 

relational database – collection of data items organized as a set of tables

a primary key comprises a single column or set of columns 

sampling – creating a subset of data from the whole 

speed – computer field: refers to the computational costs involved in generating 

and using the model; transportation field: relative rate of motion or progress 

pport – number 

variables – values that can change depending on conditions or on information 

passed to the program 

ualization – graphical disp

meaning 

A2. LIST OF ACRONYMS 

DT – Average Annual Daily

ADR – Automatic Data Recorder 
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ADT – Average Daily Traffic 

ADUS – Archived Data User Service  

A&M – Agricultural and Mechanics 

CII – American Standard Code for Information Interchange 

OS – Automate

AS

AS d Surface Observing Systems 

BF

CA

 

CD

DM

DO tment of Transportation 

PMS – Highway Performance Monitoring System 

t 

d Transportation Authority 

ATIS – Advanced Traveler Information Systems 

ATMS – Advanced Traffic Management Systems 

AVI – Automatic Vehicle Identification 

FS – Base Free Flow Speed 

BTS – Bureau of Transportation Statistics 

D – Computer Aided Design 

CALTRANS – California Department of Transportation

CD – Compact Disc 

-ROM – Compact Disc Read Only Memory 

CG - Caguas 

CVO – Commercial Vehicle Operations 

 – Data Mining 

DB2 – Database 2 

T – Depar

H

I/O – input/output 

KTC – Kentucky Transportation Cabine

PRHTA – Puerto Rico Highway an
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ETC – Electronic Toll Collection 

ation 

dex 

ystems 

iscovery in Databases 

f Service 

 Education and the Professoriate 

 Planning Organizations 

rtium 

ety System 

nation 

FFS – Free Flow Speed 

FHWA – Federal Highway Administr

GPS – Global Positioning Systems 

HCM – Highway Capacity Manual 

HOV – High Occupancy Vehicles 

IBM – International Business Machines 

ID - Identification 

IRI – International Roughness In

ITE – Institute of Transportation Engineers 

ITS – Intelligent Transportation S

IVI – Intelligent Vehicle Initiatives 

KDD – Knowledge D

LCU – Local Controller Unit 

LOS – Level o

MAGEP – Missouri Alliance for Graduate

MPO – Metropolitan

MS – Microsoft  

MTC – Missouri Transportation Conso

NORPASS – North American Preclearance and Saf

O/D – Origin/Desti

ODBC – Open Database Connectivity 

PSR – Present Serviceability Rating 
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SJ – San Juan 

SJMR – San Juan Metropolitan Region 

tional Airport 

 

rations Coordinating Committee 

tion Systems Center (now NTSC) 

on 

nt of Transportation 

SJU – San Juan Luis Muñoz Marín Interna

TMC – Traffic Management Centers

TOC – Traffic Operations Center 

TRANSCOM – Transportation Ope

TRB – Transportation Research Board 

TSC – Transporta

TTI – Texas Transportation Institute 

TxDOT – Texas Department of Transportati

US – United States 

USDOT – United States Departme

VMS – Variable Message Signs 

WIM – Weigh In Motion 
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APPENDIX B: STATISTICAL TEST RESULTS  

 

The statistical test results performed on the north- and southbound traffic data 

(i.e., numerical data) are presented in Tables B.1 and B.2, respectively.  Each 

table consists of the number of records, type of variable, maximum, minimum, 

mean, standard deviation, and the total or sum of every record within each field.   
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Table B.1 Statistic test results from northbound PR18 SJ1999 
 
 
 

 

 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Legend:  SU (Sunday), SUS (SU mean speed), M (Monday), MS (M mean speed), T (Tuesday), TS (T mean 
speed), W (Wednesday), WS (W mean speed), TH (Thursday), THS (TH mean speed), F (Friday), FS (F 
mean speed), S (Saturday), SS (S mean speed) 
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Table B.1 Statistic test results from northbound PR18 SJ1999 cont. 
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Table B.1 Statistic test results from northbound PR18 SJ1999 cont. 
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Table B.1 Statistic test results from northbound PR18 SJ1999 cont. 
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Table B.2 Statistic test results from northbound PR18 CG1999  
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Legend: SU (Sunday), SUS (SU mean speed), M (Monday), MS (M mean speed), T (Tuesday), TS (T mean 
speed), W (Wednesday), WS (W mean speed), TH (Thursday), THS (TH mean speed), F (Friday), FS (F 
mean speed), S (Saturday), SS (S mean speed) 



Table B.2 Statistic test results from northbound PR18 CG1999 cont. 
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Table B.2 Statistic test results from northbound PR18 CG1999 cont. 
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Table B.2 Statistic test results from northbound PR18 CG1999 cont. 
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APPENDIX C: MINING PREPARATION 

 

 

This appendix provides a step-by-step explanation of the process followed to 

use IBM Intelligent Miner for Data.  The example used for the mining preparation 

presented herein is intended to be used as a mere example for users interested 

in using the association mining tool of the IBM Intelligent Miner for Data.  

Additional information can be obtained from the User’s Manual provided with the 

software package.   

  

C1. Data Preparation 

This Chapter describes an example of the application of association mining 

by means of the IBM DB2 Intelligent Miner for Data.  Figure C1.1 shows the main 

IBM DB2 Intelligent Miner data window.  The first step was to create the working 

data, whether it is from a flat file or a database table.  Flat files are notepad text 

(.txt) files and database table files are those structured in applications such as 

MS Access.  In this example flat files were used.    
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Figure C1.1 Main create data window 

 
 

Figure C1.2 shows part of the data used in this example.  The dataset on the 

left side of the figure is a spreadsheet table file structured in MS Excel and the 

one on the right is already converted into a flat file structured in Notepad.  

Cleaning the data required two parts.  The first was completed using MS Excel 

since it allows for a faster and easier review of the data, and the second was 

completed using MS Word.  Some of the steps that should take place while 

cleaning the data using MS Excel are: filling empty spaces with a known value to 

the user (for example, 1 or 0 depending on the objective of the application) and 

changing specific values such as TIME from, for example, 12:30 to 1230.  The 

second part of cleaning the data consists on replacing every “Tab” with spaces; 
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this was easy to accomplish using MS Word.  A list of specific characters can be 

found using the Help icon on the latter software package.  The character used to 

specify “Tabs” in MS Word is “^t;” therefore, to change every “Tab” to “3 spaces” 

the user must use the find and replace tool from MS Words as shown on Figure 

C1.3.  

 

 

Figure C1.2 Database table and flat file view 

 

  
Figure C1.3 Find and replace tool in ms words 
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The dataset used consisted of traffic flow, speed, weather, work zone, and 

accident data for every 15-minutes of every day of the week for 1 week of each 

month of the year.  There is a unique value for each row or record in the working 

data that was set to be OBS for observations, so there were 1152 records 

(calculated as 96 x 12 = 1152) in each dataset of each year.     

igure C1.4 shows the data format and settings for the creation of the data to 

be used in the mining tool.  In this window the user can choose the settings name 

for the data.  In the settings window, all the data files created are shown.  Also, 

the user must remember to check the box at the bottom of the window in order to 

complete the creation of data successfully.     

 

F

 
Figure C1.4 Data format and settings 
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The working data was then searched and added to the selected files in the 

flat files window (see Figure C1.5). 

 

 

 
Figure C1.5 Flat files selection 

 
In the field parameter window, as shown in Figure C1.6, the position, field 

name, and data type were selected.  The latter information can be accessed and 

updated as needed prior to any data mining application.  The data type display 

has a scroll with a few categories to chose from.  The position order at the top of 

the flat file display window has to be shown for the data to be read and saved for 

further mining applications.  If the position order is not shown, it is very likely tha

there is an error in the d

 

t 

ata.   
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Figure C1.6 Field parameters for flat files 

 
 

Figure C1.7 shows a summary of the previous steps. 

 

 
Figure C1.7 Summary for flat file used 
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C2. Association Mining Preparation 

Figure C2.1 shows the main IBM DB2 Intelligent Miner for Data applications 

window.  In this example the association mining application was chosen.  The 

work can, and must, be saved in a mining base for future access and 

modifications of the mining method.     

 

 
Figure C2.1 Main mining tools window 

 

The first step of any data mining application is to select a settings name.  

Figure C2.2 shows the settings name chosen for this association mining.  

Observe that all the association mining applications created are displayed in the 

settings window.  The ust be checked for the 

ntire setting of the association mining to be performed.   

 

box at the bottom of the window m

e
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Figure C2.2 Associations settings 

 
 

The second step was to select the input data, which was the same working 

data created earlier.  All the available input data will be displayed as seen in 

Figure C2.3.  Any association mining application can be filtered by writing a 

query in the filter records condition display.  The latter is done in the advanced

arameters option provided in the lower right corner of the window.        

 

 

p
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F  

 included 

nder the identifier number mentioned.  In this case it was MS for Monday speed 

(see Figure C2.4).  Item fields must also be CATEGORICAL type.   

By using Monday traffic flow for the transaction field and Monday speed for 

item field the user can analyze what speeds are related or associated to 

particular traffic flows.  That is, which combinations of speed and flow repeat a 

certain amount of times on any given Monday.  This application can be studied 

igure C2.3 Associations input data

 
 

There are only two inputs needed for this type of mining application: 

transaction field and item field.  Transaction field is the identifier that groups 

transactions together.  In this case the transaction field chosen was M for 

Monday traffic flow.  The transaction field must be a CATEGORICAL type field 

(for this particular example).  Item field is a collection for things that are

u
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per each weekday to find the associations of speeds used over the entire traffic 

flow of each week.     

 
The checked box at the bottom was checked to ensure the transaction field or 

traffic flows are sorted before running the analysis.  The “sort” feature is only 

necessary when using flat files not DB2 tables.   

 
Figure C2.4 Associations input fields 

 
 

On the parameters tab shown on Figure C2.5, there are four settings that can 

be adjusted to increase or decrease the results.  The minimum support option 

indicates the relative occurrences of the rule within the data.  It is determined by 

dividing the number of transactions supporting the rule by the total number of 

transactions.  For example, in Figure C2.8 it can be sees that the combination of 

Monday speed 66 mph and 65 mph, [66] + [65], make up 2.45% of all the 
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Monday flow within this model.  However, depending on the type and amount of 

data used the user can change the minimum support to a lower value in order for 

e mining tool to pick up the associations in the model.  Furthermore, even when 

the data allows for a higher minimum support value to be used the results will be 

very different because the larger the value the more general the results and the 

lower the minimum support the more specific the results.  In this example, a low 

minimum support value was used.     

The minimum confidence indicates the relative strength or reliability of the 

detected rules within the input data.  The confidence level is determined by 

dividing the number of transactions supporting the rule by the number of 

transactions supporting the rule body only.  Referring to Figure C2.8, it can be 

seen that for the combination [66] + [65] the confidence level is 33.33%.   

Confidence (65 → 66) = Support (65 ∩ 66) / Support (66)     

Confidence (65 → 66) = 2.45% / 7.35% = 33.33%        

The maximum rule length determines the number of items that are present in 

the association rule.  In this case, a maximum rule length of 2 was chosen.

hus, in Figure C2.8 all the association rules developed were on the order of two; 

one

th

  

T

 item set in the rule body [66] and one item in the rule head [65], or [66] ⇒ 

[65].  Lastly, item constraints determine which rules or patterns are included or 

excluded from the results.  For this example, the item constraints were left at the 

default. 
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Figure C2.5 Associations parameters setting 

Figure C2.6 shows the results developed in the association mining 

application.  Note, that by checking the box below the comments display the user 

useful when starting 

prior to understanding the 

me

agrees to overwrite the results with the same name.  This is 

to use the application, since many runs are performed 

thod.    
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Figure C2.6 Associations results 

 
 

Figure C2.7 shows an overview of the inputs, functions, outputs, and 

parameters chosen for this example.  In this case the inputs are PR18SJ1999 

that were processed by the association rule PR18SJ1999 and the results were 

labeled PR18SJ1999 as well.  Notice that the same name can be used in each 

part of the application without causing any problem to the applications, although 

different names are suggested within each individual part of the process to avoid 

losing information.  In summary, the association run was optimized for disk 

space.  There was a condition selected to filter the records, the default power 

option “-rulekind” was selected, and the transaction field used was M for Monday 

traffic flows.  Scrolling down on the right side of the window, the user can see the 

additional parameters and its values; these are not visible on Figure C2.7.   
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Figure C2.7 Associations summary 
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When the process is completed, the visualizer produces rules, itemsets, a 

graph, and statistics (see Figures C2.8 through C2.13).  The generated rules can 

be seen on the first column of Figure C2.8.  These are read from left to right.  For 

example, the first rule (which is the one with the strongest confidence) says that if 

a speed of 66 mph is found then there is a high likelihood that a speed of 65 mph 

is also found.  The support column gives an indication of how frequent the 

combination of 66 and 65 mph were found together.  In this case, 2.45% of the 

observations include both speeds.  To calculate the confidence for the 66/65 

combination the user can take the support for 66 + 65, 2.45% and divide it by the 

support for just 66 mph .33% (see first row of 

Confidence column on Figure C2.8). 

 

 

 

 

 

 

 

 

Figure C2.8 Example of association numerical rules 

 

 alone 7.35%, which gives 33



 

r traffic flows) that the itemsets (speeds) 

appear in.  For example, the user can see that 17.15% of the speeds include 63 

ph, 15.19% % of the speeds include 64 mph, and 14.46% of the speeds 

include 62 mph.  The visualizer includes a color-coding that help separate 

support levels.  Intense yellow indicate the most frequent speeds and dark blue 

indicate the least frequent speeds.      

 

 

 

 

 

In the last column of Figure C2.8 the user can see the Lift.  Lift is the factor by 

which the confidence exceeds the expected confidence.   

Lift (X) = Confidence (X → Y) / Expected Confidence (X → Y) 

Lift (X) = Confidence (X → Y) / Support (Y) 

The confidence of 66 + 65 is 33.33% which when divided by the support for 

65, 14.21% gives 2.34 as seen on Figure C2.8.  A high lift (>1) value indicates 

that the rule may be interesting in some sense as the right hand side of the rule 

occurs more often than expected.   

Lift (X) = 33.33% / 14.21% = 2.34 

Figure C2.9 illustrates the itemsets and support percentage.  Support is the 

percentage of all the transactions (o

m
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es of various widths make up the graph.  

The dots represent the speeds (MS), the arrows represent the rules (e.g. [66] ⇒ 

[65]), the line colors indicate the support (remembering that yellow indicates 

higher support), and the line width represents the lift (where wider lines indicate 

higher lift values).   

igure C2.10 illustrates the speed combination [66] + [65] (strong yellow color 

arrow) which occur more frequently (higher support) than speed combination [67] 

 

 

 

 

 

 

 

 

Figure C2.9 Example of items sets 

 

Figure C2.10 shows the graph developed by the IBM DB2 Intelligent Miner for 

Data visualizer.  Dots, arrows, and lin

F
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+ [65] (light blue color arrow).  Another observation is that speed combination 

[67] + [66] had more lift (wider blue line) than [66] + [65] (thinner yellow line).  

he wider line means that occurrences of that item set are much more probable 

an random chance.   

T

th

 

 

 
Figure C2.10 Example of graphical association rules 
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The color scale shown in Figure C2.11 was part of the information provided 

on the same tab as the graph on Figure C2.10.  Again, the line color going from 

blue to yellow means the rule moves from less support to more support. 

 

 
Figure C2.11 Rule color scale 

 

Likewise, the lift is illustrated by the width of the line.  As shown on Figure 

C2.12, the thicker the line the stronger the confidence level between the data 

being mined.   

 

 
Figure C2.12 Lift legend 

 

The global statistics, as mentioned earlier, were also part of the information 

provided by the IBM DB2 Intelligent Miner for Data visualizer (see Figure C2.13).  

These provide a summary of the data that was used.  In this example, 408 traffic 

flows were analyzed and that on average 1.39 speeds were found in each 

situation.  45 itemsets or Monday speeds were found in the model of which 19 

were single speeds, and 7 association rules were developed by the mining tool.   
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Figure C2.13 Associations statistics 
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