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ABSTRACT

For many years, topic models (e.g., pLSA, LDA, SLDA) have been widely used for segmenting and recognizing objects in imagery simultaneously. However, these models are confined to the analysis of categorical data, forcing a visual word to belong to one and only one topic. There are many images in which some regions cannot be assigned a crisp categorical label (e.g., transition regions between a foggy sky and the ground or between sand and water at a beach). In these cases, a visual word is best represented with partial memberships across multiple topics. To address this, a partial membership latent Dirichlet allocation (PM-LDA) model and associated parameter estimation algorithm are present.

PM-LDA defines a novel partial membership model for word and document generation. Different from the standard LDA model which assumes that each word belongs to one and only one topic, PM-LDA model allows words to have partial membership in multiple topics. This model can be useful for image/video documents where a visual word (an image patch) may be a mixture of multiple topics. For example, in a SONAR imagery where the gradually vanishing sand ripples blur the boundary between sand ripple region and flat sand region, it is impossible to tell where the sand ripple ends and the flat sand starts. In the proposed PM-LDA model, the visual words are represented with partial memberships in both “sand ripple” and “flat sand” topics, which is more reasonable than assigning them to one and only one topic as in the standard LDA model. A Gibbs sampling is employed for parameter estimation. Experimental results on simulated data, SONAR image dataset and natural image datasets show that PM-LDA can produce both crisp and soft semantic image segmentations; a capability existing methods do not have.
Chapter 1

Literature Review

1.1 Latent Dirichlet Allocation

Original topic models were used for discovering the topics hidden in document collections, thus facilitating the summary, organization, and search of large archives of texts [1]. Latent Dirichlet allocation (LDA) [2] is arguably the most popular and simplest topic model in application [3], which uncovers the latent topics and groups documents into latent topics based on a hierarchical Bayesian model.

LDA provides a generative probabilistic model for discrete datasets. In the context of text data, the dataset is a collection of $D$ documents. Each document, a collection of words, is modeled as a finite mixture over a set of latent topics. For example, a bioinformatics article may have words drawn from the “genetics” topic and words drawn from the “data mining” topic, but no words from the “food” topic. Each topic is modeled as a multinomial distribution over words. For example, the “genetics” topic has words about genetics with
high probability and the “data mining” topic has words related to data mining with high probability [1]. Figure 1.1 shows three example topics derived from the TASA corpus [4]. In LDA, these hidden topics are inferred based on word co-occurrence; topics are formed by grouping co-occurring words into one topic.

<table>
<thead>
<tr>
<th>word</th>
<th>prob.</th>
<th>word</th>
<th>prob.</th>
<th>word</th>
<th>prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRUGS</td>
<td>.069</td>
<td>RED</td>
<td>.202</td>
<td>MIND</td>
<td>.081</td>
</tr>
<tr>
<td>DRUG</td>
<td>.060</td>
<td>BLUE</td>
<td>.099</td>
<td>THOUGHT</td>
<td>.066</td>
</tr>
<tr>
<td>MEDICINE</td>
<td>.027</td>
<td>GREEN</td>
<td>.096</td>
<td>REMEMBER</td>
<td>.064</td>
</tr>
<tr>
<td>EFFECTS</td>
<td>.026</td>
<td>YELLOW</td>
<td>.073</td>
<td>MEMORY</td>
<td>.037</td>
</tr>
<tr>
<td>BODY</td>
<td>.023</td>
<td>WHITE</td>
<td>.048</td>
<td>THINKING</td>
<td>.030</td>
</tr>
<tr>
<td>MEDICINES</td>
<td>.019</td>
<td>COLOR</td>
<td>.048</td>
<td>PROFESSOR</td>
<td>.028</td>
</tr>
<tr>
<td>PAIN</td>
<td>.016</td>
<td>BRIGHT</td>
<td>.030</td>
<td>FELT</td>
<td>.025</td>
</tr>
<tr>
<td>PERSON</td>
<td>.016</td>
<td>COLORS</td>
<td>.029</td>
<td>REMEMBERED</td>
<td>.022</td>
</tr>
<tr>
<td>MARIJUANA</td>
<td>.014</td>
<td>ORANGE</td>
<td>.027</td>
<td>THOUGHTS</td>
<td>.020</td>
</tr>
<tr>
<td>LABEL</td>
<td>.012</td>
<td>BROWN</td>
<td>.027</td>
<td>FORGOTTEN</td>
<td>.020</td>
</tr>
<tr>
<td>ALCOHOL</td>
<td>.012</td>
<td>PINK</td>
<td>.017</td>
<td>MOMENT</td>
<td>.020</td>
</tr>
<tr>
<td>DANGEROUS</td>
<td>.011</td>
<td>LOOK</td>
<td>.017</td>
<td>THINK</td>
<td>.019</td>
</tr>
<tr>
<td>ABUSE</td>
<td>.009</td>
<td>BLACK</td>
<td>.016</td>
<td>THING</td>
<td>.016</td>
</tr>
<tr>
<td>EFFECT</td>
<td>.009</td>
<td>PURPLE</td>
<td>.015</td>
<td>WONDER</td>
<td>.014</td>
</tr>
<tr>
<td>KNOWN</td>
<td>.008</td>
<td>CROSS</td>
<td>.011</td>
<td>FORGET</td>
<td>.012</td>
</tr>
<tr>
<td>PILLS</td>
<td>.008</td>
<td>COLORED</td>
<td>.009</td>
<td>RECALL</td>
<td>.012</td>
</tr>
</tbody>
</table>

(a) Topic 247 (b) Topic 5 (c) Topic 43

Figure 1.1: An illustration of three topics extracted from the TASA corpus.

### 1.1.1 Generative Process

As a generative clustering method, LDA also defines a generative process of how the data is generated and structured. In LDA, the generative process for each document \( w_d \) in a corpus \( D \) is

1. For each document, \( w_d \), draw topic proportions \( \pi_d \sim \text{Dir} (\alpha) \).
2. For each word

   (a) Draw topic assignment $z_{d,n} \sim \text{Mult}(\pi_d)$.

   (b) Draw word $w_{d,n} \sim \text{Mult}(\beta_{z_{d,n}})$.

Step 1 reflects the assumption that each document is consist of topics with different proportions. Step 2.(b) shows that each individual word is drawn from a topic determined in Step 2.(a), and that the topic is characterized as a multinomial distribution over words. A graphical model describing this generative process is shown in Figure 1.2. The shaded nodes, $w_{d,n}$, are the observable variables, and the transparent nodes, $\{\pi_d, z_{d,n}\}$, are latent variables.

![Graphical model of LDA](image-url)
1.1.2 Inference

For inference, the central problem for LDA is determining the posterior distribution of the hidden variables given the document,

\[ p(\pi, z|w, \alpha, \beta) = \frac{p(\pi, z, w|\alpha, \beta)}{p(w|\alpha, \beta)}. \] (1.1)

The numerator can be decomposed into a hierarchy by examining the graphical model in Figure 1.2,

\[ p(\pi, z, w|\alpha, \beta) = p(w|z, \beta) p(z|\pi) p(\pi|\alpha) \]

\[ = \prod_{n=1}^{N} \beta_{z_n, w_n} \prod_{n=1}^{N} \pi_{z_n} p(\pi|\alpha) \]

\[ = \left( \frac{\Gamma\left(\sum_{i=1}^{K} \alpha_i\right)}{\prod_{i=1}^{K} \Gamma(\alpha_i)} \prod_{i=1}^{K} \pi_i^{\alpha_i - 1} \right) \prod_{n=1}^{N} \prod_{i=1}^{K} \prod_{j=1}^{V} (\pi_i \beta_{i,j})^{w_{nj} z_{ni}}. \] (1.2)

By marginalizing over \( \pi \) and \( z \), the denominator can be expressed as

\[ p(w|\alpha, \beta) = \frac{\Gamma\left(\sum_{i=1}^{K} \alpha_i\right)}{\prod_{i=1}^{K} \Gamma(\alpha_i)} \int \left( \prod_{i=1}^{K} \pi_i^{\alpha_i - 1} \right) \left( \prod_{n=1}^{N} \sum_{i=1}^{K} \prod_{j=1}^{V} (\pi_i \beta_{i,j})^{w_{nj} z_{ni}} \right) d\pi. \] (1.3)

However, computing Equation (1.3) is intractable due to the coupling between \( \pi \) and \( \beta \) in the summation operation. In other words, the log of Equation (1.3) is unable to separate \( \pi \) and \( \beta \). Since computing the exact posterior is intractable, several methods have been developed for performing approximate inference. Two commonly used approximate inference techniques used for LDA are collapsed Gibbs sampling [5] and variational inference (as used in the original LDA paper) [2].
Collapsed Gibbs Sampling

The LDA is interested in the topic assignment for each word $z_{d,n}$, the topic proportion $\pi_d$, and the topic-word distribution $\beta$. It’s noted that both $\pi_d$ and $\beta$ can be calculated using $z_{d,n}$. Therefore, in the LDA model, the parameters of the multinomial distributions, $\pi_d$ and $\beta$ can be integrated out and the latent topic assignment $z_{d,n}$ will be simply sampled. This is called a collapsed Gibbs sampler. As shown in [5], to apply the collapsed Gibbs sampler, the probability of a topic $k$ being assigned to a word $w_{d,n}$, given all other topic assignments to all other words, $z_{-d,n}$, is needed and defined as

$$
p(z_{d,n} = k | z_{-d,n}, w) \propto p(z_{d,n} = k, z_{-d,n}, w)
\quad = p(w_{d,n} | z_{d,n} = k, z_{-d,n}, w_{-d,n}) \sum_{z_{d,n} = k} p(z_{d,n} = k | z_{-d,n}, w_{-d,n})
\quad = p(w_{d,n} | z_{d,n} = k, z_{-d,n}, w_{-d,n}) \sum_{z_{d,n} = k} p(z_{d,n} = k | z_{-d,n}), \quad (1.4)
$$

where the first term $p(w_{d,n} | z_{d,n} = k, z_{-d,n}, w_{-d,n})$ is like the likelihood and the second term $p(z_{d,n} = k | z_{-d,n})$ is like a prior.

The first term,

$$
p(w_{d,n} | z_{d,n} = k, z_{-d,n}, w_{-d,n})
\quad = \int p(w_{d,n} | z_{d,n} = k, \beta(k)) p(\beta(k) | z_{-d,n}, w_{-d,n}) d\beta(k)
\quad = \int p(w_{d,n} | \beta(k)) p(\beta(k) | z_{-d,n}, w_{-d,n}) d\beta(k), \quad (1.5)
$$
where
\[ p(\beta^{(k)}|\mathbf{z}_{-d,n}, \mathbf{w}_{-d,n}) \propto p(\mathbf{w}_{-d,n}|\beta^{(k)}, \mathbf{z}_{-d,n})p(\beta^{(k)}) \]
\[ \sim \text{Dir}(C_{-n,k}^{(w_{d,n})} + \beta). \] (1.6)

Then, Equation (1.5) becomes the expectation of the Dirichlet distribution in Equation (1.6),
\[ p(w_{d,n}|z_{d,n} = k; \mathbf{z}_{-d,n}, \mathbf{w}_{-d,n}) = \frac{C_{-n,k}^{(w_{d,n})} + \beta}{C_{-n,k}^{(d)} + V\beta}. \] (1.7)

For the second term,
\[ p(z_{d,n} = k|\mathbf{z}_{-d,n}) = \int p(z_{d,n} = k|\pi_d)p(\pi_d|\mathbf{z}_{-d,n})d\pi_d, \] (1.8)

where
\[ p(\pi_d|\mathbf{z}_{-d,n}) \propto p(\mathbf{z}_{-d,n}|\pi_d)p(\pi_d) \]
\[ \sim \text{Dir}(C_{-n,k}^{(d)} + \alpha). \] (1.9)

Then, Equation (1.8) becomes the expectation of the Dirichlet distribution in Equation (1.9),
\[ p(z_{d,n} = k|\mathbf{z}_{-d,n}) = \frac{C_{-n,k}^{(d)} + \alpha}{C_{-n,k}^{(d)} + K\alpha}. \] (1.10)

Thus Equation (1.4) can be expressed as,
\[ p(z_{d,n} = k|\mathbf{z}_{-d,n}, \mathbf{w}) \propto \frac{C_{-n,k}^{(w_{d,n})} + \beta}{C_{-n,k}^{(d)} + V\beta} \frac{C_{-n,k}^{(d)} + \alpha}{C_{-n,k}^{(d)} + K\alpha}, \] (1.11)

which involves four count variables,
• the topic-term count, \( C_{w,d,n}^{(w,d,n)} \), the number of word \( w_{d,n} \) assigned to topic \( k \) in a document,

• the topic-term sum, \( C_{-n,k}^{(l)} \), the total number of words assigned to topic \( k \),

• the document-topic count, \( C_{-n,k}^{(d)} \), the number of words assigned to topic \( k \) excluding the current one, and

• the document-topic sum, \( C_{-n}^{(d)} \), the total number of topics assigned to document \( d \) excluding the current one.

The first ratio expresses the probability of word \( w \) under topic \( k \), and the second ratio expresses the probability of topic \( k \) in document \( d \) [5].

Based on Equation (1.6) and (1.9), the topic-word distribution \( \beta \) and the topic proportion \( \pi \) are computed as following,

\[
\beta_{k,w} = \frac{C_{w}^{(k)} + \beta}{\sum_{w=1}^{V} C_{w}^{(k)} + V \beta},
\]

\[
\pi_{d}(k) = \frac{C_{k}^{(d)} + \alpha}{\sum_{k=1}^{K} C_{k}^{(d)} + K \alpha},
\]

where \( C_{w}^{(k)} \) is the frequency of word \( w \) assigned to topic \( k \), and \( C_{k}^{(d)} \) is the number of words assigned to topic \( k \).

**Variational Inference**

Another major approximate inference method used for LDA model is mean-field variational inference. The basic idea of variational inference is to first pick a family of distributions, \( q(\pi, z|\gamma, \phi) \), over the latent variables with its own variational parameters \((\gamma, \phi)\), and then
find the optimal variational parameters \((\gamma^*, \phi^*)\) that minimizes the difference between the variational distribution \(q(\pi, z|\gamma, \phi)\) and the true posterior \(p(\pi, z|w, \alpha, \beta)\). Thus the inference problem is transformed to an optimization problem.

The mean-field variational method used for LDA inference approximates the true posterior \(p(\pi, z|\alpha, \beta)\) using a simpler and factored variational distribution, defined as,

\[
q(\pi, z|\gamma, \phi) = q(\pi|\gamma) \prod_{n=1}^{N} q(z_n|\phi_n),
\]

(1.14)

where \(\gamma\) is the Dirichlet parameter and \((\phi_1, ..., \phi_N)\) are the multinomial parameters. This variational distribution is proposed by dropping the edges and nodes in the graphical model (Figure 1.2) that result in the problematic coupling between \(\pi\) and \(\beta\), namely, the edges between \(\pi, z,\) and \(w,\) and the \(w\) nodes. The simplified graphical model for the variational distribution is shown in Figure 1.3.

Figure 1.3: Graphical model of the variational distribution.
The optimization procedure to determine \((\gamma^*, \phi^*)\) is formalized as
\[
(\gamma^*, \phi^*) = \arg\min_{(\gamma, \phi)} D_{KL} (q(\theta, z|\gamma, \phi) || p(\theta, z|w, \alpha, \beta)), \tag{1.15}
\]
with
\[
D_{KL} (q(\theta, z|\gamma, \phi) || p(\theta, z|w, \alpha, \beta))
= E_q [\log q(\theta, z|\gamma, \phi)] - E_q [\log p(\theta, z|w, \alpha, \beta)]
= E_q [\log q(\theta, z|\gamma, \phi)] - E_q [\log p(\theta, z|w, \alpha, \beta)] + \log p(w|\alpha, \beta), \tag{1.16}
\]
where \(D_{KL} (q||p)\) is the Kullback-Leibler (KL) divergence between the variational distribution \(q\) and the true posterior \(p\).

The optimal values of \((\gamma, \phi)\) are found by minimizing \(D_{KL} (q||p)\). Since the term \(\log p(w|\alpha, \beta)\) in \(D_{KL}\) does not depend on the variational distribution \(q\), as a function of \(q\), minimizing the KL divergence is equivalent to maximizing a lower bound \(L\) defined as
\[
L(\gamma, \phi; \alpha, \beta) = \log p(w|\alpha, \beta) - D_{KL}
= E_q [\log p(\theta, z|w, \alpha, \beta)] - E_q [\log q(\theta, z|\gamma, \phi)]. \tag{1.17}
\]

This maximization is achieved using an iterative fixed-point method, yielding the following update equations:
\[
\phi_{ni} \propto \beta_{wn} \cdot e^{\Psi(\gamma_i) - \Psi(\sum_{j=1}^{K} \gamma_j)}
\gamma_i = \alpha_i + \sum_{n=1}^{N} \phi_{ni},
\]
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where $\Psi(\cdot)$ is the digamma function, the first derivative of the log Gamma function. The variational inference procedure is summarized in Algorithm 1.

**Algorithm 1** A variational inference algorithm for LDA

1: Initialize $\phi_{ni}^0 := 1/K$ for all $i$ and $n$
   (The probabilities of a word generated by different topics are equal.)
2: Initialize $\gamma_i := \alpha_i + N/K$ for all $i$
   ($\gamma_i = \alpha_i + \sum_{n=1}^{N} \phi_{ni} = \alpha + N/K$)
3: for $n \leftarrow 1$ to $N$ do
4:   for $i \leftarrow 1$ to $K$ do
5:     $\phi_{ni}^{t+1} := \beta_{iw}\exp(\Psi(\gamma_i))$
6:     normalize $\phi_{n}^{t+1}$ to sum to 1.
7:     $\gamma_{i}^{t+1} := \alpha + \sum_{n=1}^{N} \phi_{n}^{t+1}$
8:   end for
9: end for

Although the observed document/words $w$ is not explicitly expressed in $q(\pi, z|\gamma, \phi)$, the variational distribution actually depends on the observed $w$. Since the true posterior distribution $p(\pi, z|w, \alpha, \beta)$ varies with $w$, the optimal $(\gamma^*, \phi^*)$ obtained from the optimization procedure is a function of $w$. In this sense, the resulting variational distribution $q(\pi, z|\gamma^*, \phi^*)$ can be considered as an approximation to the posterior distribution.

In the inference procedure, it’s assumed that the model hyperparameters including the Dirichlet parameter $\alpha$ and the topics $\beta$ are known. Thus certain tasks can be completed, such as analyzing the topic proportions in a given document and tracing each word back to the topic. However, in practice, these topics are not known in advance. They are believed to be hiding in the collected documents and can be uncovered through the parameter estimation.

The parameter estimation procedure is to find the hyperparameters $\{\alpha, \beta\}$ that maxi-
mize the log likelihood defined as,

\[ \ell(\alpha, \beta) = \sum_{d=1}^{D} \log p(w_d|\alpha, \beta). \] (1.18)

This problem is often solved using the Expectation-Maximization (EM) algorithm where the variational parameters \((\gamma_d^*, \phi_d^*)\) and the hyperparameters \(\{\alpha, \beta\}\) are updated iteratively. More formally, the proposed EM algorithm cycles iteratively between the following two steps:

- **E-step:** For each document \(w_d\), find the optimal variational parameters \((\gamma_d^*, \phi_d^*)\) by maximizing the lower bound \(L\) in Equation (1.17), assuming that the hyperparameters \(\{\alpha, \beta\}\) are known. This step is the same as the variational inference. With these parameters, the expectation of the log likelihood of the complete data (Equation (1.18)) can be computed,

- **M-step:** Maximize the lower bound on the log likelihood with respect to \(\{\alpha, \beta\}\). The updates for \(\{\alpha, \beta\}\) are

1. M-step update for \(\beta\):

\[ \beta_{ij} \propto \sum_{d=1}^{D} \sum_{n=1}^{N_d} \phi_{dni} w_{dn}^j \]

2. M-step update for \(\alpha\):

The update for \(\alpha\) is implemented using a linear-scaling Newton-Raphson method, with updates carried out in log-space (assuming a uniform \(\alpha\))

\[ \log(\alpha^{t+1}) = \log(\alpha^t) - \frac{dL}{d\alpha} \frac{d^2 L}{(d\alpha)^2} + \frac{dL}{d\alpha}, \] (1.19)
\[
\frac{dL}{d\alpha} = D(K\Psi'(K\alpha) - K\Psi'((\alpha)) + \sum_{d=1}^{D} \left( \Psi(\gamma_{d,i}) - \Psi\left(\sum_{j=1}^{K}\gamma_{d,j}\right) \right),
\]
\[
\frac{d^2L}{d\alpha^2} = D(K^2\Psi''(K\alpha) - K\Psi''((\alpha))).
\]

### 1.1.3 LDA Variations

The LDA model is a generative model for a collection of exchangeable discrete data [6]. With high modularity, it has been extended in many different ways.

**Relation-based LDA Variants**

One type of extension focuses on modeling relations between topics, documents, or even corpus. Considering that the presence of one latent topic may be correlated with the presence of another, the correlated topic model (CTM) replaces the Dirichlet distribution with the logistic normal distribution for the topic proportions, allowing for covariance structure among topics [7]. Relational topic model (RTM) assumes that each pair of documents is connected by a link, a binary random variable conditioned on the contents in the two documents. This model can be used to predict links and words for network data, such as social networks of friends and citation networks [8]. Markov Topic Models (MTMs) models the correlations of different corpora as Gaussian Markov random fields, which capture both the internal topic structure within each corpus and the relationships between topics across the corpora [9].
Dynamic LDA

The LDA model implicitly assumes that the documents are fully exchangeable. However, data are naturally collected along time [10]. This assumption is inappropriate for certain document collections, such as scholarly journals, news articles, that reflect topic evolution over time [7]. Dynamic mixture models (DMM) [10] assumes that the topic mixture proportion of each document is dependent on previous topic mixture proportions. A discrete-time dynamic topic model (dDTM) [7] defines a state space model for the dynamics of underlying topics and incorporates the state space model to LDA model. In dDTM, however, the time discretization ignores the time dependency of documents inside a period, which largely affect the resolution at which to fit the model [11]. Topic models with continuous time stamps have been proposed. Topics over times (TOT) [12] parameterizes a continuous distribution over time associated with each topic, and topics are responsible for generating both observed timestamps and words [12]. The dDTM model is further extended to a continuous time dynamic topic model (cDTM) [11] by replacing the discrete state space model with continuous Brownian motion.

Supervision-based LDA Variants

For the original LDA model, the label assignment is at the word level where only the words in the documents will be assigned a label (topic) after the inference procedure [13]. Another important variation on LDA model is to label documents, pairing the document with a response (label). In supervised Latent Dirichlet Allocation (sLDA), the supervision is incorporated by attaching to each document an observed response variable $y$ which is assumed to be a continuous random variable with a distribution as a generalized linear model parameterized by $r$ [13]. In the generative process of sLDA, after generating a
document as in LDA, a response variable $y$ is drawn from a generalized linear model as the document label. MedLDA shares a very similar generative process with sLDA. It differs from sLDA in that, instead of learning a point estimate for $r$ as in sLDA, MedLDA learns a distribution $q(r)$ in a max-margin manner. In MedLDA model, the response variable can be continuous or discrete, allowing for applicability of MedLDA in both regression and classification problem [14]. The graphical model of MedLDA is shown in Figure 1.4b. Labeled LDA (L-LDA) incorporates supervision by simply constraining the topic model to use only those topics that correspond to a document’s (observed) label set. In the generative process, the topic proportions are generated only for observed topics, not for all the topics as in sLDA [15]. The graphical model of L-LDA is shown in Figure 1.4a. Doubly supervised LDA (DSLDA) integrates two types of supervision, document-level labels for topics (in L-LDA), and an overall category inferred form topics (in MedLDA). In DSLDA, the $K$ topics are categorized into two types: $K_1$ latent topics that are never observed, and $K_2$ supervised topics that are observed in training but not in test data. Correspondingly $\alpha = (\alpha_1, \alpha_2)$ where $\alpha_1$ is a parameter of a Dirichlet distribution of dimension $K_1$ and $\alpha_2$ is a parameter of a Dirichlet distribution of dimension $K_2$. A document is assumed to contain certain latent topics and certain supervised topics. So the topic proportions for a document are generated only for those latent topics and those supervised topics present in the document [16]. The graphical model of DSLDA is shown in Figure 1.4c.
Figure 1.4: Graphical models of L-LDA, MedLDA and DSLDA.
1.1.4 LDA-based Topic Models for Imagery

Topic models can be adapted to many kinds of data, such as genetic data, images, and social networks [1]. Some variations on topic models have been used for image/video data. For example, probabilistic latent semantic analysis (PLSA) [17] and LDA have been used to discover object categories from a collection of images [18, 19] and scene categories [20, 21]. In these works, images are treated as documents, with each image being represented as a collection of local patches. Each patch is assigned to the most similar visual word from a large vocabulary. The visual words are equivalent to words in text document, which are usually quantized image descriptors, e.g., SIFT descriptor. The vocabulary is established by densely extracting descriptors from the given images and then quantizing them into the visual words to form a vocabulary. The quantization is typically performed by \( k \)-means clustering with \( k \) as the predefined number of visual words in the vocabulary and the cluster centers as the visual words.

Visual Word Ambiguity

In the LDA model, an image document is modeled as a histogram of discrete visual words, also called “bag of visual words”. Impressive results for image analysis and classification using the bag of words model have been demonstrated in [18–20, 22]. One inherent step of “bag of visual words” model is to build a dictionary of visual words and quantize a continuous feature descriptor to the nearest visual word in the visual dictionary. The underlying assumption of the quantization is that an image descriptor will be mapped to one and only one representative visual word (the nearest one). However, in practice, an image descriptor may not be close enough to any visual word in the dictionary, or may be close to multiple visual words. Thus an image descriptor may match to zero, or multiple visual word
candidates, resulting in the visual word ambiguity [23]. To accommodate the visual word ambiguity, Gemert, et al. [23] investigated four types of soft assignment of visual words to image descriptors and demonstrated the effectiveness of soft assignment in improving classification performance. Weinshall, et al. [24] incorporated the soft word assignment into the LDA model by adding into the generative process one additional step where the descriptor is sampled from the generative word model. The histogram of word counts was replaced by a histogram of pseudo word counts, and the parameter estimation depended on the average covariance matrix between pseudo counts.

Spatial Information

Another noticeable problem with the bag of visual words model is that each visual word is assumed to be drawn independently from its corresponding topic, thus the spatial structure/relationships among the visual words (e.g., image patches) are ignored. While the ignorance of spatial structure can greatly reduce the computational complexity, the spatial relationships among the image patches are often critical for solving many vision problems [20]. Li [20], Sudderth [25], and Wang et al. [26] extended the LDA model by considering the spatial locations of image patches to help the computer vision problems, such as the detection, recognition and classification of objects. The spatially coherent latent topic model (Spatial-LTM) [27] assumes that pixels should share the same latent topic assignment if they are in a neighboring region with similar appearance. To enforce the spatial coherence, in Spatial-LTM, an image is over segmented into regions of homogeneous appearances and only one topic label will be assigned to all local patches within the same region [27, 28]. The spatial Latent Dirichlet Allocation (SLDA) [26] encodes the spatial information by designing the document. It defines a generative procedure to assign words to documents.
that words close in space have a high probability to be grouped into the same document. Different from Spatial-LTM that considers the spatial consistency between adjacent local patches, topic random field (TRF) [28] enforces the spatial coherence between adjacent over-segmented regions and defines a Markov Random Field over hidden topic assignment of super-pixels (regions) in an image.

1.2 Fuzzy Partitioning

Hard clustering methods partition a dataset by assigning each data point to exactly one cluster. No data point belongs to multiple clusters simultaneously; Clusters are mutually exclusive. Fuzzy methods, in contrast, allow a data point to belong to several clusters with different degrees of membership, and allow fuzzy clusters to be disjoint, or overlapping. Partial membership is a quite intuitive and practically useful idea [29].

1.2.1 Fuzzy C-Means

Fuzzy C-Means (FCM) [30] is a classical algorithm tackling the fuzzy clustering problem, which iteratively minimizes the objective function

\[
J = \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk}^m d^2(x_n, \mu_k), \quad \text{s.t.} \quad \sum_{k=1}^{K} z_{nk} = 1, \; z_{nk} > 0
\]  

(1.20)
with update equations defined as

\[
\begin{align*}
z_{nk} &= \left( \frac{1}{d^2(x_n, \mu_k)} \right)^{\frac{1}{m-1}} \sum_{k=1}^{K} \left( \frac{1}{d^2(x_n, \mu_k)} \right)^{\frac{1}{m-1}}, \\
\mu_k &= \frac{\sum_{n=1}^{N} z_{nk}^m x_n}{\sum_{n=1}^{N} z_{nk}^m},
\end{align*}
\]  

(1.21) (1.22)

where \(m > 1\) is the fuzzifier parameter, \(z_{nk}\) represents the degree of membership of data \(x_n\) to cluster \(k\), \(\mu_k\) is the prototype of cluster \(k\), and \(d^2(x_n, \mu_k)\) is the squared distance between \(x_n\) and \(\mu_k\). The fuzzifier \(m\) controls the degrees of partial membership, and \(d^2(x_n, \mu_k)\) control the type of clusters.

The choice of distance measure \(d^2(x_n, \mu_k)\) determines the retrieved geometry of feature space. The original FCM used Euclidean distance

\[
d^2(x_n, \mu_k) = (x_n - \mu)^T (x_n - \mu)
\]

to produce hyper-spherical structural clusters. Extensions [31, 32] considered the Mahalanobis distance

\[
d^2(x_n, \mu_k) = (x_n - \mu_k)^T \Sigma_k^{-1} (x_n - \mu_k),
\]

assuming the clusters to be hyper-ellipsoidal. The Gustafson-Kessel algorithm (GK) [31] searches for ellipsoidal clusters with approximately the same size and the Gath and Geva algorithm (GG) [32] searches for ellipsoidal clusters of varying size [33]. These methods have been traditionally used to find “compact” or “filled” clusters [34]. To detect hollow or shell-like clusters, a large number of fuzzy shell clustering algorithms have been proposed, which used different kinds of cluster prototypes and different distance measures.
The fuzzy C shells (FCS) algorithm [35, 36] utilizes hyper-spherical-shells as cluster prototypes. The fuzzy C ellipsoidal shells algorithm (FCES) [37] utilizes hyper-ellipsoidal-shells as cluster prototypes. The fuzzy C quadric shells algorithm (FCQS) [38] utilizes hyper-quadric-shells as cluster prototypes [33].

Fuzzy clustering techniques have been widely used in image processing and computer vision. Pham et al. [39] proposed an Adaptive FCM (AFCM) algorithm for segmentation of Magnetic resonance images that have been corrupted by shading effects. Ahmed et al. [40] developed a FCM_S algorithm for MRI data segmentation, which incorporated spatial constraints to increase the robustness of FCM to noise. Chen and Zhang [41] proposed several variants of FCM_S for robust image segmentation, which simplified the computation of FCM_S and enhanced its robustness to noise and outliers. Delbo et al. [42] applied FCQS to hyperbolic signatures recognition in subsurface radar images.

1.2.2 Bayesian Fuzzy Clustering

Glenn et al. [43] proposed a Bayesian Fuzzy Clustering (BFC) model and associated algorithms to bridge and extend probabilistic clustering and fuzzy clustering methods. In the BFC model, membership vectors are modeled as Dirichlet distributed random variables that indicate the degree of membership of each input data point within each cluster. Input data points are then modeled as Gaussian random variables whose natural parameters are convex combinations of the cluster natural parameters. The BFC model defines a data likelihood distribution (called the Fuzzy Data Likelihood (FDL)),

\[
p(X|Z, \mathbf{Y}) = \prod_{n=1}^{N} \frac{1}{Z(u_n, m, \mathbf{Y})} \prod_{k=1}^{K} \mathcal{N}(x_n|\mu_k, Q = z_{nk}^m) \]
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with
\[ Y = \{ \mu_1, \cdots, \mu_K \}, \] (1.23)
and a prior distribution for the cluster membership (called Fuzzy Cluster Prior (FCP)),
\[ \tilde{p}(Z|Y) = \prod_{n=1}^{N} Z(u_n, m, Y) \left( \prod_{k=1}^{K} z_{nk}^{-mp/2} \right) \text{Dir}(z_n|\alpha) \] (1.24)
and a Gaussian prior distribution on cluster prototypes
\[ p(Y) = \prod_{k=1}^{K} \mathcal{N}(\mu_k|\mu_y, \Sigma_y), \] (1.25)
where \( Z(u_n, m, Y) \) is a normalization constant, \( p \) is the dimensionality of the data, \( \mu_y \) and \( \Sigma_y \) are the sample mean and sample covariance, respectively. The joint likelihood of data and parameters
\[ p(X, Z, Y) = p(X|Z, Y)\tilde{p}(Z|Y)p(Y) \]
\[ \propto \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk}^{m} (x_n - \mu_k)^T (x_n - \mu_k) \right\} \]
\[ \prod_{n=1}^{N} \prod_{k=1}^{K} z_{nk}^{\alpha_k - 1} \times \exp \left\{ -\frac{1}{2} \sum_{k=1}^{K} (\mu_k - \mu_y)^T \Sigma_y^{-1} (\mu_k - \mu_y) \right\}. \] (1.26)

Given the cluster prototype \( \mu_k \) and membership \( z_{nk} \), the distribution of data point \( x_n \) is described as
\[ p(x_n|z_{nk}, \mu_k) \propto \exp \left\{ -\frac{1}{2} \left[ \left( \sum_{k=1}^{K} z_{nk}^m \right) x_n^T x_n - 2x_n^T \left( \sum_{k=1}^{K} z_{nk}^m \mu_k \right) + \left( \sum_{k=1}^{K} z_{nk}^m \mu_k^T \mu_k \right) \right] \right\}. \] (1.27)
Let \( Q = \sum_{k=1}^{K} z_{nk}^m I \), and \( \mu = \frac{1}{\sum_{k=1}^{K} z_{nk}^m} \left( \sum_{k=1}^{K} z_{nk}^m \mu_k \right) \), Equation (1.27) can be rewrit-
then
\[
p(x_n|z_n, \mu_k) \propto \exp \left\{ -\frac{1}{2} \left[ x_n^T Q x_n - 2x_n^T Q \mu + \mu^T Q \mu \right] \right\} \times \exp \left\{ -\frac{1}{2} \left[ \sum_{k=1}^{K} z_{nk}^{m} \mu_k^T \mu_k \right] - \mu^T Q \mu \right\},
\]
(1.28)
then
\[
p(x_n|z_n, \mu_k) = \mathcal{N}(x_n|\mu, Q).
\]
(1.29)
For data point \( x_n \), the generative process implicitly defined in the BFC is as follows:

(a) Draw the membership vector \( z_n \) from the FCP.

(b) Draw a data point \( x_n \) from a Gaussian distribution, \( x_n \sim \mathcal{N}(\cdot|\mu, Q) \), with
\[
Q = \sum_{k=1}^{K} z_{nk}^{m} I \quad \text{and} \quad \mu = \frac{1}{\sum_{k=1}^{K} z_{nk}^{m}} \left( \sum_{k=1}^{K} z_{nk}^{m} \mu_k \right).
\]
The FCP is an improper prior which is uninformative about the membership prior belief. It cannot be normalized over the interval \([0, 1]\). Thus, how to sampling memberships from FCP is unclear in [43]. It is also noted in [43] that the FCP can be converted to a proper prior by replacing the second term \( \prod_{k=1}^{K} z_{nk}^{-mp/2} \) with a product of Inverse-Gamma distribution with shape parameter as \( mp/2 - 1 \) and scale parameter to be small.

### 1.2.3 Bayesian Partial Membership Model

Heller et al. [29] derived a Bayesian partial membership model (BPM) by extending the standard mixture model. The generative processes for both the BFC and BPM models are similar. The main difference between the BPM and BFC models is that the BFC uses both
a fixed fuzzifier parameter and a scaling parameter to control the degree of mixing between topics. In contrast, in the BPM, the degree of mixing between topics is controlled only through a scaling hyper-parameter, \( s \), found in the prior distribution on partial membership values. This hyper-parameter is modeled as an exponential random variable.

In standard finite mixture model, the probability of a data point, \( x_n \), given its assignment indicator \( z_n \) and the cluster parameters \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_K \} \), is defined as

\[
p(x_n|z_n, \Theta) = \prod_{k=1}^{K} p_k(x_n|\theta_k)^{z_{nk}},
\]

\[
z_{nk} \in \{0, 1\},
\]

\[
\sum_{k=1}^{K} z_{nk} = 1,
\]

(1.30)

where \( z_n = [z_{n1}, z_{n2}, \ldots, z_{nK}] \). If \( z_{nk} = 1 \), the data point \( x_n \) belongs to cluster \( k \). For example, with \( z_n = [0, 0, 1, 0] \),

\[
p(x_n|z_n, \Theta) = p_1(x_n|\theta_1)^0 \cdot p_2(x_n|\theta_2)^0 \cdot p_3(x_n|\theta_3)^1 \cdot p_4(x_n|\theta_4)^0
\]

(1.31)

Standard finite mixture model assumes that a data point belongs to one and only one cluster. In order to obtain a model allowing multiple clusters for a data point, the constraint \( z_{nk} \in \{0, 1\} \) is relaxed to \( z_{nk} \in [0, 1] \), e.g., \( z_n = [0.05, 0.1, 0.75, 0.1] \). Correspondingly, Equation (1.30) is modified to be

\[
p(x_n|z_n, \Theta) = \prod_{k=1}^{K} p_k(x_n|\theta_k)^{z_{nk}},
\]

\[
z_{nk} \in [0, 1],
\]

\[
\sum_{k=1}^{K} z_{nk} = 1.
\]

(1.32)
For the above example with $z_n = [0.05, 0.1, 0.75, 0.1]$, Equation (1.32) is

$$p(x_n | z_n, \Theta) = p_1(x_n | \theta_1)^{0.05} \cdot p_2(x_n | \theta_2)^{0.1} \cdot p_3(x_n | \theta_3)^{0.75} \cdot p_4(x_n | \theta_4)^{0.1}.$$ (1.33)

Comparing Equation (1.31) and (1.33), it can be seen that in Equation (1.31) only one cluster (the 3rd one) participates in the data generation, while in Equation (1.33) all the clusters have their own influence on the data generation.

With the partial membership model defined in Equation (1.32), a Bayesian framework for modeling partial memberships of data points to clusters, Bayesian Partial Membership model (BPM), is defined as,

$$p(\pi, s, z_n, x_n | \alpha, \lambda, \beta) = p(\pi | \alpha)p(s | \lambda)p(z_n | \pi s) \prod_{k=1}^{K} p_k(x_n | \beta_k)^{z_{nk}},$$

$$z_{nk} \in [0, 1], \sum_{k=1}^{K} z_{nk} = 1,$$ (1.34)

where $\pi$ is the cluster mixing proportion, assumed to be distributed according to a Dirichlet distribution with parameter $\alpha$:

$$\pi \sim \text{Dir}(\alpha).$$ (1.35)

The scaling factor, $s$, determines the level of cluster mixing and is distributed according to an exponential distribution with mean $1/\lambda$:

$$s \sim \text{exp}(\lambda).$$ (1.36)

$z_n \sim \text{Dir}(\pi s)$ is the membership vector for data point $x_n$. 
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As shown in [29], if each of the mixture components are exponential family distributions of the same type, then 
\[ p(x_n | z_n, \beta) = \prod_{k=1}^{K} p_k(x_n | \beta_k)^{z_{nk}} \] 
with \( z_{nk} \in [0, 1] \) and \( \sum_{k=1}^{K} z_{nk} = 1 \), can be written as:

\[ p(x_n | z_n, \beta) = \text{Expon} \left( \sum_k z_{nk} \eta_k \right), \tag{1.37} \]

where \( \text{Expon} \left( \sum_k z_{nk} \eta_k \right) \) indicates that the data generating distribution for \( x_n \) is of the same exponential family distribution as the original \( K \) clusters, but with new natural parameters \( \sum_k z_{nk} \eta_k \). The new parameters are a convex combination of the natural parameters, \( \eta_k \), of the original clusters weighted by \( z_{nk} \). This provides the powerful (and convenient) ability to sample directly from the unique mixture distribution for each data point if the natural parameters of the original clusters and the membership vector for the data point is known. Given this formalization of the partial membership model, a graphical model of BPM is shown in Figure 1.5. The generative process of BPM is described as follows [29]:

1. Draw mixing proportion \( \pi \) from a Dirichlet distribution, \( \pi \sim \text{Dir}(\alpha) \).

2. Draw scaling constant \( s \) from an exponential distribution \( s \sim \exp(\lambda) = \lambda e^{-\lambda s} \).

3. For each data point \( x_n \)

   (a) Draw the membership vector \( z_n \) from a Dirichlet distribution, \( z_n \sim \text{Dir}(s \pi) \).

   (b) Draw a data point form \( x_n \sim \text{Expon}(\sum_k z_{nk} \eta_k) \).
1.2.4 Unifying Model of BFC and BPM

The BFC model is composed of a data likelihood distribution, FDL (Equation (1.26)), a improper prior distribution for the cluster memberships, FCP (Equation (1.24)) and a Gaussian prior distribution on the cluster prototypes (Equation (1.25)). The BPM model is composed of a data likelihood (Equation (1.38)), a membership distribution (Equation (1.39)) and priors on mixing proportion, scaling factor, and clusters (Equation (1.40) - (1.41)). In BPM, the data likelihood is modeled as an exponential family distribution defined as

\[
P(X|Z, \beta) = \prod_{n=1}^{N} \text{Expon} \left( \sum_{k=1}^{K} z_{nk} \beta_k \right),
\]

and the membership distribution is modeled as a Dirichlet distribution defined as

\[
p(Z|\pi, s) = \prod_{n=1}^{N} \frac{\Gamma\left(\sum_{k=1}^{K} s \pi_k\right)}{\prod_{k=1}^{K} \Gamma(s \pi_k)} \prod_{k=1}^{K} (z_{nk})^{(s \pi_k - 1)},
\]
and the prior on mixing proportion is modeled as a Dirichlet distribution defined as

\[
p(\pi|\alpha) = \frac{\Gamma\left(\sum_{k=1}^{K} \alpha_k\right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \prod_{k=1}^{K} (\pi_k)^{(\alpha_k-1)},
\]

and the prior on scaling factor is modeled as an exponential distribution defined as

\[
p(s|\lambda) = \lambda e^{-\lambda s},
\]

and the prior on clusters is modeled as a distribution conjugate to the above exponential family distribution in Equation (1.38).

A table comparison between BFC and BPM is shown in Table 1.1. The major difference between the BPM and BFC models is that the BFC uses both a fixed \textit{fuzzifier} parameter and the membership prior FCP to control the degree of mixing between clusters. In contrast, in the BPM, the degree of mixing between clusters is controlled only through a scaling hyper-parameter, \(s\), found in the prior distribution on partial membership values. The BPM explicitly defines the cluster mixing proportion \(\pi\) while the BFC does not. For data generating distribution, coefficients of the convex combination for BFC are powered by \textit{fuzzifier} \(m\) while the BPM uses the memberships as coefficients directly.
Table 1.1: Table comparison between BFC, BPM and the unifying model.

<table>
<thead>
<tr>
<th></th>
<th>BFC</th>
<th>BPM</th>
<th>Unifying model</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuzzifier m</td>
<td>m</td>
<td>m = 1</td>
<td>m</td>
</tr>
<tr>
<td>Scaling Factor</td>
<td>N/A</td>
<td>s \sim \exp(\lambda)</td>
<td>s \sim \exp(\lambda)</td>
</tr>
<tr>
<td>Mixing Prop. (\pi)</td>
<td>N/A</td>
<td>\pi \sim \text{Dir}(\alpha)</td>
<td>\pi \sim \text{Dir}(\alpha)</td>
</tr>
<tr>
<td>Membership</td>
<td>z \sim \text{FCP}</td>
<td>z \sim \text{Dir}(\pi s)</td>
<td>z \sim \text{Modified FCP}</td>
</tr>
<tr>
<td>Coeff. of Data Generating Distribution</td>
<td>\frac{z^{m}<em>{nk}}{\sum</em>{k} z^{m}_{nk}}</td>
<td>\frac{z^{m}<em>{nk}}{\sum</em>{k} z^{m}_{nk}} , m = 1</td>
<td>\frac{z^{m}<em>{nk}}{\sum</em>{k} z^{m}_{nk}}</td>
</tr>
</tbody>
</table>

A unifying model combining BFC and BPM is proposed to investigate the effect of fuzzifier \(m\) and scaling factor \(s\) on the membership mixing level. The unifying model is composed of an exponential prior on scaling factor defined as

\[
p(s|\lambda) = \lambda e^{-\lambda s}, \tag{1.42}
\]

a Dirichlet prior on mixing proportion defined as

\[
p(\pi|\alpha) = \frac{\Gamma \left( \sum_{k=1}^{K} \alpha_k \right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \prod_{k=1}^{K} (\pi_k)^{\alpha_k-1}, \tag{1.43}
\]

a data likelihood in the same form of FDL, defined as

\[
p(X|Z, Y) = \prod_{n=1}^{N} \frac{1}{Z(u_n, m, Y)} \prod_{k=1}^{K} \mathcal{N}(x_n | \mu_k, Q = z^{m}_{nk} I), \tag{1.44}
\]
and a prior distribution for the cluster membership defined as

\[
\tilde{p}(Z|Y) = \prod_{n=1}^{N} Z(u_n, m, Y) \left( \prod_{k=1}^{K} z_{nk}^{-mp/2} \right) \text{Dir}(z_n|s\pi), \quad (1.45)
\]

which modifies the FCP in BFC by replacing the Dirichlet parameter with \( s\pi \). The joint likelihood of the unifying model can be computed as

\[
p(X, Z, \pi, s|Y) = p(X|Z, Y)\tilde{p}(Z|Y)p(\pi)p(s)
\]

\[
= \prod_{n=1}^{N} \frac{1}{Z(u_n, m, Y)} \prod_{k=1}^{K} N(x_n|\mu_k, Q = z_{nk}^m I)
\]

\[
= \prod_{n=1}^{N} \prod_{k=1}^{K} \frac{\Gamma\left(\sum_{k=1}^{K} \alpha_k\right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \prod_{k=1}^{K} (\pi_k)^{(\alpha_k-1)} \lambda e^{-\lambda s}
\]

\[
= \prod_{n=1}^{N} \prod_{k=1}^{K} \frac{\Gamma\left(\sum_{k=1}^{K} \pi_k\right)}{\prod_{k=1}^{K} \Gamma(\pi_k)} \prod_{k=1}^{K} (z_{nk})^{(s\pi_k-1)} \prod_{k=1}^{K} (\pi_k)^{(\alpha_k-1)} \lambda e^{-\lambda s}
\]

\[
= \prod_{n=1}^{N} \prod_{k=1}^{K} \left(\frac{1}{\sqrt{2\pi}}\right)^{-p/2} \exp \left\{ -\frac{1}{2} z_{nk}^m (x_n - \mu_k)^T (x_n - \mu_k) \right\}
\]

\[
= \prod_{n=1}^{N} \prod_{k=1}^{K} \frac{\Gamma\left(\sum_{k=1}^{K} \pi_k\right)}{\prod_{k=1}^{K} \Gamma(\pi_k)} \prod_{k=1}^{K} (z_{nk})^{(s\pi_k-1)} \prod_{k=1}^{K} (\pi_k)^{(\alpha_k-1)} \lambda e^{-\lambda s}.
\]

(1.46)
The log of this joint likelihood is defined as

\[
\ln p(X, Z, Y, s, \pi) = \text{const} + \sum_{n=1}^{N} \sum_{k=1}^{K} \left\{ -\frac{1}{2} z_{nk}^m (x_n - \mu_k)^T (x_n - \mu_k) \right\} \\
+ \sum_{n=1}^{N} \left\{ \ln \Gamma \left( \sum_{k=1}^{K} s\pi_k \right) - \sum_{k=1}^{K} \ln \Gamma (s\pi_k) + \sum_{k=1}^{K} (s\pi_k - 1) \ln z_{nk} \right\} \\
+ \ln \lambda - \lambda s
\] 

(1.47)

An experiment was conducted to show the effect of \(m\) and \(s\) on the membership mixing level in the unifying model. The two Gaussian clusters are set to be \(\mathcal{N}(0, 1)\) and \(\mathcal{N}(1, 1)\). A set of input data points \(X\) are generated in range \([-0.5, 1.5]\) with increment 0.05, and a set of memberships \(Z\) are generated in range \([0, 1]\) with increment 0.05. The fuzzifier \(m\) is varied to be \(-1, -0.5, 0, 0.5, 1, 2, 5, \) and 10. The scaling factor \(s\) is varied to be 0.1, 0.5, 1, 2, and 5. The parameter \(\lambda\) is set to be 1. The cluster mixing proportion \(\pi\) is fixed to be \([0.5, 0.5]\). The parameter \(\alpha\) is set to be \([1, 1]\). The log of joint likelihood in the unifying model is shown in Figure 1.6. X axis denotes the membership in the first cluster ranging from 0 to 1 and Y axis denotes the input data point \(x\) ranging from \(-0.5\) to 1.5. As the cluster mixing proportion \(\pi\) is fixed, the scaling factor \(s\) directly determines the prior on memberships. As shown in each column where fuzzifier \(m\) is fixed, as \(s\) increases, mixing memberships get higher log likelihood. Memberships with high log likelihood (bright yellow region) are gradually moved from the left and right margins (crisp membership) to the horizontal center (mixing membership). The fuzzifier \(m\) determines the vertical position of the high log likelihood region (which data points have high log likelihood). As shown in each row, with \(m\) increases, data points with high log likelihood are gradually
expanded to the top and bottom margins. The scaling factor $s$ impacts the cluster mixing level by controlling the prior knowledge on memberships and the fuzzifier $m$ by controlling the percentage of mixing data points.

Figure 1.6: Log likelihood of the unifying model with different $m$ and $s$. X axis denotes the membership in the first cluster varied from 0 to 1. Y axis denotes the input data point $x$ varied from $-0.5$ to $1.5$.

1.3 Cluster Representation

In this work, the form of the distribution for each cluster is assumed to be in the exponential family. This section focuses on Gaussian distribution and multinomial distribution
specifically. An exponential family distribution can be written as:

\[
p(x|\eta) = h(x)g(\eta)\exp \left\{ \eta^T s(x) \right\} = \text{Expon}(x|\eta),
\]

where \( s(x) \) is known as sufficient statistics (a statistic is a function of data), \( \eta \) are natural parameters, \( h(x) \) is the underlying measure, also depending on the data, and \( g(\eta) \) is the normalizer, ensuring the probability sums/integrates to 1. For Gaussian distribution, \( \mathcal{N}(x|\mu, \Sigma) \), the natural parameters \( \eta = (\Sigma^{-1}, \Sigma^{-1}\mu) \), and for multinomial(categorical) distribution, \( p(x|\beta) = \prod_{m=1}^{M} \beta_m^{x_m} \), the natural parameters \( \eta_m = \ln \left( \frac{\beta_m}{\beta_M} \right), m = 1, \ldots, M \).

For the \( k \)-th cluster with natural parameters \( \eta_k \), its distribution can be rewritten as

\[
p_k(x_n|\eta_k) = h(x_n)g(\eta_k)\exp \left\{ \eta_k^T s(x_n) \right\} = \text{Expon}(x_n|\eta_k).
\]

Plugging Equation (1.49) into Equation (1.32), Equation (1.32) can be rewritten as an exponential family distribution

\[
p(x_n|z_n, \Theta) = \prod_{k=1}^{K} p_k(x_n|\theta_k)^{z_{nk}} = \prod_{k=1}^{K} \text{Expon}(x_n|\eta_k)^{z_{nk}} = \text{Expon} \left( x_n \middle| \sum_{k=1}^{K} z_{nk} \eta_k \right),
\]

where \( p(x_n|z_n, \Theta) \) has the same distribution form as the original clusters, and its natural parameters is a convex combination of the natural parameters of the original clusters, \( \eta_k \),
weighted by the partial membership $z_{nk}$.

### 1.3.1 Cluster as a Gaussian Distribution

Each cluster can be represented with a Gaussian (continuous) distribution. The cluster parameter $\theta_k = (\mu_k, \Sigma_k)$ can be converted to the natural parameters $\eta_k = (\Lambda_k, \Lambda_k\mu_k)$, where $\Lambda_k = \Sigma_k^{-1}$ is called the precision matrix. For Gaussian clusters, Equation (1.50) becomes

$$p(x_n|z_n, \Theta) = \text{Expon}(x_n|\Lambda_n', \Lambda_n'\mu_n'),$$

$$= \mathcal{N}(x_n|\mu_n', \Sigma_n')$$

(1.51)

where

$$\Lambda_n' = \sum_{k=1}^{K} z_{nk}\Lambda_k \quad \Rightarrow \quad \Sigma_n' = \left( \sum_{k=1}^{K} z_{nk}\Sigma_k^{-1} \right)^{-1}$$

(1.52)

$$\Lambda_n'\mu_n' = \sum_{k=1}^{K} z_{nk}\Lambda_k\mu_k \quad \Rightarrow \quad \mu_n' = \Sigma_n' \sum_{k=1}^{K} z_{nk}\Sigma_k^{-1}\mu_k.$$

(1.53)

For Gaussian clusters, a data point $x_n$ is drawn from a new Gaussian distribution with natural parameters as a convex combination of the natural parameters of the original clusters, $\eta_k = (\Lambda_k, \Lambda_k\mu_k)$, weighted by the partial membership $z_{nk}$. Different membership values yield different Gaussian distributions.
1.3.2 Cluster as a Categorical Distribution

As another example, each cluster can be represented with a Categorical (discrete) distribution. The cluster parameter \( \theta_k = \{\beta_{k1}, \beta_{k2}, \ldots, \beta_{kM}\} \) can be converted to the natural parameters \( \eta_k = \{\eta_{k1}, \eta_{k2}, \ldots, \eta_{kM}\} \) using the following equations,

\[
\eta_{km} = \ln \left( \frac{\beta_{km}}{\beta_{kM}} \right), \quad \beta_{km} = \frac{\exp(\eta_{km})}{\sum_{j=1}^{M} \exp(\eta_{kj})}.
\] (1.54)

For categorical distributed clusters, Equation (1.50) becomes

\[
p(x_n|z_n, \Theta) = \text{categorical}(\eta'_n) = \text{categorical}(\beta'_n)
\] (1.55)

where

\[
\eta'_{nm} = \sum_{k=1}^{K} z_{nk} \eta_{km} = \sum_{k=1}^{K} z_{nk} \ln \left( \frac{\beta_{km}}{\beta_{kM}} \right) = \sum_{k=1}^{K} \ln \left( \frac{\beta_{km}}{\beta_{kM}} \right) z_{nk} = \ln \left( \prod_{k=1}^{K} \left( \frac{\beta_{km}}{\beta_{kM}} \right)^{z_{nk}} \right),
\] (1.56)

\[
\beta'_{nm} = \frac{\exp(\eta'_{nm})}{\sum_{j=1}^{M} \exp(\eta'_{nj})} = \frac{\prod_{k=1}^{K} (\beta_{km})^{z_{nk}}}{\sum_{j=1}^{F} \left( \prod_{k=1}^{K} (\beta_{kj})^{z_{nk}} \right)}.\] (1.57)

For categorical clusters, the new natural parameter \( \eta'_{nm} \) is a convex combination of the natural parameter of the original clusters, \( \eta_{km} \), weighted by the partial membership \( z_{nk} \); the new \( \beta'_{nm} \) can be considered as a normalized weighted product of the \( m \)th parameter, \( \beta_{km} \), of all the clusters.
Chapter 2

Proposed Algorithm

The standard LDA model assumes that each word comes from one and only one topic. This is generally true for text documents, since a text word is the smallest meaningful unit that cannot be broken down any further. For image documents, however, a visual word may belong to multiple topics. For example, consider the photograph in Figure 2.1a where the gradually thinning fog blurs the boundary between the foggy sky and the mountain, a sharp boundary between the “fog” and “mountain” topics does not exist. Similarly, in Figure 2.1b consider the gradually fading sunlight or in Figure 2.1c consider the gradually vanishing sand ripples shown in the Synthetic Aperture SONAR image of the sea floor. In both of these cases, sharp boundaries between the “sun” and “sky” topics or “sand ripple” and “flat sand” topics do not exist. To address this, we propose to allow visual words in regions of transition to have partial memberships in multiple topics, i.e., in both the “fog” and “mountain” topics. A partial membership model for Latent Dirichlet Allocation is, thus far, an untouched topic in the literature. In this work, the standard LDA is generalized to allow for partial memberships. A Partial Membership Latent Dirichlet Allocation model
in which the words can have partial membership in all available topics is proposed. A generative process for PM-LDA model which contains extra steps to generate the partial membership is established, and the inference and parameter estimation methods based on Gibbs sampler are developed.

![Examples of images with gradual transition region.](image)

Figure 2.1: Examples of images with gradual transition region. (a) A foggy mountain photograph with a gradual transition from fog to mountain [? ]. (b) A sunset photograph with a gradual transition from sun to sky [? ]. (c) A SONAR image with gradually vanishing sand ripples.

### 2.1 Partial Membership Latent Dirichlet Allocation

As discussed in [29, 44], in the BPM, data points are organized at only one level, where each data point is indexed by its corresponding component distribution. In the proposed model, PM-LDA, and in the original LDA model data is organized at two levels: the word level and the document level. This two-level organization is illustrated in Figure 2.3 and 2.4. In the proposed PM-LDA model, the random variable associated with a data point is assumed to be distributed according to multiple topics with a continuous partial membership in each
topic. Specifically, the PM-LDA model is

\[
p(\pi^d, s^d, z^d_n, x^d_n|\alpha, \lambda, \beta) = p(\pi^d|\alpha)p(s^d|\lambda)p(z^d_n|\pi^d, s^d) \prod_{k=1}^K p_k(x^d_n|\beta_k)^{z^d_{nk}}
\]

where the document index \(d\) is moved to the superscript, \(x^d_n\) is the \(n\)th word in document \(d\), \(z^d_n\) is the partial membership vector of \(x^d_n\), \(\pi^d \sim \text{Dir}(\alpha)\) and \(s^d \sim \exp(\lambda)\) are the topic proportion and the level of topic mixing in document \(d\), respectively. The parameter \(\alpha\) gives the topic composition across a document. For example, in a synthetic aperture SONAR image depicting an area of sea floor (e.g., Figure 2.1c), the image may be composed of 40% of the “sand ripple” topic and 60% of the “flat sand” topic. The parameter \(\lambda\) controls how similar the partial membership vector of each word is expected to be to the topic distribution of the document. For example, a small \(\lambda\) would correspond to most words in an document to have partial membership vectors very close to \(\pi^d\). In an image segmentation application, this generally corresponds to large transition regions between topics (e.g., the transition from “flat sand” to “sand ripple” is very slow and comprises the majority of the image). For a large \(\lambda\), the partial membership vectors for each word can vary significantly from the document mixing proportions. In general, this corresponds to very narrow (tending towards crisp) transition regions in an image segmentation application (e.g., the SAS image may have 39% of the visual words as pure “sand ripple”, 59% as pure “flat sand”, and only 2% mixed). The vector \(z^d_n\) represents the partial memberships of data point \(x^d_n\) in each of the \(K\) topics. The vector \(z^d_n\) is distributed according to a Dirichlet distribution,

\[
z^d_n \sim \text{Dir}(\pi^d, s^d).
\]
If each component distribution is assumed to be of the exponential family, \( p_k(\cdot | \beta_k) = \text{Expon}(\eta_k) \), then using the result in (1.37), \( p(x^d_n | z^d_n, \beta) = \text{Expon}(\sum_k z^d_{nk} \eta_k) \).

The corresponding graphical model of PM-LDA is shown in Figure 2.4 and the generative procedure of PM-LDA is described as follows.

1. For each document \( X^d \), draw topic proportions \( \pi^d \sim \text{Dir}(\alpha) \)

2. Draw scaling factor \( s^d \) from an exponential distribution \( s^d \sim \text{exp}(\lambda) = \lambda e^{-\lambda s} \).

3. For each word \( x^d_n \)
   
   (a) Draw the membership vector \( z^d_n \sim \text{Dir}(\pi^d s^d) \).
   
   (b) Draw word \( x^d_n \sim \text{Expon}(\sum_k z^d_{nk} \eta_k) \)

In PM-LDA, the membership \( z^d_n \) is drawn from a Dirichlet distribution which is in contrast to a multinomial distribution as used in LDA. With the infinite number of possible values for \( z^d_n \), the word generating distributions in PM-LDA are expanded from only \( K \) generating distributions (as in LDA) to infinitely many. Figure 2.5 illustrates this using two Gaussian topic distributions, where the membership value to one topic is varied from 0 to 1 with an increment 0.1. The two original topics are shown as the Gaussian distributions at either end. In LDA, words are generated from only the two original topic distributions. In PM-LDA, words can be generated from any of the topic distributions including and between the original topic distributions. As the scaling factor \( s \to 0 \), the PM-LDA model will degrade to the LDA model.

Given the hyperparameters \( \Psi = \{\alpha, \lambda, \beta\} \), the full PM-LDA model over all words in a document can be written as the joint probability of the topic proportions \( \pi^d \), scaling factor
When considering the specific distribution forms chosen in PM-LDA model that

\[
p(\pi_d | \alpha) = \frac{\Gamma \left( \sum_{k=1}^{K} \alpha_k \right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \prod_{k=1}^{K} (\pi_{d_k}^{\alpha_k-1})
\]
\[
p(s_d | \lambda) = \lambda e^{-\lambda s_d}
\]
\[
p(z_{dn} | \pi_d s_d) = \frac{\Gamma \left( \sum_{k=1}^{K} s_{dn} \pi_{d_k} \right)}{\prod_{k=1}^{K} \Gamma(s_{dn} \pi_{d_k})} \prod_{k=1}^{K} (z_{dnk}^{s_{dnk} \pi_{d_k}-1}),
\]

where \(s_d\) are the partial membership vectors, \(Z^d = \{z_{dn}^d\}_{n=1}^{N^d}\) and a set of \(N^d\) words \(X^d\), defined as:

\[
p(\pi_d, s_d, Z^d, X^d | \alpha, \lambda, \beta) = p(\pi_d | \alpha)p(s_d | \lambda) \prod_{n=1}^{N^d} p(x_{dn}^d | z_{dn}^d, \beta)p(z_{dn}^d | \pi_d s_d).
\]
The joint probability in Equation (2.3) is

\[
p(\pi^d, s^d, Z^d, X^d | \alpha, \lambda, \beta)
= p(\pi^d | \alpha) p(s^d | \lambda) \prod_{n=1}^{N^d} p(x_n^d | z_n^d, \beta) p(z_n^d | \pi^d s^d).
\]

\[
= \left( \frac{\Gamma \left( \sum_{k=1}^{K} \alpha_k \right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \right) \prod_{k=1}^{K} (\pi_k^d)^{(\alpha_k - 1)} \left( \lambda e^{-\lambda s^d} \right)
\]

\[
\prod_{n=1}^{N^d} \left( \frac{\Gamma \left( \sum_{k=1}^{K} s^d \pi_k^d \right)}{\prod_{k=1}^{K} \Gamma(s^d \pi_k^d)} \right) \prod_{k=1}^{K} (z_{nk}^d)^{(s^d \pi_k^d - 1)}.
\]

(2.4)

The log of this joint distribution in Equation (2.4), is:

\[
\ln(p(\pi^d, s^d, Z^d, X^d | \alpha, \lambda, \beta)) = \]

\[
\ln p(\pi^d | \alpha) + \ln p(s^d | \lambda) + \sum_{n=1}^{N^d} \left\{ \ln p(x_n^d | z_n^d, \beta) + \ln p(z_n^d | \pi^d s^d) \right\}
\]

\[
= \ln \Gamma \left( \sum_{k=1}^{K} \alpha_k \right) - \sum_{k=1}^{K} \ln \Gamma(\alpha_k)
\]

\[
+ \sum_{k=1}^{K} (\alpha_k - 1) \ln \pi_k^d + \ln \lambda - \lambda s^d
\]

\[
+ \sum_{n=1}^{N^d} \ln p(x_n^d | z_n^d, \beta) + \sum_{n=1}^{N^d} \left\{ \ln \Gamma \left( \sum_{k=1}^{K} s^d \pi_k^d \right) \right\}
\]

\[
- \sum_{k=1}^{K} \ln \Gamma(s^d \pi_k^d) + \sum_{k=1}^{K} (s^d \pi_k^d - 1) \ln z_{nk}^d.
\]

(2.5)
The BPM model and PM-LDA model originate from the mixture model and the mixed membership model, respectively, and both extend the original models by introducing the partial membership. The PM-LDA model can be considered as an extension of the BPM model in the same way as the mixed membership model is an extension of the mixture model. The mixed membership model is a mixture of mixture model where the data is organized in two levels \([29, 45]\). Each “data point” is a collection of data, and each collection can belong to multiple groups \([46]\). In the PM-LDA model, the data is organized at the level of words and then documents. Each document is a collection of words, and each document can belong to multiple topics. The latent variables in the proposed model include the document-specific topic proportion and the partial memberships. The BMP model indexes the data directly and the latent variable represents the partial memberships only \([44]\).

2.2 Inference using Gibbs Sampler for One Document

The goal of inference given one document is to predict the topic proportion \(\pi\), the scaling factor \(s\), and the memberships \(Z\), given the document \(X\), the topic proportion prior \(\alpha\), the scaling factor prior \(\lambda\), and the cluster parameters \(\Theta\). Let \(\Omega = \{\pi, s, Z\}\) denote the variables to predict. The inference amounts to finding \(\Omega\) that maximizes the following posterior distribution

\[
p(\Omega|X, \Psi) = \frac{p(\Omega, X|\Psi)}{p(X|\Psi)},
\]

which is intractable to compute since the denominator, \(p(X|\Psi)\), cannot be computed exactly. In this work, a Metropolis within Gibbs sampler is employed to perform the MAP inference which can generate samples from the posterior distribution in (2.5) \([43]\), where the topic proportion \(\pi\), scaling factor \(s\), and memberships \(Z\) are sampled alternately. Algo-
Algorithm 2 outlines the procedure for this method.

**Algorithm 2** Gibbs Sampling Method for Inference

**Input:** A document $X$, $K$ topics, and the number of sampling iterations $T$

**Output:** Collection of all samples: $\pi^{(t)}$, $s^{(t)}$, $Z^{(t)}$.

1: for $t = 1 : T$ do
2: Sample $\pi$ using (2.14) to (2.15)
3: Sample $s$ using (2.16) to (2.17)
4: for $n = 1 : N$ do
5: Sample $z_n$ using (2.18) to (2.19)
6: end for
7: end for

**Step 2. Sample the topic proportion vector $\pi$:** A proposed topic proportion $\pi^\dagger$ for the document is sampled from the prior Dirichlet proposal distribution

$$\pi^\dagger \sim \text{Dir}(\alpha),$$  \hspace{1cm} (2.7)

which will be accepted with the probability

$$a_{\pi} = \min \left\{ 1, \frac{p(\pi^\dagger, s^{(t-1)}, Z^{(t-1)}, X|\Psi)p(\pi^{(t-1)}|\alpha)}{p(\pi^{(t-1)}, s^{(t-1)}, Z^{(t-1)}, X|\Psi)p(\pi^\dagger|\alpha)} \right\}.$$  \hspace{1cm} (2.8)

**Step 3. Sample the scaling factor $s$:** A proposed scaling factor $s^\dagger$ for the document is sampled from the prior exponential distribution

$$s^\dagger \sim \exp(\lambda),$$  \hspace{1cm} (2.9)
Step 5. Sample the membership vector $z_n$ of the $n$th word: A new membership vector candidate $z_n^{\dagger}$ is sampled from a uniform symmetric Dirichlet proposal distribution for simplicity

$$z_n^{\dagger} \sim \text{Dir}(1_K),$$

which will be accepted with the probability

$$a_n = \min \left\{ 1, \frac{p(\pi^{(t)}, s^{(t)}, z_n^{\dagger}, X | \Psi) p(s^{t-1} | \lambda)}{p(\pi^{(t)}, s^{(t)}, Z^{(t-1)}, X | \Psi) p(s^{t-1} | \lambda)} \right\}.
\tag{2.12}$$

where a Hastings correction is not needed because the proposal distribution is symmetric.

The proposed Metropolis within Gibbs scheme will return the full distribution of parameter values given the desired posterior. In this word, the full MAP sample (i.e., the sample with the largest log likelihood value) is used as the final estimate for the desired parameters, $\{\pi^*, s^*, Z^*\}$. Given multiple documents, the inference process should be applied to each document sequentially and independently.

### 2.3 Parameter Estimation using Gibbs Sampler

The goal of parameter estimation is to maximize the following posterior distribution,

$$p(\Pi, S, M, \beta | D, \alpha, \lambda) \propto p(\Pi, S, M, D | \alpha, \lambda, \beta),
\tag{2.13}$$
where $D = \{ X^1, X^2, \ldots, X^D \}$ includes all training documents and $\Pi$, $S$, $M$ include all of the topic proportions, scaling factors and membership vectors, respectively.

The sampling method cycles between the following two stages until convergence:

1. For each document, $X^d$, sample $\pi^d$, $s^d$, $Z^d$ alternately using a Gibbs sampler, assuming the topic component parameters $\beta$ are fixed.

2. Sample topic component parameters $\beta$ using all the documents, assuming $\Pi$, $S$, $M$ are fixed.

The parameter estimation procedure is described in Algorithm 3. Note that to simplify the expressions used, in the following discussion, the document index $d$ is ignored in the topic proportion $\pi^d$, scaling factor $s^d$, the membership vector $z^d_n$, and document $X^d$. Details of Algorithm 3 are described as follows.

**Algorithm 3 Gibbs Sampling Method for Parameter Estimation**

**Input:** A corpus $D$, the number of topics $K$, and the number of sampling iterations $T$

**Output:** Collection of all samples: $\Pi^{(t)}$, $S^{(t)}$, $M^{(t)}$, $\beta^{(t)}$.

1: for $t = 1 : T$
2: for $d = 1 : D$
3: Sample $\pi^d$ using (2.14) to (2.15)
4: Sample $s^d$ using (2.16) to (2.17)
5: for $n = 1 : N^d$
6: Sample $z^d_n$ using (2.18) to (2.19)
7: end for
8: end for
9: for $k = 1 : K$
10: Sample the $k$th topic
11: end for
12: end for
Step 3. Sample the topic proportion vector $\pi$ of the $d$th document:  A proposed topic proportion $\pi^\dagger$ for the $d$th document is sampled from the prior Dirichlet proposal distribution

$$\pi^\dagger \sim \text{Dir}(\alpha),$$  \hspace{1cm} (2.14)

which will be accepted with the probability

$$a_\pi = \min \left\{ 1, \frac{p(\pi^\dagger, s^{(t-1)}, \mathbf{Z}^{(t-1)}, \mathbf{X} | \Psi)p(\pi^{(t-1)} | \alpha)}{p(\pi^{(t-1)}, s^{(t-1)}, \mathbf{Z}^{(t-1)}, \mathbf{X} | \Psi)p(\pi^\dagger | \alpha)} \right\}.$$  \hspace{1cm} (2.15)

Step 4. Sample the scaling factor $s$ of the $d$th document:  A proposed scaling factor $s^\dagger$ for the $d$th document is sampled from the prior exponential distribution

$$s^\dagger \sim \text{exp}(\lambda),$$  \hspace{1cm} (2.16)

which will be accepted with the probability

$$a_s = \min \left\{ 1, \frac{p(\pi^{(t)}, s^\dagger, \mathbf{Z}^{(t-1)}, \mathbf{X} | \Psi)p(s^{(t-1)} | \lambda)}{p(\pi^{(t)}, s^{(t-1)}, \mathbf{Z}^{(t-1)}, \mathbf{X} | \Psi)p(s^\dagger | \lambda)} \right\}.$$  \hspace{1cm} (2.17)

Step 6. Sample the membership vector $\mathbf{z}_n$ of the $n$th word in the $d$th document:  A new membership vector candidate $\mathbf{z}_n^\dagger$ is sampled from a uniform symmetric Dirichlet proposal distribution for simplicity

$$\mathbf{z}_n^\dagger \sim \text{Dir}(\mathbf{1}_K),$$  \hspace{1cm} (2.18)
which will be accepted with the probability

\[
a_k = \min \left\{ 1, \frac{p(\pi^{(t)}, s^{(t)}, z_n, x_n | \Psi)}{p(\pi^{(t)}, s^{(t)}, z_{n-1}^{(t)}, x_n | \Psi)} \right\},
\]

(2.19)

where a Hastings correction is not needed because the proposal distribution is symmetric.

The proposed Metropolis within Gibbs scheme will return the full distribution of parameter values given the desired posterior. Our method uses the full MAP sample (i.e., the sample with the largest log likelihood value) as the final estimate for the desired parameters, \(\{\Pi^*, S^*, M^*, \beta^*\}\).

### 2.3.1 Topic as Gaussian Distribution

In the current implementation, the topic component distributions are considered to be Gaussian distributions with different means but identical diagonal and isotropic covariance matrices. So topic component parameters \(\beta\) are the \(K\) Gaussian distribution means, \(\mu_k\), and covariance matrices, \(\Sigma_k = \sigma^2 I\). The step 10 in Algorithm 3 are accordingly expanded as followings.

**Step 10.1 Sample \(\mu_k\):** In the current implementation, the proposal distribution for a topic distribution mean is a Gaussian distribution whose parameters are set to be the mean of the corpus

\[
\mu_D = \frac{1}{\sum_{d=1}^{D} N_d} \sum_{d=1}^{D} \sum_{n=1}^{N_d} x_{n}^d,
\]

(2.20)
and a wide covariance in the shape of the corpus covariance

$$\Sigma_D = \frac{f}{\sum_{d=1}^{D} \sum_{n=1}^{N^d} (x^d_n - \mu_D) (x^d_n - \mu_D)^T},$$

(2.21)

where $f$ is a user set parameter. Thus,

$$\mu^\dagger_k \sim \mathcal{N}(\mu_D, \Sigma_D).$$

(2.22)

During sampling, the proposed new candidate $\mu^\dagger_k$ will be accepted with the probability

$$a_k = \min \left\{ 1, \frac{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\mu^\dagger_k) \mathcal{N}(\mu_k^{(t-1)}|\mu_D, \Sigma_D)}{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\mu_k^{(t-1)}|\mu_D, \Sigma_D)} \right\},$$

(2.23)

**Step 10.2 Sampling $\sigma^2$:** In the current implementation, the topic component distributions are represented with $K$ Gaussian distributions with different means but identical diagonal and isotropic covariance matrices. So for the topic covariance matrix, only the diagonal element $\sigma^2$ is needed to sample. The proposal distribution for $\sigma^2$ is a uniform distribution, $\text{Unif}(0, u)$, with

$$u = f_u \cdot \frac{1}{2} \left\{ \max_{x_n} d^2(x_n, \mu_D) - \min_{x_n} d^2(x_n, \mu_D) \right\},$$

(2.24)

where $f_u$ is a user set parameter, which is set to be 1 in the experiments. The corresponding candidates for all the cluster covariance matrices $\Sigma$ will be

$$\Sigma^\dagger = \{ \Sigma^\dagger_1, \Sigma^\dagger_2, \ldots, \Sigma^\dagger_K \},$$

(2.25)
where each $\Sigma_k^t = \sigma^2 I$. In the $t$th iteration, the proposed new candidate $\Sigma^t$ will be accepted with the probability

$$a_\Sigma = \min \left\{ 1, \frac{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\Sigma^t)}{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\Sigma^{(t-1)})} \right\}. \quad (2.26)$$

### 2.3.2 Topic as Multinomial Distribution

For topics modeled as multinomial distributions, the proposal distribution for $\beta_k$ is a Dirichlet distribution, $\text{Dir}(1_V)$. In the $t$th iteration, the proposed new candidate $\beta_k^t$ will be accepted with the probability

$$a_\beta = \min \left\{ 1, \frac{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\beta^t_k)}{p(\Pi^{(t)}, S^{(t)}, M^{(t)}, D|\beta^{(t-1)}_k)} \right\}. \quad (2.27)$$
Chapter 3

Experiments on Synthetic Data

In this section, a series of experiments on synthetic data are conducted to fully explore the properties of PM-LDA. The experiments begin with estimating memberships with known topics and estimating topic centers with known memberships, and then extend to estimate more unknown parameters including the topic proportion, scaling factor, membership and topics using a Gibbs sampler.

3.1 Membership Estimation with Known Topics

3.1.1 Experiment 1 - Varying the Number of Samples

Suppose that the topic proportion $\pi$ and the scaling factor $s$ are fixed, the PM-LDA is degraded to a mixture model with partial memberships. As discussed in Section 1.3 of Chapter 1, a data point $x_n$ is sampled from a distribution which is a convex combination of all of the topics, weighted by its membership values $z_n$. A geometric interpretation is
that the distributions that can generate data lie on the \((K - 1)\)-simplex with the \(K\) topic distributions as its \(K\) vertices. An illustration for \(K = 3\) is shown in Figure 3.1. The three vertices \(C\) represent the three topics in the natural parameter space. For standard mixture model with crisp membership value, only the three vertices can generate data, while for mixture model with partial membership, all the distributions (infinitely many) on the simplex can generate data. In the inference procedure where the topics are known (i.e., \(C_i\) are known in Figure 3.1), estimating the membership values is roughly equivalent to estimating the data generating distribution (i.e., dots in Figure 3.1) since the data generating distribution is fully determined by the membership values. Consider a challenging case when \(N\) data points are generated by \(N\) different data generating distributions. In other words, only one data point is available to estimate the data generating distribution. It can be seen that the estimation accuracy of the membership values is highly dependent on the number of data points.

![2-simplex](image)

Figure 3.1: The simplex for three topics. \(C_i\) represents the natural parameters of the \(i\)th topic. The black dots show some of the possible data generating distributions.

This experiment was designed to show the impact of the number of data points on the membership estimation error. It is assumed that all the data points have the same membership values, generated by the same distribution. In the experiment, the membership values are fixed to be \([0.4, 0.6]\). The two Gaussian distributions with \(\mu_1 = [2, 2]\), \(\Sigma_1 = [0.3, 0.02; 0.02, 0.2]\), and \(\mu_2 = [-4, -2]\), \(\Sigma_2 = [0.2, 0; 0, 0.4]\) are used as topics. The
data generating distribution is a Gaussian distribution with mean \( \mu' = [-2.2030, 0.1317] \), and covariance \( \Sigma' = [0.2306, 0.0088; 0.0088, 0.2850] \) according to the following equations,

\[
\Sigma' = (0.4\Sigma_1^{-1} + 0.6\Sigma_2^{-1})^{-1}
\]

\[
\mu' = (0.4\mu_1\Sigma_1^{-1} + 0.6\mu_2\Sigma_2^{-1}) \Sigma'.
\]

The number of data points is varied from 1 to 582 with stepsize 20. The average squared error of the estimated membership values over 10 runs is shown as the red curve (\( F = 1 \)) in Figure 3.2. The estimated membership values have large error when the number of data point is small.

### 3.1.2 Experiment 2 - Varying the Covariance Matrices of Topics

With limited number of samples, an important factor on the estimation results is the topic attributes. Assume that the topics are Gaussian distributions. Given the same amount of samples, the larger the Gaussian variance, the bigger the estimation error. In this experiment, the covariance matrices of the two Gaussian topics in Section 3.1.1 are multiplied by a factor \( F \) of 1, 4, 9, and 16, respectively. The average squared errors under different multipliers are shown in Figure 3.2. It can be seen that the average squared error increases as the multiplier \( F \) becomes larger (the covariance matrix becomes more diffuse).

### 3.1.3 Experiment 3 - Membership Estimation with Known Topics

In this experiment, the memberships \( Z \) are estimated assuming that the topic proportion \( \pi \), the scaling factor \( s \), and the topics \( \beta \) are known. The influences of scaling factor and
Figure 3.2: Average squared error for different multiplier $F (\Sigma_F = \Sigma \cdot F)$. When $N = 1$, the average squared errors for $F = 1, 4, 9, 16$ are 0.015, 0.036, 0.077, and 0.107, respectively.

topic attributes on the membership estimation are investigated. Three types of documents are designed, with sparse (actually binary) memberships, highly mixed memberships and memberships evenly distributed in $[0, 1]$, respectively.

Scaling factor $s$ In this part, the effect of scaling factor $s$ on the membership estimation is investigated using three types of documents, with sparse (actually binary) memberships, highly mixed memberships and memberships evenly distributed in $[0, 1]$, respectively. Each document is generated using two Gaussian topics, with $\mu_1 = [0, 4]$, $\Sigma_1 = 0.01 \times [1, 0; 0, 1]$, and $\mu_2 = [0, -4]$, $\Sigma_2 = 0.01 \times [1, 0; 0, 1]$. Each document has 1000 data points. The topic proportion is fixed to be $[0.5, 0.5]$. The scaling factor $s$ is varied to be 0.001, 0.01, 100, 1000, 5000 and 10000. The estimated memberships are shown in Figure 3.3 - 3.5. As shown in Figure 3.3 and 3.4, the scaling factor $s$ does not effect the estimated membership too much until it increases to 5000. For highly mixed data in Figure 3.5, the scaling factor does not effect the membership estimation result.
Figure 3.3: Estimated memberships with varying scaling factor on document with membership evenly distributed in range $[0, 1]$. The average squared error of membership estimation when $s = 0.001$, $s = 0.01$, $s = 1000$, $s = 5000$, and $s = 10000$ are $4.0 \times 10^{-4}$, $3.9 \times 10^{-4}$, $0.0299$, $0.0922$, and $0.1179$, respectively.

Figure 3.4: Estimated memberships with varying scaling factor on document with crisp memberships. The average squared error of membership estimation when $s = 0.001$, $s = 0.01$, $s = 1000$, $s = 5000$, and $s = 10000$ are $1.7 \times 10^{-5}$, $1.8 \times 10^{-5}$, $0.1086$, $0.2945$, and $0.3734$, respectively.

**Topic Attributes** In this part, the effect of topic attributes (i.e., covariance matrix, the distance among topics) on the membership estimation is investigated using three types of documents, with sparse (actually binary) memberships, highly mixed memberships and memberships evenly distributed in $[0, 1]$, respectively. First, the influence of topic covariance matrix is studied. Each document is generated using two Gaussian topics, with $\mu_1 =$
Figure 3.5: Estimated memberships with varying scaling factor on document with highly mixing memberships. The average squared error of membership estimation when $s = 0.001$, $s = 0.01$, $s = 1000$, $s = 5000$, and $s = 10000$ are $3.3 \times 10^{-4}$, $3.3 \times 10^{-4}$, $1.6 \times 10^{-4}$, $1.5 \times 10^{-4}$, and $1.7 \times 10^{-4}$, respectively.

$[0, 4]$, and $\mu_2 = [0, -4]$. The covariance matrices $\Sigma_1 = \Sigma_2$ is varied to be $0.01 \times [1, 0; 0, 1]$ and $0.04 \times [1, 0; 0, 1]$. Each document has 1000 data points. The topic proportion is fixed to be $[0.5, 0.5]$. The scaling factor $s$ is varied to be $0.001$, $0.01$, $100$, $1000$, $5000$ and $10000$. The estimated memberships are shown in Figure 3.6 - 3.8. Comparing Figure 3.3 with Figure 3.6, Figure 3.4 and 3.7, and Figure 3.5 and 3.8, it can be seen that as the covariance matrix increases, the membership estimation gets harder.

As shown in Figure 3.4 and 3.7, as the covariance matrix increases, data points with crisp memberships can spread further away from the topic centers. Crisp data points that are located in between the topic centers are often misestimated as data points with mixing partial memberships, thus increasing the membership estimation error. At the same time, as shown in Figure 3.5 and 3.8, data points with partial memberships can also be misestimated as crisp data points. The increase of topic covariance matrix essentially increases the within topic scatter and the overlap among topics, thus making topics themselves less distinguishable and decreasing the membership estimation accuracy.

To solve the problem mentioned above, a straightforward solution is to increase the
distance between topics. In the following experiment, the two topic means are varied to be
\( \mu_1 = 2 \times [0, 4] \), and \( \mu_2 = 2 \times [0, -4] \). The estimated memberships are shown in Figure 3.9 - 3.11. Comparing Figure 3.6 with 3.9, Figure 3.7 with 3.10 and Figure 3.8 with 3.11, it can be seen that by increasing the distance between topics, the membership estimation gets more accurate.

Figure 3.6: Estimated memberships with varying scaling factor on document with membership evenly distributed in range \([0, 1]\). The average squared error of membership estimation when \( s = 0.001 \), \( s = 0.01 \), \( s = 1000 \), \( s = 5000 \), and \( s = 10000 \) are 0.0289, 0.0289, 0.0417, 0.0993, and 0.1255, respectively.

Figure 3.7: Estimated memberships with varying scaling factor on document with crisp memberships. The average squared error of membership estimation when \( s = 0.001 \), \( s = 0.01 \), \( s = 1000 \), \( s = 5000 \), and \( s = 10000 \) are 0.0150, 0.0150, 0.1177, 0.2966, and 0.3737, respectively.
Figure 3.8: Estimated memberships with varying scaling factor on document with highly mixing memberships. The average squared error of membership estimation when \( s = 0.001, s = 0.01, s = 1000, s = 5000, \) and \( s = 10000 \) are 0.0305, 0.0305, 0.0114, 0.0049, and 0.0048, respectively.

Figure 3.9: Estimated memberships with varying mean on document with membership evenly distributed in range \([0, 1]\). The average squared error of membership estimation when \( s = 0.001, s = 0.01, s = 1000, s = 5000, \) and \( s = 10000 \) are 0.0499, 0.0498, 0.0089, 0.0549, and 0.0924, respectively.
Figure 3.10: Estimated memberships with varying mean on document with crisp memberships. The average squared error of membership estimation when $s = 0.001$, $s = 0.01$, $s = 1000$, $s = 5000$, and $s = 10000$ are $3.8 \times 10^{-6}$, $3.8 \times 10^{-6}$, 0.0264, 0.1708, and 0.2745, respectively.

Figure 3.11: Estimated memberships with varying mean on document with highly mixing memberships. The average squared error of membership estimation when $s = 0.001$, $s = 0.01$, $s = 1000$, $s = 5000$, and $s = 10000$ are 0.0320, 0.0320, 0.0109, 0.0022, and 0.0014, respectively.
3.1.4 Experiment 4 - Topic Proportion, Scaling Factor, and Membership Estimation with Known Topics

This experiment is a complete inference procedure, which estimates the topic proportion, the scaling factor and the memberships for each document with known topics. The impact of the scaling factor \( s \) and the size of topic covariance matrices on the estimation results are investigated.

To test the performance of the Gibbs sampler, an experiment is run on two documents, with sparse (actually binary) and mixing memberships, respectively. The document is generated using three Gaussian topics, with \( \mu_1 = [2, 2], \Sigma_1 = 0.4 \times [1, 0; 0, 1], \mu_2 = [-4, -2], \Sigma_2 = 0.4 \times [1, 0; 0, 1], \) and \( \mu_3 = [-3, 5], \Sigma_3 = 0.4 \times [1, 0; 0, 1]. \) Each document has 400 data points. The estimated topic proportions, scaling factors, and memberships in topic 1 are shown in Figure 3.12. Note that the generation of the binary document doesn’t exactly follow the proposed generative process in which it’s very unlikely to get a document with all the words having binary memberships. In the generation of the binary document, the original continuous membership vector is converted to a binary one by reassigning the largest element in the vector to be 1 and others to be zeros. The estimation results of the topic proportion and the scaling factor are shown in Table 3.12c. The experimental results show that PM-LDA performs well on both crisp and mixing data points.

Moreover, to investigate the impact of the scaling factor \( s \) and the size of topic covariance matrices on the estimation results, the experiments are extended by including the following two sets of experiments.

Varying scaling factor: As discussed in Section 3.1.1, estimating the membership values in the inference procedure is roughly equivalent to estimating the data generating
Figure 3.12: Estimated topic proportions, scaling factors, and memberships with known topics. (a) and (b) show the true and estimated memberships in the 1st topic. For (a), the ASE of the estimated memberships is $2.9 \times 10^{-2}$. For (b), the ASE of the estimated memberships is $1.1 \times 10^{-2}$. (c) lists the true and estimated topic proportions and scaling factors.

distributions. For $z \sim \text{Dir}(s\pi)$, when the concentration parameter $s\pi_k$ below 1, the smaller the scaling factor $s$, the less diverse the membership vectors, and the fewer the data generating distributions. Given a fixed total number of words, there will be more words used for the estimation of each data generating distribution, thus the membership estimation will be more accurate. While when the concentration parameter $s\pi_k$ is above 1, the situation is opposite. The larger the scaling factor $s$, the more concentrated the membership vectors around $\pi$, thus the membership estimation will be more accurate.

In this experiment, five documents are generated using three Gaussian topics, with $\mu_1 = [2, 2], \Sigma_1 = F \times [1, 0; 0, 1], \mu_2 = [-4, -2], \Sigma_2 = F \times [1, 0; 0, 1], \text{and } \mu_3 = [-3, 5], \Sigma_3 = F \times [1, 0; 0, 1].$
Table 3.1: Average squared error (standard deviation) : varying the scaling factor $s$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$Z$</th>
<th>$\pi$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>$1.6 \times 10^{-2}(5.2 \times 10^{-3})$</td>
<td>$3.8 \times 10^{-3}(2.1 \times 10^{-3})$</td>
<td>$3.5 \times 10^{-1}(6.2 \times 10^{-2})$</td>
</tr>
<tr>
<td>1.0</td>
<td>$3.8 \times 10^{-2}(7.0 \times 10^{-3})$</td>
<td>$1.5 \times 10^{-4}(1.2 \times 10^{-3})$</td>
<td>$3.7 \times 10^{-3}(2.3 \times 10^{-4})$</td>
</tr>
<tr>
<td>10</td>
<td>$8.2 \times 10^{-2}(1.1 \times 10^{-2})$</td>
<td>$7.0 \times 10^{-4}(6.2 \times 10^{-4})$</td>
<td>$2.8(1.2)$</td>
</tr>
<tr>
<td>100</td>
<td>$7.1 \times 10^{-2}(8.5 \times 10^{-3})$</td>
<td>$2.8 \times 10^{-4}(4.2 \times 10^{-4})$</td>
<td>$6.7 \times 10^{-4}(2.5 \times 10^{-2})$</td>
</tr>
<tr>
<td>1000</td>
<td>$6.5 \times 10^{-2}(9.6 \times 10^{-3})$</td>
<td>$1.2 \times 10^{-4}(6.4 \times 10^{-5})$</td>
<td>$9.6 \times 10^{-5}(5.3 \times 10^{-4})$</td>
</tr>
</tbody>
</table>

$\Sigma_3 = F \times [1,0;0,1]$, where $F = 0.4$. Each of the five documents has 400 words, and their scaling factors are 0.2, 1, 10, 100, and 1000 respectively. The hyper-parameter $\alpha$ is set to be $[1,1,1]$, and $\lambda$ is set to be 0.5. The average squared error and standard deviation of the estimated variables over 5 runs are shown in Table 3.1. As shown in the first column in Table 3.1, the average squared error of the estimated membership first increases as the scaling factor increases from 0.2 to 10, and then decreases as the scaling factor further increases to 100 and 1000. When $s = 0.2$ and $s = 1$, $s\pi$ is below 1. The smaller the scaling factor $s$, the more crisp the memberships, the more accurate the membership estimation. When $s = 10$, $s = 100$ and $s = 1000$, $s\pi_k$ is above 1. The membership estimation error becomes smaller as the scaling factor $s$ increases because the memberships become more concentrated on $\pi$, more similar to each other.

As for the estimation of the topic proportion $\pi$, its estimation accuracy increases as the scaling factor $s$ increases, since the membership vectors becomes more and more concentrated on $\pi$. For the estimation of the scaling factors, the significant increase of the estimation error when $s = 100$ and $s = 1000$ is due to its proposal distribution, $p(s) = \lambda e^{-\lambda s}(\lambda = 0.5)$, where the largest candidate proposed in this experiment is around 20, and no candidates approach 100 or 1000.
Table 3.2: Average squared error (standard deviation) : varying the topic covariance matrices

<table>
<thead>
<tr>
<th>( F )</th>
<th>0.016</th>
<th>0.4</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z )</td>
<td>( 1.6 \times 10^{-3}(2.9 \times 10^{-4}) )</td>
<td>( 3.8 \times 10^{-2}(7.0 \times 10^{-3}) )</td>
<td>( 3.2 \times 10^{-1}(6.1 \times 10^{-2}) )</td>
</tr>
<tr>
<td>( \pi )</td>
<td>( 1.9 \times 10^{-3}(9.6 \times 10^{-4}) )</td>
<td>( 1.5 \times 10^{-3}(1.2 \times 10^{-3}) )</td>
<td>( 1.8 \times 10^{-3}(2.0 \times 10^{-3}) )</td>
</tr>
<tr>
<td>( s )</td>
<td>( 4.7 \times 10^{-2}(2.8 \times 10^{-2}) )</td>
<td>( 3.7 \times 10^{-3}(2.3 \times 10^{-3}) )</td>
<td>( 2.9 \times 10^{-2}(1.4 \times 10^{-2}) )</td>
</tr>
</tbody>
</table>

**Varying topic covariance matrices:** As discussed in Section 3.1.2 and 3.1.3, another important factor on the membership estimation is the topic itself. The larger the topic covariance matrices, the lower the membership estimation accuracy. In this experiment, three documents are used. The first document is the one used in the above experiment with \( s = 1 \) and \( F = 0.4 \). The second document is generated using topics with the same \( \mu_1, \mu_2, \) and \( \mu_3 \) as in the above experiment and covariance matrices with \( F = 0.016 \). The third document is generated using topics with the same \( \mu_1, \mu_2, \) and \( \mu_3 \) as in the above experiment and covariance matrices with \( F = 4.0 \). The average squared error and standard deviation of the estimated variables over 5 runs are shown in Table 3.2. As shown in the first row in Table 3.2, the average squared error of the estimated membership increases as the covariance matrices become larger, which verifies the discussion in Section 3.1.2 and 3.1.3.

### 3.2 Parameter Estimation for Topics with Diagonal and Isotropic Covariance Matrices

In this section, the memberships \( Z^d \), the topic proportions \( \pi^d \), the scaling factor \( s^d \), and the topics are assumed to be unknown, and will be estimated in the experiments. Five documents are generated using two Gaussian topics, with \( \mu_1 = [2, 2] \), \( \Sigma_1 = 0.4 \times [1, 0; 0, 1] \),
and $\mu_2 = [-4, -2]$, $\Sigma_2 = 0.4 \times [1, 0; 0, 1]$. The hyper-parameters $\alpha$ and $\lambda$ is set to be $1_K$ and 0.5, respectively. Three corpora are reconstructed, containing the first 3, 4, and 5 documents in the generated 5 documents, respectively. The experiments are run for five times, and the experimental results are shown Table 3.3 - 3.5. One example of the estimation results is shown in Figure 3.13 and Table 3.6. As shown in Table 3.3, the topic estimation accuracy increases as the total number of words increases from 1200 to 2000. For the topic proportion and membership estimation, as shown in Table 3.4 and 3.5, the increase in the number of words does not make much difference to the topic proportion or the membership estimation.

Moreover, in this experiment, the proposed PM-LDA is compared to the standard LDA model and FCM. For FCM, the fuzzifier is varied from 1.05 to 3.00 with stepsize 0.05. The FCM results with the smallest topic estimation error is selected for comparison. The best fuzzifier for the three Corpora are 2.30, 2.30, and 2.60, respectively. Their performance comparisons are illustrated in Figure 3.14 and listed in Table 3.3 - 3.5. Note that for FCM, the estimation on topic covariance and topic proportion is not available. For the topic estimation (in Table 3.3), it can be seen that the PM-LDA has the best performance. For the topic proportion estimation (in Table 3.4), the PM-LDA outperforms the standard LDA model on all the documents except document D2. Since FCM doesn’t treat each document individually, its membership estimation is evaluated based on the whole corpus. As shown in Table 3.5, the PM-LDA outperforms the standard LDA, while FCM outperforms the PM-LDA slightly. As shown in Figure 3.13, the synthetic data actually also fit the spherical prototypes assumed by FCM well. It is possible that FCM can outperform PM-LDA in membership estimation in such scenario.
Figure 3.13: An example of the estimated memberships and topics for different corpora. The left column shows the true membership and topic centers, and the right column shows the estimated membership and topic centers. The ASE of memberships are $2.54 \times 10^{-2}$, $2.33 \times 10^{-2}$, and $2.46 \times 10^{-2}$, respectively. The estimated topic covariance matrices are $0.40 \cdot \mathbf{I}$, $0.42 \cdot \mathbf{I}$, and $0.44 \cdot \mathbf{I}$, respectively.
Figure 3.14: An example of the estimated memberships and topics for different corpora using different methods. The first row shows the true membership and topic centers. Row 2 – 4 show the estimated membership and topic centers using the PM-LDA with partial membership, the standard LDA model, and the FCM method, respectively.
Table 3.3: Average squared error (standard deviation) of the estimated topics for the three corpora

<table>
<thead>
<tr>
<th>Topics</th>
<th>Corpus 1</th>
<th>Corpus 2</th>
<th>Corpus 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>PM-LDA $6.7 \times 10^{-1}(5.0 \times 10^{-1})$</td>
<td>LDA $2.0 \times 10^0(5.2 \times 10^{-1})$</td>
<td>PM-LDA $1.8 \times 10^{-1}(9.6 \times 10^{-2})$</td>
</tr>
<tr>
<td></td>
<td>FCM $1.2 \times 10^0(3.1 \times 10^{-6})$</td>
<td>LDA $1.2 \times 10^0(6.9 \times 10^{-1})$</td>
<td>LDA $1.5 \times 10^0(5.8 \times 10^{-1})$</td>
</tr>
<tr>
<td></td>
<td>FCM $5.3 \times 10^{-3}(2.9 \times 10^{-3})$</td>
<td>LDA $4.6 \times 10^{-3}(5.4 \times 10^{-3})$</td>
<td>LDA $3.6 \times 10^{-3}(2.7 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$9.0 \times 10^{-2}(0)$</td>
<td>$N/A$</td>
<td>$N/A$</td>
</tr>
<tr>
<td>cov.</td>
<td>PM-LDA</td>
<td>LDA</td>
<td>PM-LDA</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>LDA</td>
<td>FCM</td>
</tr>
<tr>
<td></td>
<td>$2.2 \times 10^{-3}(2.7 \times 10^{-4})$</td>
<td>$1.3 \times 10^{-3}(1.6 \times 10^{-3})$</td>
<td>$2.5 \times 10^{-3}(2.7 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$1.2 \times 10^{-2}(1.3 \times 10^{-2})$</td>
<td>$3.9 \times 10^{-3}(3.7 \times 10^{-3})$</td>
<td>$7.8 \times 10^{-3}(1.5 \times 10^{-2})$</td>
</tr>
<tr>
<td></td>
<td>$N/A$</td>
<td>$N/A$</td>
<td>$N/A$</td>
</tr>
</tbody>
</table>

Table 3.4: Average squared error (standard deviation) of the estimated topic proportion for the three corpora

<table>
<thead>
<tr>
<th>Document</th>
<th>Corpus 1</th>
<th>Corpus 2</th>
<th>Corpus 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>PM-LDA $1.3 \times 10^{-3}(9.0 \times 10^{-4})$</td>
<td>LDA $2.3 \times 10^{-3}(3.5 \times 10^{-3})$</td>
<td>PM-LDA $4.0 \times 10^{-3}(8.0 \times 10^{-4})$</td>
</tr>
<tr>
<td></td>
<td>$4.9 \times 10^{-3}(5.6 \times 10^{-3})$</td>
<td>$1.4 \times 10^{-3}(1.9 \times 10^{-3})$</td>
<td>$2.4 \times 10^{-3}(1.8 \times 10^{-3})$</td>
</tr>
<tr>
<td>D2</td>
<td>PM-LDA $1.6 \times 10^{-3}(1.2 \times 10^{-3})$</td>
<td>LDA $3.9 \times 10^{-3}(4.5 \times 10^{-3})$</td>
<td>PM-LDA $7.0 \times 10^{-3}(1.2 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$4.9 \times 10^{-3}(4.1 \times 10^{-3})$</td>
<td>$2.0 \times 10^{-3}(2.3 \times 10^{-3})$</td>
<td>$1.3 \times 10^{-3}(2.1 \times 10^{-3})$</td>
</tr>
<tr>
<td>D3</td>
<td>PM-LDA $2.2 \times 10^{-3}(2.7 \times 10^{-4})$</td>
<td>LDA $1.3 \times 10^{-3}(1.6 \times 10^{-3})$</td>
<td>PM-LDA $2.5 \times 10^{-3}(2.7 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$1.2 \times 10^{-2}(1.3 \times 10^{-2})$</td>
<td>$3.9 \times 10^{-3}(3.7 \times 10^{-3})$</td>
<td>$7.8 \times 10^{-3}(1.5 \times 10^{-2})$</td>
</tr>
<tr>
<td>D4</td>
<td>PM-LDA $N/A$</td>
<td>LDA $2.0 \times 10^{-4}(2.0 \times 10^{-4})$</td>
<td>PM-LDA $1.5 \times 10^{-3}(2.6 \times 10^{-4})$</td>
</tr>
<tr>
<td></td>
<td>$N/A$</td>
<td>$3.9 \times 10^{-3}(1.6 \times 10^{-3})$</td>
<td>$8.5 \times 10^{-3}(6.2 \times 10^{-3})$</td>
</tr>
<tr>
<td>D5</td>
<td>PM-LDA $N/A$</td>
<td>LDA $N/A$</td>
<td>PM-LDA $5.0 \times 10^{-3}(4.0 \times 10^{-4})$</td>
</tr>
<tr>
<td></td>
<td>$N/A$</td>
<td>$N/A$</td>
<td>$2.8 \times 10^{-3}(4.3 \times 10^{-3})$</td>
</tr>
</tbody>
</table>
Table 3.5: Average squared error (standard deviation) of the estimated membership for the
three corpora

<table>
<thead>
<tr>
<th>Document</th>
<th>Corpus 1</th>
<th>Corpus 2</th>
<th>Corpus 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>PM-LDA 8.6 x 10^-2(3.2 x 10^-2)</td>
<td>9.8 x 10^-2(4.0 x 10^-2)</td>
<td>1.0 x 10^-1(5.5 x 10^-2)</td>
</tr>
<tr>
<td></td>
<td>LDA 2.8 x 10^-1(1.3 x 10^-1)</td>
<td>2.8 x 10^-1(2.6 x 10^-1)</td>
<td>2.7 x 10^-1(1.1 x 10^-1)</td>
</tr>
<tr>
<td>D2</td>
<td>PM-LDA 8.1 x 10^-2(3.0 x 10^-2)</td>
<td>8.9 x 10^-2(2.8 x 10^-2)</td>
<td>9.4 x 10^-2(4.5 x 10^-2)</td>
</tr>
<tr>
<td></td>
<td>LDA 2.6 x 10^-1(1.2 x 10^-1)</td>
<td>2.3 x 10^-1(2.0 x 10^-1)</td>
<td>2.9 x 10^-1(1.0 x 10^-1)</td>
</tr>
<tr>
<td>D3</td>
<td>PM-LDA 7.9 x 10^-2(2.7 x 10^-2)</td>
<td>9.2 x 10^-2(3.1 x 10^-2)</td>
<td>9.2 x 10^-2(4.7 x 10^-2)</td>
</tr>
<tr>
<td></td>
<td>LDA 2.8 x 10^-1(1.5 x 10^-1)</td>
<td>2.3 x 10^-1(1.7 x 10^-1)</td>
<td>2.8 x 10^-1(1.1 x 10^-1)</td>
</tr>
<tr>
<td>D4</td>
<td>PM-LDA N/A</td>
<td>7.7 x 10^-2(3.3 x 10^-2)</td>
<td>6.9 x 10^-2(3.6 x 10^-2)</td>
</tr>
<tr>
<td></td>
<td>LDA N/A</td>
<td>1.5 x 10^-1(7.5 x 10^-2)</td>
<td>3.2 x 10^-1(1.8 x 10^-1)</td>
</tr>
<tr>
<td>D5</td>
<td>PM-LDA N/A</td>
<td>N/A</td>
<td>1.0 x 10^-1(5.4 x 10^-2)</td>
</tr>
<tr>
<td></td>
<td>LDA N/A</td>
<td>N/A</td>
<td>2.9 x 10^-1(1.0 x 10^-1)</td>
</tr>
<tr>
<td>FCM</td>
<td>2.9 x 10^-2(5.6 x 10^-8)</td>
<td>2.6 x 10^-2(3.1 x 10^-8)</td>
<td>2.4 x 10^-2(2.5 x 10^-8)</td>
</tr>
</tbody>
</table>

Table 3.6: An example of the estimated topic proportions for the three corpora

<table>
<thead>
<tr>
<th>Document</th>
<th>Corpus 1</th>
<th>Corpus 2</th>
<th>Corpus 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>[0.3945, 0.6055]</td>
<td>[0.4092, 0.5908]</td>
<td>[0.3811, 0.6189]</td>
</tr>
<tr>
<td>D2</td>
<td>[0.4018, 0.5982]</td>
<td>[0.4122, 0.5878]</td>
<td>[0.4092, 0.5908]</td>
</tr>
<tr>
<td>D3</td>
<td>[0.4771, 0.5229]</td>
<td>[0.4918, 0.5082]</td>
<td>[0.4420, 0.5580]</td>
</tr>
<tr>
<td>D4</td>
<td>[0.7365, 0.2635]</td>
<td>N/A</td>
<td>[0.6994, 0.3006]</td>
</tr>
<tr>
<td>D5</td>
<td>[0.3784, 0.6216]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
3.3 Parameter Estimation for Topics with Full Covariance Matrices

In section 3.2, the topic covariance matrices are assumed to be diagonal and isotropic. In this section, this assumption is dropped and the topic covariance matrices are considered as full covariance matrices. The proposal distribution for covariance matrix is Wishart distribution, defined as

$$p(\Sigma, \Sigma_w, v) = \frac{\mid \Sigma \mid^{(v-d-1)/2} \exp \left( -\frac{1}{2} \text{trace}(\Sigma_w^{-1}\Sigma) \right)}{2^{vd/2} \pi^{d(d-1)/4} |\Sigma_w|^v / \Gamma(v/2) \cdots \Gamma(v-(d-1))/2}$$

where \( v \) is called the degrees of freedom parameter and \( \Sigma_w^v \) is the mean of the distribution.

In this experiment, three sets of synthetic data using different full covariance matrices are generated. Each set of synthetic data has 4 documents, each with 500 data points. The means are fixed to be \([80, 30]\) and \([-40, -40]\). The covariance matrices are varied to be \(\Sigma_1 = [75, 0; 0, 15] \), \(\Sigma_2 = [15, 0; 0, 75] \); \(\Sigma_1 = [75, 0; 0, 15] \), \(\Sigma_2 = [75, 30; 30, 15] \); and \(\Sigma_1 = [75, 0; 0, 15] \), \(\Sigma_2 = [75, 0; 0, 15] \).

The three sets of synthetic data are shown in the first column in Figure 3.15. The results show that the angle between two covariance matrices greatly controls the shape (distribution) of synthetic data. For covariance matrix \(\Sigma_k\), the parameter \(\Sigma_w\) in the wishart distribution is set to be the covariance of data points that are labeled as \(k\) by k-means, scaled by 0.5. The parameter \(v\) controls the sampling variability. The sampling variability is large when \(v\) is small. In the experiment, \(v\) is set to be 2. FCM is also applied to the three data sets for comparison with PM-LDA. The fuzzifier \(m\) is varied to be 1.1 to 3.0 with increment 0.1. The experiment is run for ten times. For FCM, in each run, the best membership estimation result is selected for comparison with PM-LDA. One example of
the parameter estimation results are shown in Figure 3.15. The proposed PM-LDA can achieve higher estimation accuracy than FCM for full covariance matrices.

Figure 3.15: Parameter Estimation results of synthetic data with full covariance matrices. For PM-LDA, the average squared membership error (±standard deviation) for the three datasets over ten runs are 0.02095(±0.0049), 0.0365(±0.0050), and 0.0107(±0.0013), respectively. For FCM, the average squared membership error (±standard deviation) for the three datasets over ten runs are 0.04980(±0.00), 0.0663(±0.00), and 0.0132(±0.00), respectively.
### 3.4 Convergence

In this section, I evaluate the convergence rate of the proposed MCMC sampling method. Four sets of data points are generated using two Gaussian clusters, \( \mu_1 = [2, 2] \), \( \Sigma_1 = [0.1, 0; 0, 0.1] \), and \( \mu_2 = [-4, -2] \), \( \Sigma_2 = [0.1, 0; 0, 0.1] \), with 1000, 2000, 3000, and 4000 data points, respectively. A plot that keeps track of the energy vs. computation time is produced. x-axis denotes the number of iterations and y-axis denotes the current energy relative to the largest energy [47]. The convergence rate for the four datasets are shown in Figure 3.16. As shown in the figure, the energy ratio decreases to 4 within in 500 iterations and arrives at the largest energy within 5000 iterations. As the number of data points increases, the convergence rate becomes slower. The experiment is run for 5 times on another data set with 2500 data points. The convergence plot is shown in Figure 3.17, where the energy ratio drops to 4 within 200 iterations.

![Figure 3.16: Energy vs. run time plot. x-axis denotes the iteration number and y-axis denotes the log of the energy ratio.](image)
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Figure 3.17: Energy vs. run time plot when $N = 2500$.

3.5 Experiments on Synthetic Images

Common datasets for crisp segmentation (i.e., MSRC) are unsuitable for evaluation of PM-LDA as they do not include transition regions. Also, the provided segmentation ground truth is only labeled for crisp segmentation. For quantitative comparison with other segmentation methods, ten $64 \times 64$ synthetic images (in which the true partial membership values are known) are used in this experiment. The gray-scale pixel values are randomly generated for each image using two Gaussian topics. As the gray-scale pixel value ranges from 0 to 255, the two Gaussian topics are set to be $\mathcal{N}(64, 64)$ and $\mathcal{N}(192, 64)$. For each image, 4096 samples are generated, sorted, and reshaped into a $64 \times 64$ matrix. The negative sample is reset to be 0 and the sample greater than 255 is reset to be 255. One of the
generated synthetic images is shown in Figure 3.18a.

For LDA, it is possible to compute the labeling confidence map by normalizing the label posterior density given the observations (Equation (1.11)). However, the posterior is conceptually very different from partial memberships. LDA assumes there is one true class per point (and the posterior provides the probability for each). Instead, the underlying assumption of a partial membership model is that each data point is a mixture of topics. Therefore, equal LDA posterior probabilities say that a point is equally likely to have been generated from either topic but not by a mixture of the topics.

The average squared error (± standard deviation) of partial membership estimation using PM-LDA, FCM and LDA over 5 runs are 0.006 (±0.001), 0.169 (±0.163) and 281.2 (±20.8), respectively. An experimental result is shown in Figure 3.18. For quantitative evaluation, only synthetic imagery is used since true partial memberships are unknown and cannot be assigned in a rigorous or feasible way for real imagery.

Figure 3.18: Partial membership estimation on a synthetic image: (a) the image (b) true partial memberships (c) PM-LDA result (d) FCM result (f) normalized LDA posterior result
Chapter 4

Experiments on Real Imagery

In this section, results of image segmentation on three datasets: (i) a Synthetic Aperture SONAR (SAS) image dataset, (ii) a Fog-Mountain dataset, and the (iii) MSRC dataset [48] are shown. In (i) and (ii), PM-LDA is compared with FCM and LDA to show the ability of PM-LDA to handle partial memberships. In (iii), PM-LDA is compared with LDA to show that PM-LDA also works on 0-1 membership values (i.e., crisp partitioning). For the LDA implementation, the MATLAB topic modeling toolbox 1.4 [5] is used.

4.1 Synthetic Aperture Sonar Imagery

Synthetic aperture sonar systems differ from conventional side-scan sonar where, instead of each ping echo return being processed independently, SAS systems coherently combine the returns from multiple sonar pings along a known track to synthesize a large acoustic aperture. This allows for the ability to produce high resolution images at low frequencies and a large range [49–51]. SAS imagery have resolutions down to the centimeter scale and
range values up to hundreds of meters [51]. In SAS imagery natural textures such as sand ripples and sea grass, and small objects are now identifiable, allowing the sonar imagery to be used for seabed segmentation and classification [52, 53], target detection [54, 55], and other applications. Figure 4.1 shows examples of different seafloor types present in SAS imagery.

As discussed in Section 1.1.4, the assumption in the standard LDA that each word comes from one and only one topic is not necessarily perfect for image documents. For example, in Figure 4.1, the gradual transition from one seabed type to another one results in a fuzzy boundary, where the visual words have no crisp memberships. To tackle this problem, the PM-LDA model is proposed, which is applicable to both SONAR imagery and visual natural imagery.

![Figure 4.1: A SAS image containing sand ripples, posidonea (a type of sea grass), and hard packed sand.](image)

SAS imagery are generally analyzed by considering features that describe image inten-
sity and texture such as the mean, the variance, etc. However, given a particular sensing geometry and bathymetry, the texture and pixel values imaged by a SAS system can vary drastically over the same spatial region of the sea-floor. Features based on image characteristics are often not qualifying invariant parameters of the sea-floor but, instead, are describing the relationship of that particular sensing geometry with respect to that data of the sea-floor. A different pass of the SAS sensor with varying range and aspects over the same region may result in very different image-based features. In the previous work (discussed in Appendices A and B), several methods have been developed to recovery the underlying bathymetry depicted in a SAS imagery, and characterize the sand ripple with sand ripple frequency, amplitude and orientation, and other seafloor types with Gaussian Markov random fields (GMRFs). Appendix A presents a method for estimating sand ripple frequency, amplitude, and orientation values from a single SAS image as well as from sets of SAS imagery over an area using a hierarchical Bayesian framework and a known sensing geometry. This is accomplished through the development of an extended model for sand ripple characterization and a Metropolis-within-Gibbs sampler to estimate sand ripple frequency, amplitude, and orientation characteristics for multi-aspect high-frequency side-look sonar data. Appendix B investigates the use of GMRFs to characterize the underlying bathymetry depicted in a SAS image. The GMRF parameters that describe the bathymetry of a region are estimated using an Alternating Optimization (AO) with Iterated Conditional Modes (ICM) method where the GMRF parameters and the estimated bathymetry map are updated alternately.
4.2 Experiments on Real SAS imagery

4.2.1 Using Sliding Window as Document

**Synthetic Aperture Sonar (SAS) Imagery Dataset**  From our SAS image dataset, 4 images (shown in subfigure (a) of Figure 4.2 - 4.5) are selected and their average intensity value and entropy within a $21 \times 21$ window are computed as feature values. The average intensity value is scaled up ($\times 10$) to the same magnitude of entropy. Each image is divided into multiple documents using a sliding window approach. A document consists of all of the feature vectors associated with each pixel (i.e., visual words) in the window. The number of topics in this dataset is set to 3. For LDA, a dictionary of size 100 is built by clustering all the computed feature values using the K-means. FCM results with $m = 1.5$ are shown as it provided the best results. Due to the lack of ground-truth of this dataset, the qualitative segmentation results are shown in Figure 4.2 - 4.5. Subfigures (b), (c), and (d) show the partial membership map in “dark flat sand”, “sand ripple”, and “bright flat sand” topic using PM-LDA, respectively. Subfigures (f), (g), and (h) show the partial membership map in each of the three clusters using FCM, respectively. In (b) - (d) and (f) - (h), the color indicates the degree of membership of a visual word in a topic. Red corresponds to a full membership of 1 and dark blue color corresponds to a membership value of 0. The LDA result is shown in (e) where color indicates topic.

From the experimental results, it can be seen that PM-LDA achieves much better results than FCM and LDA. As shown in Figure 4.2c and 4.3c, the segmentation results of PM-LDA show a gradual change from “sand ripple” to “dark flat sand”. The color is gradually changed from red, orange, cyan to dark blue. FCM captures the gradual transition to some
extent but is not able to clearly differentiate between clusters. For example, as shown in Figure 4.3g - 4.3h and Figure 4.4g - 4.4h, using FCM, the rippled region in Images 2 and 3 is assigned to 2 clusters with nearly equal partial memberships. As LDA cannot generate partial memberships, in Figure 4.2e and 4.3e, Image 1 and 2 are simply partitioned into different topics using LDA. Yet, by comparing Figure 4.4e with 4.4d and Figure 4.5e with 4.5d, it can be seen that on Image 3 and 4 with insignificant transition regions, LDA achieves similar segmentation result to PM-LDA.

![Figure 4.2: Segmentation results of SAS Image 1 using PM-LDA, FCM and LDA.](image)

For LDA, the labeling confidence map is also computed by normalizing the label posterior density given the observations. Figure 4.6-4.9 shows such normalized posterior distri-
Figure 4.3: Segmentation results of SAS Image 2 using PM-LDA, FCM and LDA. Subfigure captions follow those in Figure 4.2.

Figure 4.4: Segmentation results of SAS Image 3 using PM-LDA, FCM and LDA. Subfigure captions follow those in Figure 4.2.

bution maps for a sonar image. Compared to results of PM-LDA and FCM, these are quite binary.
4.2.2 Using Superpixel as Document

The experiment are further extended to the complete SONAR imagery. Six complete SONAR images are used and named as HF_00, HF_01,..., HF_05, respectively. Each
SONAR imagery is segmented into multiple superpixels (i.e., Figure 4.10) \cite{56} and each superpixel is considered as a document. Besides the mean and entropy features used in the above experiment, a filter response is also used as the third feature in this experiment. The filter is built based on the sand ripple characterization algorithm proposed in \cite{57}. It is hypothesized that each superpixel is a rippled region with certain ripple frequency, $f_{\text{ripple}}$ (number of ripples per meter). The sand ripple characterization algorithm is applied to each superpixel to estimate its ripple frequency. As the range resolution of the sonar imagery is 0.025m, a complete ripple length $L$ can be computed as $40/f_{\text{ripple}}$. To capture the ripple repeating pattern, a filter is built as $[-1, 0, 1, -1, 0, 1]$, where $1$ and $0$ are matrices with height of 11 and width of $\lceil L/3 \rceil$. The filter is applied to the corresponding superpixel and the filter response is used as the third feature for that superpixel. Non-rippled superpixels have low filter responses and ripple superpixels have high filter response. The parameter estimation is run on each SONAR imagery individually. The parameter settings for the six
SONAR images are the same. The hyper-parameter $\lambda$ and $\alpha$ is set to be 0.1 and $0.1_k$. For SONAR imagery HF_00 and HF_01, the topic number $K = 3$ and for SONAR imagery HF_02 - HF_05, the topic number $K = 2$. FCM is also applied in this experiment for comparison. The fuzzifier $m$ is varied to be 1.1 to 3.0 with increment 0.1. The segmentation results of PM-LDA and FCM are shown in Figure 4.11 - 4.16. Figure 4.11 shows that PM-LDA and FCM achieve similar segmentation result on SONAR imagery HF_00. Both of them are capable to learn the “dark flat sand”, the “sea grass”, and the “sand ripple” topics. On SONAR imagery HF_01, as shown in Figure 4.12, PM-LDA performs better than FCM. FCM fails to cluster the ”sand ripple” region an independent topic, which is roughly evenly split into the learned topic 2 and topic 3. For SONAR imagery HF_02 to HF_05, FCM fails to learn the “shadow” topic since the “shadow” region contributes a small part of the complete imagery and FCM prefers data points that are equally distributed into $K$ topics. PM-LDA achieves better overall performance than FCM on SONAR imagery.

A further experiment is run on two SONAR imagery HF_00 and HF_01 using the same parameter setting. The segmentation results are shown in Figure 4.17. It can be seen that PM-LDA is still capable to learn the “dark flat sand”, the “sea grass”, and the “sand ripple” topics.
Figure 4.10: Superpixels in SONAR imagery HF.00.

Figure 4.11: Segmentation result of SONAR Imagery HF.00 using PM-LDA and FCM. The fuzzifier $m = 2.0$. Topic 1 to 3 can be interpreted as “dark flat sand”, “sea grass”, and “sand ripple”, respectively.
Figure 4.12: Segmentation result of SONAR Imagery HF.01 using PM-LDA and FCM. The fuzzifier $m = 2.3$. Topic 1 to 3 can be interpreted as “dark flat sand”, “sea grass”, and “sand ripple”, respectively.

Figure 4.13: Segmentation result of SONAR Imagery HF.02 using PM-LDA and FCM. The fuzzifier $m = 1.9$. Topic 1 and 2 can be interpreted as “shadow” and “sand ripple”, respectively.
Figure 4.14: Segmentation result of SONAR Imagery HF.03 using PM-LDA and FCM. The fuzzifier $m = 2.0$. Topic 1 and 2 can be interpreted as “shadow” and “sand ripple”, respectively.

Figure 4.15: Segmentation result of SONAR Imagery HF.04 using PM-LDA and FCM. The fuzzifier $m = 1.9$. Topic 1 and 2 can be interpreted as “shadow” and “sand ripple”, respectively.
Figure 4.16: Segmentation result of SONAR Imagery HF.05 using PM-LDA and FCM. The fuzzifier $m = 1.9$. Topic 1 and 2 can be interpreted as “shadow” and “sand ripple”, respectively.

Figure 4.17: Segmentation results using two SONAR Imagery, HF.00 and HF.01. Topic 1 to 3 can be interpreted as “dark flat sand”, “sea grass”, and “sand ripple”, respectively.
4.3 Experiments on Visual Natural Imagery

Fog-Mountain Dataset  For the second set of experiments, a Fog-Mountain dataset is built to show the capacity of PM-LDA for partial membership segmentation in visual natural imagery. We selected 16 fog and mountain themed images from Flickr (with the necessary permissions). The RGB color values are used as the feature vectors for each visual word. For PM-LDA, the number of topics is set to be 2. For LDA, the number of topics is varied to be both 2 and 4. Experimental results are shown in Figure 4.18. The second and third column are the segmentation results of PM-LDA. The fourth column is the LDA results with 2 topics. Comparing the second and fourth column in Figure 4.18, it can be seen that (1) PM-LDA can generate continuous partial membership according to the extent to which the mountain is veiled by fog. The segmentation result (partial membership map) tells us how a topic gradually changes to another one. LDA just generates 0-1 membership; (2) Segmentation results of PM-LDA are very smooth while LDA segmentation results are quite noisy since the spatial contiguity is not guaranteed in LDA; (3) and as LDA tends to group co-occurring visual words into one topic, many visual words in “mountain” topic are mislabeled as “fog” topic and vice versa. In the last image where fog is dominating the image, almost all the “mountain” visual words are labeled as “fog” using LDA.

For a more fair comparison, the number of topics in LDA is increased to allow LDA to capture some of the regions of transition as new separate topics. As shown in the fifth column in Figure 4.18, when the number of topics is 4, LDA does capture some of the transition regions as new topics, i.e.,, the red topic and the dark blue topic. However, without looking at the original image, it is impossible to tell which topics correspond to the pure regions and which topics correspond to the transition regions. Even identifying these
regions, LDA can not localize the transition regions and can not provide the same transition information as PM-LDA.

Figure 4.18: Examples of segmentation results on Fog-Mountain dataset. (a), (f), and (k) are the original images. (b), (g), and (l) are the PM-LDA partial membership maps to the “mountain” topic. (c), (h), and (m) are the PM-LDA partial membership maps to the “fog” topic. (d), (i), and (n) are the LDA results with 2 topics. (e), (j), and (o) are the LDA results with 4 topics where color indicates the topic.

Microsoft Research Cambridge data set version one (MSRCv1) The MSRCv1 database consists of 240, 213 × 320 pixel images. We built a “cow” subset from this database by selecting images covering “grass”, “cow”, or “sky” topics. The ”cow” subset has 44 images in total. We use the local descriptors proposed in [58], the output of a set of filter

---

1Image can be found at: https://www.flickr.com/photos/onbangladesh/858115496/
2Image can be found at: https://www.flickr.com/photos/jhoyos/3218520810/
3Image can be found at: https://www.flickr.com/photos/coloneljohnbritt/9245802086/
bank responses made of 3 Gaussians, 4 Laplacian of Gaussians (LoG) and 4 first order derivatives of Gaussians as the feature vectors. The filter window size is $15 \times 15$. In this experiment, instead of using each image as a document, normalized cuts method is applied to get 40 segments from each image and treat a segment as a document. The topic number is set to be 3, and for LDA, the filter bank output is densely sampled and a dictionary of size 200 is built. The ROC curve of PM-LDA is shown in Figure 4.20. The red start indicates the LDA result. Some examples of results using PM-LDA and LDA are shown in Figure 4.19. Subfigures (b)-(d) show the partial membership maps in each of the three topics. We highlight the transition regions by pulling out the pixels with at least one membership value in range $[0.4, 0.6]$. As shown in (e), these partial membership values mostly occur at the boundary between two topics. Thus, PM-LDA is able to identify when the feature vector contains information from multiple topics (as the feature vector is being computed over a window that contains more than one topic). This is a powerful result showing the effectiveness of PM-LDA to provide semantic image understanding. For comparison with LDA, the segmentation result of PM-LDA is modified by assigning each visual word to the topic with the largest membership. As shown in (f) and (g), PM-LDA can achieve similar results to LDA. So on these images with crisp boundaries, PM-LDA can generate binary membership values, and learn the three semantic topics comparable to LDA. Thus, PM-LDA also is effective for use in crisp labeling problems.
Figure 4.19: Example of PM-LDA and LDA results. (a) Original image. (b)-(d) Results of PM-LDA, the partial membership maps in “grass”, “sky”, and “cow” topics, respectively. The color indicates the degree of membership in a topic. (e) Transition regions consisting of visual words with at least one partial membership value in range [0.4, 0.6]. (f) Modified segmentation result of PM-LDA by assigning each visual word to the topic with the largest membership. The colors indicate topics. (g) Result of LDA. The colors indicate topics.

Figure 4.20: ROC curve of PM-LDA. The red star represents the LDA result.
4.4 Experiments on Scaling factor $\lambda$ and $s$

As discussed, the parameter $\lambda$ determines the expected degree of mixing. This translates to the width of the transition regions in a SAS image. A large $\lambda$ (small $s$) corresponds to a narrow transition region.

4.4.1 Effect of $\lambda$ in Inference Procedure

This experiment investigated the effect of $\lambda$ by estimating the memberships with fixed topics learned in the above experiment. $\lambda$ is varied to be $1/2$, $1/200$, and $1/2000$. Segmentation results on Image 4 with different $\lambda$ values are shown in Figure 4.21. Figure 4.21a - 4.21c show that as $\lambda$ decreases, the estimated transition region becomes wider. Figure 4.21d shows the histogram of membership values in “dark flat sand” topic averaged over 10 runs. As $\lambda$ decreases, the average percentage of membership value in range $[0.4, 0.6]$ becomes larger (i.e., there is more mixing).

As randomly drawing a scaling factor from an exponential distribution parameterized by $\lambda$ can not guarantee an expected scaling factor. To better show the effect of scaling factor, the scaling factor are manually set. Another experiment is conducted to show the effect of $s$ by estimating the memberships with fixed topics learned using SONAR Imagery HF_00 and HF_01. The scaling factor $s$ is set to be 1, 5, and 10. The estimated membership maps in the learned Topic 1 to 3 for different $s$ values are shown in Figure 4.22. As shown in Figure 4.22, the estimated transition region becomes wider as the scaling factor $s$ increases.
Figure 4.21: Partial membership map in “dark flat sand” topic for Image 4 with varying $\lambda$. 
Figure 4.22: Partial membership maps in Topic 1-3 with varying $s$. 
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4.4.2 Effect of $s$ in Parameter Estimation Procedure

The experiment is further extended to study the effect of $s$ in the parameter estimation procedure. As described in the PM-LDA generative process, a membership vector $z$ is drawn from $\text{Dir}(s\pi)$. The scaling factor $s$ controls the similarity of memberships to the topic proportion. For example, with big $s$ such that $s\pi_k > 1$, the memberships are preferred to be densely distributed around the topic proportion $\pi$. With small $s$ such that $s\pi_k < 1$, the memberships are preferred to be crisp and the vast majority of the memberships will be concentrated at a few of crisp vectors (i.e., $[1, 0, 0]$, $[0, 1, 0]$ and $[0, 0, 1]$ when $K = 3$). And when $s\pi_k = 1$, the memberships are preferred to be uniformly distributed. In this experiment, three superpixels labeled as 6, 29 and 32 in Figure 4.10 are extracted from a SONAR imagery and used as three documents. The topic proportion is fixed to be $\pi = [1, 1, 1]/3$ and the scaling factor $s$ is varied to be $3, 10, 300, 3000, 30000$. The membership estimation results are shown in Figure 4.23. As the scaling factor $s$ increases, the partial memberships gradually approach the topic proportion $[1, 1, 1]/3$.

The experiment is further extended to the whole SONAR imagery. The scaling factor $s$ is varied to be $5, 20$ and $30$ and the topic proportion $\pi$ is learned for each superpixel (document). The proposal distribution for $\pi$ is $\text{Dir}(0.1)$ and the topic number $K = 3$. Figure 4.24 shows that as the scaling factor $s$ increases, the memberships within a superpixel become more and more similar to each other. The memberships map in each superpixel becomes more smoother.
Figure 4.23: Partial membership maps with varying $s$. Each row shows the estimated membership maps of the three estimated topics. The black contour indicates the superpixel boundary.
Figure 4.24: Estimated Memberships in topic 1-3 with varying scaling factor $s$. The three columns represent the memberships in topic 1 to 3, respectively.

(a) $s = 5$, topic 1  
(b) topic 2  
(c) topic 3  
(d) $s = 20$, topic 1  
(e) topic 2  
(f) topic 3  
(g) $s = 30$, topic 1  
(h) topic 2  
(i) topic 3
Chapter 5

Summary and Future Work

In this work, the PM-LDA model is introduced for soft image segmentation. PM-LDA improves upon the LDA model by introducing a partial membership rather than requiring a single topic label for each word. Experimental results on three image datasets, SAS imagery dataset, Fog-Mountain dataset, and MSRCv1 dataset, demonstrate the capacity of PM-LDA model in both soft and crisp image segmentation.

Future work will include developing a more efficient parameter estimation approach, e.g., collapsed Gibbs sampler, variational message passing, to accelerate the parameter estimation procedure. Another research direction is accelerating PM-LDA model with state-of-the-art hardware, e.g., Nvidia GPU, Intel Xeon Phi, which have been widely used in application acceleration [59–61]. For topic model, other exponential family distribution, e.g., Rayleigh distribution, will be investigated. Furthermore, the topic distribution can be extended beyond exponential family. For example, the topic distribution can be modeled as a mixture of Gaussian to use the co-occurrence to help clustering. For sonar imagery application, more SAS imagery features, such as features extracted from the reconstructed
bathymetry map, will be explored. For PM-LDA, more experiments will be conducted to examine how to determine topic numbers, set parameters, and balance ratio of data points from different topics.
Appendix A

Appendix 1 - Sand Ripple Characterization using an Extend Synthetic Aperture Sonar Model and Parallel Sampling Method

Accurate estimates of the sand ripple frequency, amplitude, and orientation characteristics can be ultimately used within a number of applications of SAS imagery including detection and classification of targets in a scene [54, 55], seabed segmentation and classification [52, 53], and others. This work presents a method for estimating sand ripple frequency, amplitude, and orientation values from a single SAS image as well as from sets of SAS imagery over an area using a hierarchical Bayesian framework and a known sensing geometry. This is accomplished through the development of an extended model for sand ripple characterization and a Metropolis-within-Gibbs sampler to estimate sand ripple frequency, amplitude, and orientation characteristics for multi-aspect high-frequency side-look sonar data. Results are presented on synthetic and measured SAS imagery that indicate the ability
of the proposed method to estimate desired sand ripple characteristics.

A.1 Sand Ripple Model

A stochastic model for high frequency and narrow angle Synthetic Aperture Sonar (SAS) imagery collected over a sand ripple field, originally proposed by Lyons, et al. [50], represents the image as a product between a process governing the speckle in the imagery, $Z(r, x)$, and a process governing the amplitude of a pixel’s scattering strength, $a(r, x)$,

$$Y(r, x) = Z(r, x)a(r, x)$$

(A.1)

where $r$ and $x$ are the down-range and cross-range image dimensions, respectively. In this model, considering only the down-range dimension, $r$, the amplitude of a pixel’s scattering strength is approximated by

$$a(r) \simeq \sigma_s(\theta_0) + [\sigma_s(\theta_{\text{max}}) - \sigma_s(\theta_{\text{min}})] \frac{g(r) - \bar{g}}{g_{\text{max}} - g_{\text{min}}},$$

(A.2)

where $\sigma_s(\theta)$ is the scattering cross section at the grazing angle $\theta$, $g(r)$ is the slope of seafloor at range $r$, and $\theta_0$ is the average grazing angle. The $\text{max}$ and $\text{min}$ values are the extremal values of $\theta$ and $g$ around the local grazing angle, and $\bar{g}$ is the average slope. The scattering cross section is a common statistical model describing seafloor scattering where acoustic waves are randomly scattered by irregularities on the sea floor. It measures the redistributed acoustic energy caused by the scattering process [62]. Eqn. (A.2) is graphically depicted in Figure A.1.

In our work, the speckle noise $Z(r, x)$ which is assumed to follow a K-distribution with
a large shape parameter is approximated using a Rayleigh distribution. Since the Rayleigh
distribution has only one scale parameter, s, tuning this parameter can only change the noise scale, while the shape of the probability mass function of the noise remains unchanged. An example of a synthetic ripple field generated using this model is shown in Figure A.2.

Figure A.1: Graphical depiction of the original sand ripple scattering model from [50].

Figure A.2: Synthetic ripple field generated using the model in [50] with a sine wave bathymetry profile. In this figure, \( \sigma_s(\theta) \) was simulated using a Normal distribution function centered at \( \theta = \frac{\pi}{2} \). The speckle term, \( Z(x, y) \), for this image was generated using a Rayleigh distributed speckle with a parameter value of \( s = 1 \times 10^2 \).

### A.2 Occluded Sand Ripple Model

In this work, we further develop Lyons’ stochastic model by refining the scattering cross-section function based on (A.2) to explicitly incorporate the occlusion from preceding peaks in the sand ripple field. Then, using this expanded model, the parameters governing the bathymetry profile (i.e. the frequency, amplitude, and orientation of the peaks in
the sand ripple height field) are estimated from SAS imagery using a hierarchical Bayesian framework in conjunction with a Metropolis-within-Gibbs sampling algorithm.

The expanded sand ripple field model is defined in Section A.2. Section A.3 describes the proposed hierarchical Bayesian framework and the Metropolis-within-Gibbs sampling algorithm used to estimate the desired parameters from both single passes over an area and using multiple aspects and passes over an area at a variety of ranges. Section A.4 includes experimental results on simulated and measured SAS imagery. Section A.5 summarizes the research and discusses future work.

The proposed method estimates bathymetry information (i.e., sand ripple field height) by leveraging occlusions in the imagery caused by preceding peaks in the sand ripple field. To accomplish this, the model in (A.2) is expanded to explicitly include a scattering cross-section function that incorporates occlusion of scattering from the ripple trough by the preceding peaks. In this expanded model a function \( \psi_s \) replaces \( \sigma_s \) in (A.2),

\[
a^s(r, A_H, f, \beta) \approx \psi_s(\theta_0, r) + \left[ \psi_s(\theta_{max}, r) - \psi_s(\theta_{min}, r) \right] \frac{g(r) - \bar{g}}{g_{max} - g_{min}},
\]

(A.3)

with

\[
\psi_s(\theta, r) \triangleq \begin{cases} 
0 & \text{if } 2 \cdot A_H - \frac{A_S \cdot g(r)}{r - g(r)} \geq h(r) \\
\sigma_s(\theta) & \text{otherwise}
\end{cases},
\]

(A.4)

where \( A_H \) is the ripple amplitude, \( f \) is the ripple frequency, \( \beta \) is the ripple orientation, \( A_S \) is the height of the SAS array from the sea floor, and \( h(r) \) is the ripple height at range \( r \). Note that an estimate of \( A_S \) is measured and provided by the SAS sensor for each downrange location. However, the \( A_S \) value is dependent on the sea-floor characteristics below the sensor. For example, if the SAS array is located above sand ripple, then the \( A_S \) value will depend on whether the measurement is collected over a peak or trough of the sand ripple.
Given the multiplicative noise model in the sand ripple model in (1), noise is multiplied to the scattering strength $a^*(r, x)$. Thus, given a response of zero in the occluded regions as shown in (A.4) and given that the input imagery are normalized during preprocessing, the speckle noise scale level should have no significant impact on the simulated SAS imagery and our proposed estimation method. However, noise due to multipath effects may cause a non-zero response in the occluded regions in real measured imagery. The impact of the noise is dependent on the ability to accurately locate the occluded regions. For imagery with noise that causes a non-zero response in the region of occlusion, a preprocessing step in which the occluded regions are detected and set to zero would allow for application of the proposed method without any change in performance.
A.2.1 Ripple Height Field

Sand ripples can be approximated by sinusoidal shapes [50]. Assume that the along-crest orientation is perpendicular to the down range direction, then the ripple height at \((r, x)\) can be defined as

\[
h(r, x) \simeq A_H \sin(2\pi fr + b) + A_H,
\]  

(A.5)

where \(f\) and \(b\) are the sand ripple frequency and phase values, respectively. In practice, since the along-crest orientation of the sand ripple is rarely parallel to the down-range direction, we also introduce into Equation (A.5) the ripple orientation \(\beta\),

\[
h(r, x) \simeq A_H \sin(2\pi f \cos(\beta) r - 2\pi f \sin(\beta) x + b) + A_H,
\]  

(A.6)

where \(\beta\) is the angle between the ripple along-crest orientation and the down-range axis. For each fixed \(x\), the ripple field height at range \(r\), can be simplified to

\[
h(r) \simeq A_H \sin(2\pi f \cos(\beta) r + b') + A_H,
\]  

(A.7)

where \(b' = -2\pi f \sin(\beta) x + b\). So for each \(x\), the ripple height \(h(r)\) is still a sine curve with identical amplitude \(A_H\) and frequency \(f \cos(\beta)\) but with varying phase \(b'\). The ripple slope field at range \(r\) can then be computed as

\[
h'(r) = g(r) \simeq 2\pi f \cos(\beta) A_H \cos(2\pi f \cos(\beta) r + b').
\]  

(A.8)

In this model, we estimate the ripple height field (i.e., bathymetry) without taking into account any overall sea floor slope. In our future work, we will investigate this factor and incorporate it into Equation (A.6)).
A graphical illustration of the role the additional variables play is depicted in Figure A.3. Synthetic ripple fields with different orientations are generated from this model and shown in Figure A.4. The synthetic ripple field shown in Figure A.4 has larger areas of occlusion at longer ranges as desired. Given this extended model, the relative width of occluded regions provides the needed information to estimate the sand ripple amplitude.

### A.2.2 Models for Scattering Cross Section

Three models for the scattering cross section, $\sigma_s$, in (A.4) have been considered in this manuscript: Gaussian, $\sin^2$, and small slope approximation (SSA) models. The Gaussian and $\sin^2$ models are simple approximations that are functions only of the slope of the sand ripple field. The small slope approximation model also considers additional parameters such as sound speed in the water, surface roughness, and sediment grain size. Since normalized images are ultimately used in our work, these three models essentially provide us an estimate of the shape of the scattering curve, i.e., the relative scattering level. The absolute scattering level is lost through image normalization and a lack of the appropriate calibration. Figure A.5 shows the scattering cross section curves for the three models that are scaled to the range $[0, 1]$. The purpose of using all three of the Gaussian, $\sin^2$, and SSA models in this work is to show that our proposed estimation method can be applied to SAS imagery when modeled by a variety of scattering cross section models.

**Gaussian Model** The first scattering cross section model considered is the Gaussian model. In this case, the scattering cross section is approximated as

$$\sigma_{s,Gauss}(\theta_r) = \mathcal{N}\left(\theta_r \left\| \frac{\pi}{2}, \sigma^2 \right\|ight)$$

(A.9)
Figure A.5: The normalized scattering cross section curves of Gaussian, $\sin^2$, and SSA models. For the Gaussian model, $\sigma_{s,Gauss}(\theta_r) = \mathcal{N} \left( \theta_r \bigg| \frac{\pi}{2}, \left( \frac{\pi}{6} \right)^2 \right)$, and for the $\sin^2$ model, $\sigma_{s,\sin^2}(\theta_r) = \frac{1}{\pi} \sin^2(\theta_r)$. For the SSA model, $a_p = 2.0$, and $a_p = 1.1 - 0.1j$. The three curves in the figure are the scattering cross sections when normalized to $[0, 1]$.

Thus, with this model, the largest response is given when $\theta_r = \frac{\pi}{2}$ since a grazing angle perpendicular to the ripple height field is expected to provide the largest return. In our implementation, the variance of the Gaussian used to model the scattering cross section is set to be $\sigma^2 = \left( \frac{\pi}{6} \right)^2$. This variance value was determined based on visual comparisons between data simulated using this model and collected SAS imagery.

**$\sin^2$ Model** The $\sin^2$ model is defined as

$$\sigma_{s,\sin^2}(\theta_r) = \mu \sin^2(\theta_r).$$  \hspace{1cm} (A.10)

This model is widely referred to as Lambert’s Law [62]. For backscattering from a slightly rough surface (e.g., soft sediments), its validity is restricted to oblique incidence angles. On very rough surfaces (e.g., rocky seabed) it is valid over the entire angular domain. The value of $\mu$ is often taken to be the empirical Mackenzie coefficient, which is about 0.002 (-27dB) [63]. If there is no penetration or other losses at the bottom, $\mu$ will be -5dB [64].
In our implementation, since the simulated images are normalized, the choice of \( \mu \) has no impact on the final simulated image. We simply set \( \mu \) to be \( \frac{1}{\pi} (-5\text{dB}) \).

**SSA Model** As one of the physics-based models for the rough surface scattering problem, the SSA model [62] considers the physical parameters of the seafloor. It takes into account the acoustic frequency and certain roughness-related parameters such as sediment grain size and sediment-water density ratio. The roughness scattering cross-section in the SSA model is

\[
\sigma_{s,\text{SSA}}(\theta_r) = \frac{k_w^4 |A_{ww}|^2}{2\pi \Delta K^2 \Delta k_z^2} I_k, \quad (A.11)
\]

where \( k_w \) is the wavenumber in water, \( \Delta K \) is the magnitude of the horizontal component of the difference of the scattered and incident wave vectors, and \( \Delta k_z \) is the magnitude of the vertical component of this difference. The Kirchhoff integral, \( I_k \), given a high frequency SSA approximation to the seafloor with isotropic roughness statistics is approximated by

\[
I_k = \frac{\cot^2(\theta_r)}{R_s^2} e^{-\frac{\cot^2(\theta_r)}{2R_s^2}}, \quad (A.12)
\]

where \( R_s \) is called the RMS slope. The \( A_{ww} \) term is affected by the above-mentioned roughness-related parameters and also depends on the choice of wave theory used as discussed in [62, p. 332-376][65]. For a fluid model, a convenient expression for \( A_{ww} \) is defined as

\[
A_{ww} = \frac{1}{2} [1 + V(\theta_r)]^2 G, \quad (A.13)
\]

with

\[
G = (1 - \frac{1}{a_p})[\cos^2(\theta_r) - B] - 1 + \frac{1}{a_p^2 \cdot a_p}, \quad (A.14)
\]
where $a_\rho$ is the sediment-water density ratio, $a_p$ is the complex-ratio of sediment compressional wave speed to water sound speed, and $V(\theta_r)$ is the flat-interface reflection coefficient at $\theta_r$. Values of these parameters depend on the grain size. Refer to [62, p. 340-341] for more details on the term $B$, and $V$.

### A.3 Hierarchical Bayesian Framework and Metropolis-within-Gibbs Sampler

The proposed method estimates the sand ripple bathymetry by sampling the ripple frequency, amplitude and orientation, $(f, A_H, \beta)$ using a Metropolis-within-Gibbs sampling algorithm [66], a Markov chain Monte Carlo (MCMC) method that samples from a probability distribution using a Markov chain with the desired distribution as its stationary distribution [67, 68]. The sample set $(f, A_H, \beta)$ that minimizes the difference between the true image and the corresponding simulated image based on the extended model in (A.4) is selected as the final estimate. The Metropolis-within-Gibbs sampler allows for generating samples from a multivariate distribution. This approach provides the advantage of being able to estimate a full distribution of possible parameter values given a complex data likelihood and prior distribution while maintaining the convergence guarantees of an MCMC sampling approach. The Metropolis-within-Gibbs sampler was implemented to estimate frequency, amplitude, and orientation characteristics given the following hierarchical Bayesian framework.
A.3.1 Hierarchical Bayesian Framework

The data likelihood used in the proposed framework places a Gaussian distribution around an input SAS pixel value given its estimate with the expanded model of the amplitude of the pixel’s scattering strength,

\[ x_{i,r} | A_H, f, \beta \sim \mathcal{N} ( x_{i,r} | a^*(r, A_H, f, \beta), \sigma_x^2 ) , \]  

(A.15)

where \( x_{i,r} \) is the \( i^{th} \) pixel in the image at range \( r \). In our work, the pixel values are assumed to be in the range \([0, 1]\). After computing \( a^* \), we normalized it to the range \([0, 1]\). \( \sigma_x \) is set to be 1 so that the majority of the pixel values are still in the range \([0, 1]\). Then, the likelihood over a set of SAS image pixels, assuming independence, can be defined as shown in (A.16),

\[ X | A_H, f, \beta \sim \prod_{i=1}^{N} \mathcal{N} ( x_{i,r} | a^*(r, A_H, f, \beta), \sigma_x^2 ) , \]  

(A.16)

where \( N \) is the total number of pixels in the SAS image under consideration and \( X \) is the set of these image pixels. By determining the \( A_H, f \) and \( \beta \) values that maximize the likelihood function in (A.16), the mean squared error between the estimate given the model in (A.3) and the input data, \( X \), is minimized.

In order to constrain the sand ripple characteristics to physically possible values and incorporate any prior information, truncated prior distributions are placed on the \( A_H, f \) and \( \beta \) values. For the first (or single) pass of the data over an area, the prior distributions are truncated uniform distributions,

\[ A_H \sim \mathcal{U} ( A_H | a_{A_H}, u_{A_H} ) , \]  

(A.17)
\[ f \sim \mathcal{U}(f|l_f, u_f), \quad (A.18) \]

and

\[ \beta \sim \mathcal{U}(\beta|l_\beta, u_\beta). \quad (A.19) \]

The lower and upper truncation points, \( l_{A_H}, u_{A_H}, l_f, u_f, l_\beta \) and \( u_\beta \) are set to constrain the ripple amplitude, frequency, and orientation to physically possible values. These values may also be assigned given additional oceanographic information such as sediment type, wave/current information, etc. For the subsequent passes, the prior distributions are truncated Gaussian prior distributions,

\[ A_H \sim \mathcal{N}_t(A_H|\mu_{A_H}, \sigma_{A_H}, l_{A_H}, u_{A_H}), \quad (A.20) \]

\[ f \sim \mathcal{N}_t(f|\mu_f, \sigma_f, l_f, u_f), \quad (A.21) \]

and

\[ \beta \sim \mathcal{N}_t(\beta|\mu_\beta, \sigma_\beta, l_\beta, u_\beta), \quad (A.22) \]

with

\[ \mathcal{N}_t(x|\mu, \sigma, l, u) = \begin{cases} C \mathcal{N}(x|\mu, \sigma) & \text{if } l \leq x \leq u, \\ 0 & \text{otherwise} \end{cases}, \quad (A.23) \]

and

\[ C = \frac{1}{\Phi\left(\frac{u-\mu}{\sigma}\right) - \Phi\left(\frac{l-\mu}{\sigma}\right)}, \quad (A.24) \]
where $C$ is the standard normalization for the truncated Gaussian distribution, and $\Phi(\cdot)$ is the cumulative distribution function of standard normal distribution. The prior parameter values $(\mu_{A_H}, \sigma_{A_H}, \mu_f, \sigma_f, \mu_\beta, \sigma_\beta)$ are set based on estimates given by previous passes over the sand ripple field under consideration.

### A.3.2 Sampling Method

**Metropolis-within-Gibbs sampler**

This approach iteratively samples $f$, $A_H$ and $\beta$ using a Metropolis-within-Gibbs algorithm [66]. The sampling algorithm for estimating the values given a single pass of the data is summarized in the pseudo-code in Algorithm 6. In the following, each step of the sampling algorithm is described.

#### Algorithm 4

A Metropolis-within-Gibbs sampler that samples sand ripple frequency, amplitude, and orientation from $\Pi(f, A_H, \beta | X)$. The method used for each step is described in the section shown in parentheses.

1: Set parameter values and initialize $f^{(0)}$, $A_H^{(0)}$ and $\beta^{(0)}$ (Section A.3.2)
2: for $k \leftarrow 1$ to $N$ do
3: Sample the ripple frequency, $f^{(k)} \sim \Pi(f | X, A_H^{(k-1)}, \beta^{(k-1)})$ (Section A.3.2)
4: Sample the ripple amplitude, $A_H^{(k)} \sim \Pi(A_H | X, f^{(k)}, \beta^{(k-1)})$ (Section A.3.2)
5: Sample the ripple orientation, $\beta^{(k)} \sim \Pi(\beta | X, f^{(k)}, A_H^{(k)})$ (Section A.3.2)
6: end for
7: return $(f^{(0)}, A_H^{(0)}, \beta^{(0)}, f^{(1)}, A_H^{(1)}, \beta^{(1)}, f^{(2)}, A_H^{(2)}, \beta^{(2)}..., f^{(N)}, A_H^{(N)}, \beta^{(N)})$

**Sample Ripple Frequency** In a standard Gibbs sampler, the samples $f^{(k)}$, $A_H^{(k)}$ and $\beta^{(k)}$ are drawn directly from the distribution $\Pi(f | X, A_H^{(k-1)}, \beta^{(k-1)})$, $\Pi(A_H | X, f^{(k)}, \beta^{(k-1)})$, and $\Pi(\beta | X, f^{(k)}, A_H^{(k)})$, respectively. As the three distributions for $f^{(k)}$, $A_H^{(k)}$, and $\beta^{(k)}$ can-
Algorithm 5 A Metropolis-Hastings sampler that generates \( f^{(k)} \sim \Pi(f|X, A^{(k-1)}_H, \beta^{(k-1)}) \)

1: Generate a candidate \( f^c \) from \( p(f^c|f^{old} = f^{(k-1)}) \) (Equation (A.25))
2: Generate a random number \( u \) from \( U(0, 1) \)
3: if \( u \leq a(f^c, f^{old} = f^{(k-1)}) \) (Equation (A.26)) then
4: Accept \( f^c \), \( f^{(k)} = f^c \)
5: else
6: Reject \( f^c \), \( f^{(k)} = f^{(k-1)} \)
7: end if

not be drawn from directly, we use a single Metropolis-Hastings step to sample these values. As in a standard Metropolis-Hastings algorithm, a proposal distribution is used to generate sample candidates. Then, a candidate can be accepted as the next sample or rejected according to its acceptance ratio. The Metropolis-Hastings step is summarized in Algorithm 5. In the current implementation, the proposal distribution used to generate a frequency candidate, \( f^c \), for the sample \( f^{(k)} \) is a Gaussian mixture centered on the previous frequency sample value, \( f^{(k-1)} \),

\[
p(f^c|f^{(k-1)}) = w_{n,f}N(f^c|f^{(k-1)}, s_{n,f}) + w_{w,f}N(f^c|f^{(k-1)}, s_{w,f}) \quad (A.25)
\]

where \( w_{n,f} \) and \( w_{w,f} \) are fixed parameters such that \( w_{w,f} + w_{n,f} = 1 \) and \( w_{n,f}, w_{w,f} \geq 0 \). These are used to determine the relative frequency sampling from a Gaussian whose variance is either relatively small (narrow spread: \( s_{n,f} \)) or large (wide spread: \( s_{w,f} \)). The variance values, \( s_{n,f} \) and \( s_{w,f} \), are fixed values used to generate the frequency samples. When sampling from the narrow Gaussian mixture component, a small area in the parameter space surrounding the current frequency sample is explored to refine the current frequency estimate. Sampling from the proposal distribution using the wide Gaussian mixture component allows for larger exploration of the parameter space. Therefore, the \( w_{n,f}, w_{w,f}, s_{n,f} \) and \( s_{w,f} \) values will affect the speed of convergence of the proposed method by balancing
the local versus global search parameters. Given this proposal distribution, the acceptance ratio for the frequency values used to evaluate $f^c$ will be

$$\begin{align*}
a &= \frac{\Pi(f^c|X, A^{(k-1)}_H, \beta^{(k-1)})}{p(f^c|f^{(k-1)})} \frac{p(f^{(k-1)}|f^c)}{\Pi(f^{(k-1)}|X, A^{(k-1)}_H, \beta^{(k-1)})} \\
&= \frac{\Pi(f^c|X, A^{(k-1)}_H, \beta^{(k-1)})}{\Pi(f^{(k-1)}|X, A^{(k-1)}_H, \beta^{(k-1)})}
\end{align*}$$

(A.26)

where

$$\Pi(f|X, A_H, \beta) \propto \prod_{i=1}^{N} \mathcal{N}(x_{i,r}|a^*(r, A_H, f, \beta), \sigma_f^2) \mathcal{N}_t(f|\mu_f, \sigma_f, l_f, u_f)$$

(A.27)

with $N_t(f|\mu_f, \sigma_f, l_f, u_f)$ as the truncated Gaussian prior distribution in (A.21). The second equality is the result of the proposal distribution being a symmetric distribution. For the first or only pass over an area, $N_t(f|\mu_f, \sigma_f, l_f, u_f)$ will be replaced by the uniform prior distribution in (A.18).

**Sample Ripple Amplitude** The sampling step for the ripple field amplitude parallels the step for sampling the frequency using the latest sampled frequency value. Again, the proposal distribution is a Gaussian mixture centered on the previous $A_H$ value,

$$p(A^{c}_{H}|A^{(k-1)}_H) = w_{n, A}N(A^c_{H}|A^{(k-1)}_H, s_{n, A}) + w_{w, A}N(A^c_{H}|A^{(k-1)}_H, s_{w, A})$$

(A.28)
where \( w_{n,A} \) and \( w_{w,A} \) are fixed parameters such that \( w_{w,A} + w_{n,A} = 1 \) and \( w_{n,A}, w_{w,A} \geq 0 \).

Given that the proposal distribution is symmetric, the acceptance ratio used is

\[
\alpha = \frac{\Pi(A_H^{(k)}|X, f^{(k)}, \beta^{(k-1)})}{\Pi(A_H^{(k-1)}|X, f^{(k)}, \beta^{(k-1)})} \tag{A.29}
\]

where

\[
\Pi(A_H|X, f, \beta) \propto \prod_{i=1}^{N} \mathcal{N} (x_{i,r}|a^*(r, A_H, f, \beta), \sigma_x^2) \cdot \mathcal{N}_r(A_H|\mu_{A_H}, \sigma_{A_H}, l_{A_H}, u_{A_H}). \tag{A.30}
\]

**Sample Ripple Orientation** In accordance with the frequency and amplitude sampling, the proposal distribution is a Gaussian mixture centered on the previous \( \beta \) value,

\[
p(\beta^c|\beta^{(k-1)}) = w_{n,\beta} \mathcal{N}(\beta^c|\beta^{(k-1)}, s_{n,\beta}) + w_{w,\beta} \mathcal{N}(\beta^c|\beta^{(k-1)}, s_{w,\beta}) \tag{A.31}
\]

where \( w_{n,\beta} \) and \( w_{w,\beta} \) are fixed parameters such that \( w_{w,\beta} + w_{n,\beta} = 1 \) and \( w_{n,\beta}, w_{w,\beta} \geq 0 \).

Given that the proposal distribution is symmetric, the acceptance ratio used is

\[
\alpha = \frac{\Pi(\beta^c|X, f^{(k)}, A_{H}^{(k)})}{\Pi(\beta^{(k-1)}|X, f^{(k)}, A_{H}^{(k)})} \tag{A.32}
\]

where

\[
\Pi(\beta|X, f, A_H) \propto \prod_{i=1}^{N} \mathcal{N} (x_{i,r}|a^*(r, A_H, f, \beta), \sigma_x^2) \cdot \mathcal{N}_r(\beta|\mu_{\beta}, \sigma_{\beta}, l_{\beta}, u_{\beta}). \tag{A.33}
\]
Parallel Sampling

The proposed method needs a large number of samples to estimate the parameters of interest. This can be time-consuming when dealing with a large number of images. Therefore, we consider parallelizing the proposed method by allowing separate processors to generate samples of $f$, $A_H$ or $\beta$ thus shortening the execution time to generate some fixed number of samples. In our implementation, each processor is assigned to generate the same number of samples. The parameter estimates returned by our implementation are those that were generated with the largest posterior value. Since we are only returning the single sample with the largest posterior, several sampling chains may be run in parallel and a single sample selected among the chains. However, this approach does not decrease any “burn-in” period of the sampler. Also, if the mean, variance or any other statistic of the samples need to be estimated, this approach cannot be used. Instead, parallel MCMC based on methods such as regeneration should be utilized [69, 70].

Initialization and Parameter Settings

The proposed sampling method requires several parameters to be set prior to running the algorithm. For our current implementation and all of the experimental results shown, initialization for the algorithm and parameters are determined using the following methods.

**Initialization**  Prior to sampling, the SAS image being analyzed is smoothed and normalized. To preserve the edges which usually define the boundary between nonshadowed and shadowed region in SAS imagery, a 2-D median filter is employed to remove the noise without blurring edges. Smoothing is done by applying a 2-D median filter to the image
and is done to minimize the speckle term in (A.1) (since the pixel scattering strength, \( a(r) \), is the term of interest). After smoothing, the image is normalized by subtracting the mean image pixel value and dividing by the maximum image pixel value.

Initial values for the frequency are determined by first computing the frequency of each row using 1D-DFT and, then, using the averaged frequency as the initial estimate. The SAS image being considered contains the input pixels \( X \). The \( A_H \) values are initialized to the root mean square of the pixel intensity values in the SAS image. The initial values of \( \beta \) are estimated using the Hough line transform method [71]. As shown in Figure A.4, the boundaries between shadowed and unshadowed region can be interpreted as lines, whose angles can be considered as approximations to ripple orientation. From the Hough transform method, we use the average of the detected line angles as the initial value for \( \beta \).

**Parameter Settings** In the current implementation, the phase value, \( b \), is fixed to zero. When sampling the ripple frequency, amplitude, and orientation, the parameters of their corresponding truncated prior Gaussian distributions need to be set. The upper and lower truncation points are set to constrain the ripple parameters to physically possible values. In our current implementation, these lower and upper truncation points are set to \([0.6, 1.5]\) cycle/m for \( f \), \([0, 0.06]\) m for \( A_H \), and \([-\pi, \pi]\) for \( \beta \). However, these values can be easily modified given further constraining prior information (such as prior constrained information derived from oceanographic data).

Parameters for the proposal distributions for \( f \), \( A_H \), and \( \beta \) include \( w_{n,f}, w_{n,A}, w_{n,\beta}, s_{n,f}, s_{n,A}, s_{n,\beta}, s_{w,f}, s_{w,A}, \) and \( s_{w,\beta} \). In the current implementation, these values are set to \( 0.7, 0.7, 0.7, 0.01, 0.01, 0.01, 0.1, 0.1, \) and \( 0.1 \), respectively. Given that the proposed method is a Metropolis-within-Gibbs algorithm, it will benefit from the corresponding con-
vergence guarantees. However, the speed of convergence is dependent on these parameter settings. Future work can include investigating methods to optimize these proposal distribution parameters.

When given only an initial single pass of the data, uninformative priors are used for both of these parameters of interest (as opposed to the truncated Gaussian distributions defined in the previous section). These uninformative priors can be approximated by setting the $\sigma_f$, $\sigma_{AH}$, and $\sigma_{\beta}$ value to extremely large variance values relative to the truncation points of the prior. However, when previous aspects and passes over an area of interest have been analyzed, the ripple frequency, amplitude, and orientation estimates obtained from the previous passes can be used to set the prior distribution parameter settings. In these cases, $\mu_f$, $\mu_{AH}$, and $\mu_{\beta}$, can be set to the values estimated from previous passes and, $\sigma_f$, $\sigma_{AH}$, and $\sigma_{\beta}$ can be set based on the confidence of these previous estimates.

A.4 Experimental Results

The proposed sampling method was applied to simulated and real SAS imagery. Results are shown on these data sets and discussed in the following sections.

A.4.1 Image Size Analysis

The first set of experiments examines the role the size of an input image plays. An input image should be large enough to provide enough pixels with statistical consistency to extract the desired sand ripple parameters. However, an image must also be small enough to avoid too much spatial variability across the image sand ripple field since, in this work, $(AH, f, \beta)$ are assumed to be constant within an image clip. This experiment aims to determine the
lower bound on the image size needed to estimate sand ripple parameters.

The proposed method was run 10 times on two sets of simulated data generated using the model defined in (A.1) with the expanded pixel scattering strength model shown in (A.3), and the Gaussian model as the scattering cross section. The speckle term, $Z(x, y)$ in (A.1) was generated using a Rayleigh distributed speckle with a parameter value of $s = 1 \times 10^2$. One set of the simulated data is generated using the parameter setting $(A_H, f, \beta) = (0.03\text{ m}, 0.5\text{ cycle/m}, \pi/6)$, and another one $(A_H, f, \beta) = (0.04\text{ m}, 0.6\text{ cycle/m}, \pi/9)$. Each set contains seven square images with a different number of sand ripple cycles, $\lambda = \{0.5, 1, 2, 3, 4, 5, 6\}$. The width of each image is determined as $\left\lfloor \frac{\lambda}{f \cdot R} \right\rfloor$, where $R$ is the sonar range resolution.

Figure A.6. (a) - (c) show the average squared error (over 10 runs) of the estimated $A_H$, $f$, and $\beta$ values versus number of sand ripple cycles, respectively. The average squared error stays stable after the “elbow points” in these sub-figures. It seems reasonable to conclude that the statistics of the estimates stay consistent when the image covers the area with no less than one ripple. Since the minimum ripple frequency $f$ used in our work is 0.5 cycle/m and the sonar range resolution $R$ is assumed to be 0.025m, the image width is required to be greater than 160 pixels so that at least two ripples are present in the image, thus the statistical consistency is guaranteed.

### A.4.2 Simulated SAS Data - One Pass

In this experiment, three sets of simulated data were generated based on the Gaussian scattering cross section, the $sin^2$, and the SSA models. The proposed method was run using sequential and parallel Metropolis-within-Gibbs samplers.

For comparison, a traditional frequency estimation approach where imagery were trans-
Figure A.6: Average squared error of the estimated (a) ripple amplitude $A_H$, (b) ripple frequency $f$, and (c) ripple orientation $\beta$ under varying number of cycles of sand ripple. The curve with red square markers is for the simulated image with $(f, A_H, \beta) = (0.5 \text{ cycle/m}, 0.03 \text{ m}, \pi/6)$, and the curve with blue circle markers is for the simulated image with $(f, A_H, \beta) = (0.6 \text{ cycle/m}, 0.04 \text{ m}, \pi/9)$.

formed from the spatial domain into the frequency domain [72, 73] was also employed. A 1D-DFT method is used, which computes the frequency of each image row and takes the average over all row frequencies as the estimate ripple frequency. In our experiments, the sonar range resolution $R$ is assumed to be 0.025m, and the simulated images are sized to be $400 \times 400$. The DFT length $N_{DFT}$ is 400, and the DFT frequency resolution is $1/(N_{DFT} \cdot R) = 0.1 \text{ cycle/m}$. Note that in the 1D-DFT approach, only frequency can be estimated. The proposed method is able to estimate ripple frequency, amplitude and orientation (using the mode of the resulting estimated distributions, i.e., the samples with the largest likelihood value). The proposed method was also compared to a geometry-based method of amplitude estimation (as illustrated in Figure A.7). In the geometry-based method, the shadowed regions are first segmented through thresholding, where a pixel is identified as shadowed if its intensity value is lower than a predefined threshold value. The complete shadowed regions are selected to compute the amplitude (the first and last shadowed region are excluded). The estimated amplitude for each complete shadowed region is...
defined as

\[ \hat{A}_H \simeq \frac{\Delta r_0}{2r_0} A_S, \]

where \( \Delta r_0 \) is the width of the selected shadowed region, and \( r_0 \) is the distance from the shadowed region’s end point to the origin. The average of the estimated amplitudes are used as the final estimated amplitude.

![Figure A.7: The geometry-based method of amplitude estimation.](image)

\( h(r_0) \) is approximated to be zero.

To compare the proposed method with the DFT approach and the geometry-based method and to evaluate the performance of the parallelized sampling method, we have conducted a comprehensive series of experiments, obtaining a large amount of experimental results. Several selected representative experimental results that compare the proposed method to the other methods and examine the performance of parallelized sampling method are shown here. As can be seen in these results, the proposed approach outperforms the traditional DFT approach and the geometry-based method. Furthermore, the parallel sampling approach provides results with a similar error rate but with a significantly shorter running time.

The complete set of experiments are described in the following sub-sections.
Varying the true $f$ value

In this experiment, the $f$ values were varied to be 0.5, 0.6, 0.7 and 0.8 cycle/m. As the DFT frequency resolution is 0.1 cycle/m, these four ripple frequencies are distinguishable in the 1D-DFT method. The $A_H$ value was set to 0.03 m, the $\beta$ value is $\frac{\pi}{6}$, and the image clip varied from 0.2 m to 10.2 m in range. In all simulated experiments, the height of the SAS array was fixed to 4.0 m. For each $f$ value, the algorithm was run 10 times and a new simulated image was generated for each run.

Varying the true $A_H$ value

The $A_H$ values were varied to be 0.02, 0.03, 0.04 and 0.05m while the $f$ value was set to 0.7 cycle/m, the $\beta$ value is $\frac{\pi}{6}$, and the image clip varied from 0.2m to 10.2m in range. Again, for each $A_H$ value, the algorithm was run 10 times and a new simulated image was generated for each run. The experimental results using the Gaussian model with a sequential sampling method (as shown in Table A.1) wass selected to show the comparison between the proposed method and the DFT and geometry-based methods. The average squared error of our approach (sequential) is much lower than that of the 1D-DFT method in sand ripple frequency estimation, and much lower than that of the geometry-based method in sand ripple amplitude estimation.

Varying the true $\beta$ value

The $\beta$ values were varied to be $\frac{\pi}{6}$, $\frac{\pi}{4}$, $\frac{\pi}{3}$, and $\frac{5\pi}{12}$ while the $f$ value was set to 0.7 cycle/m, the $A_H$ value is 0.03 m, and the image clip varied from 0.2 m to 10.2 m in range. Again, for each $\beta$ value, the algorithm was run 10 times and a new simulated image was generated for each run. The experimental results using the $\sin^2$ model (as shown in Table A.2) is
selected to evaluate the performance of the parallel version of our approach. The parallel sampling approach shortens the execution time by approximately a factor of 4 (the number of processors) and still achieves similar performance to the sequential sampling in terms of average squared error (± standard deviation).

**Varying the range of the simulated SAS imagery**

The range values were varied to be beginning from 7.5 m in range to 30.0 m in range while the $A_H$ value was set to 0.03 m and the $f$ value was fixed to 0.7 cycle/m. For each range, the algorithm was run 10 times and a new simulated image was generated for each run. The amplitude estimation results of the Gaussian model, the $\sin^2$ model, and the SSA model using the sequential sampling method are shown in Table A.3. The proposed method has similar performances on all three models, illustrating that the proposed method can be applied to any appropriate given model.
Table A.2: One Pass Simulated Data-\(sin^2\) Model: Varying \(\beta\), Average Squared Error(\(\pm\) Standard Deviation)

<table>
<thead>
<tr>
<th>True (\beta)</th>
<th>(\frac{\pi}{6})</th>
<th>(\frac{\pi}{4})</th>
<th>(\frac{\pi}{3})</th>
<th>(\frac{\pi}{12})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A_H)</td>
<td>1.8 (\times) 10^{-8}</td>
<td>1.3 (\times) 10^{-7}</td>
<td>3.6 (\times) 10^{-8}</td>
<td>1.2 (\times) 10^{-6}</td>
</tr>
<tr>
<td>(f)</td>
<td>8.6 (\times) 10^{-9}</td>
<td>1.5 (\times) 10^{-8}</td>
<td>1.7 (\times) 10^{-7}</td>
<td>3.0 (\times) 10^{-8}</td>
</tr>
<tr>
<td>(\beta)</td>
<td>1.8 (\times) 10^{-9}</td>
<td>8.6 (\times) 10^{-9}</td>
<td>1.5 (\times) 10^{-7}</td>
<td>6.0 (\times) 10^{-8}</td>
</tr>
<tr>
<td>Exec.</td>
<td>615.4 seconds</td>
<td>615.0 seconds</td>
<td>606.6 seconds</td>
<td>608.2 seconds</td>
</tr>
<tr>
<td>Par.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A_H)</td>
<td>2.3 (\times) 10^{-8}</td>
<td>3.5 (\times) 10^{-7}</td>
<td>1.0 (\times) 10^{-7}</td>
<td>2.2 (\times) 10^{-7}</td>
</tr>
<tr>
<td>(f)</td>
<td>3.4 (\times) 10^{-8}</td>
<td>2.9 (\times) 10^{-7}</td>
<td>1.3 (\times) 10^{-7}</td>
<td>4.6 (\times) 10^{-7}</td>
</tr>
<tr>
<td>(\beta)</td>
<td>2.9 (\times) 10^{-8}</td>
<td>3.1 (\times) 10^{-7}</td>
<td>1.8 (\times) 10^{-7}</td>
<td>5.7 (\times) 10^{-7}</td>
</tr>
<tr>
<td>Exec.</td>
<td>153.4 seconds</td>
<td>152.8 seconds</td>
<td>152.4 seconds</td>
<td>152.1 seconds</td>
</tr>
</tbody>
</table>

Table A.3: One Pass Simulated Data-Three Models: Varying Range, Average Squared Error(\(\pm\) Standard Deviation) of \(A_H\)

<table>
<thead>
<tr>
<th>Beginning Range</th>
<th>7.5 m</th>
<th>15.0 m</th>
<th>22.5 m</th>
<th>30.0 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gau</td>
<td>3.5 (\times) 10^{-10}</td>
<td>6.3 (\times) 10^{-9}</td>
<td>6.0 (\times) 10^{-9}</td>
<td>8.0 (\times) 10^{-9}</td>
</tr>
<tr>
<td>(sin^2)</td>
<td>3.2 (\times) 10^{-10}</td>
<td>2.3 (\times) 10^{-9}</td>
<td>4.2 (\times) 10^{-9}</td>
<td>4.6 (\times) 10^{-9}</td>
</tr>
<tr>
<td>SSA</td>
<td>2.4 (\times) 10^{-9}</td>
<td>4.0 (\times) 10^{-9}</td>
<td>2.2 (\times) 10^{-9}</td>
<td>3.0 (\times) 10^{-9}</td>
</tr>
</tbody>
</table>
A.4.3 Ripple Orientation Estimation using Hough Line Transform Method

As mentioned in Section A.3.2, the Hough line transform method was used for $\beta$ initialization. For experiments in Section A.4.2 where obvious occluded regions were present in the simulated imagery, the Hough line transform method could extract the occluded region boundaries precisely, thus providing an accurate initialization. The initial value of $\beta$ was more accurate than the final estimated $\beta$ in these cases. However, the performance of Hough transform approach depends on the occurrence of occluded regions in SAS imagery. In this section, the proposed method was compared with the Hough transform method on images with insignificant occluded regions (as shown in Figure A.8.(a)). The $\beta$ values were varied to be $\frac{\pi}{6}$, $\frac{\pi}{4}$, $\frac{\pi}{3}$, and $\frac{5}{12}\pi$ while the $f$ value was set to 0.5 cycle/m, the $A_H$ value is 0.03 m. The image clip varied from 0.2 m to 4.0 m with insignificant occluded regions. For each $\beta$ value, the algorithm was run 10 times and a new simulated image was generated for each run. Results are shown in Table A.4. The Hough line transform method achieved higher average squared error than the proposed approach when the occluded regions were insignificant.

Figure A.8: Image clips with insignificant and significant occluded regions.
Table A.4: Varying $\beta$, Average Squared Error(± Standard Deviation)

| True $\beta$ | $\frac{\pi}{6}$ | $\frac{\pi}{4}$ | $\frac{\pi}{3}$ | $\frac{\pi}{12}$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq. $\beta$</td>
<td>8.1 x $10^{-8}$</td>
<td>2.2 x $10^{-8}$</td>
<td>3.8 x $10^{-8}$</td>
<td>5.7 x $10^{-8}$</td>
</tr>
<tr>
<td></td>
<td>(1.2 x $10^{-8}$)</td>
<td>(5.0 x $10^{-8}$)</td>
<td>(4.3 x $10^{-8}$)</td>
<td>(1.0 x $10^{-7}$)</td>
</tr>
<tr>
<td>Hough $\beta$</td>
<td>5.4 x $10^{-4}$</td>
<td>3.0 x $10^{-4}$</td>
<td>1.4 x $10^{-4}$</td>
<td>3.4 x $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
</tr>
</tbody>
</table>

A.4.4 Simulated SAS Data-Multiple Pass

In the first experiment, we have no prior knowledge of the ripple parameters other than knowing physically reasonable values. So, for those experiments we use a uniform prior distribution such that each possible value is treated equally. However, for multiple passes, we can impose prior knowledge from the estimated result of the first pass. By establishing an informative prior distribution for the subsequent passes, the estimated result can be further refined. In this experiment, the informative prior distribution we use is a truncated Gaussian prior distribution centered at the estimated result of the preceding pass (Equation (A.20)-(A.22)). The $\sigma_f$, $\sigma_{A_H}$, and $\sigma_\beta$ values were set to be $3.00 \times 10^{-6}$, based on the squared error computed from simulated data experiments with corresponding parameter settings.

Consider the following two-pass experiment. Simulated data for the same area is generated from two different ranges (7.5 m-27.5 m, 15.0 m-35.0 m). First, the proposed sampling algorithm with the uniform prior distribution (as described in Equations (A.17)-(A.19)) is applied to the first pass of the data with a collection range of 7.5 m-27.5 m. Then, the second pass (15.0 m-35.0 m) of the area is analyzed using both the uniform prior distribution (uninformative) and the truncated Gaussian distribution whose parameters are set based on the estimated result of the first pass (informative). In our experiments, we choose four sets of values for $(A_H, f, \beta)$, (0.02, 0.8, $\pi/4$), (0.03, 0.8, $\pi/4$), (0.02, 0.9, $\pi/6$) and
prior distribution values based on the relative rates of occlusion in the input imagery. The sampling algorithm to improve the overall estimate. Future work will investigate setting more collaborating information about the height of the ripple field which is leveraged by two different occlusion regions from the same ripple peaks can be observed. This provides more information is available from the second pass due to more regions in Table A.5. As seen in Table A.5, the results of the second pass tend to improve overall. This is because more information is available from the second pass due to more regions of occlusion. Imagery that contains more regions of occlusion provides more information when estimating ripple parameters. As the second pass was at larger range values, there were larger regions of occlusion. Furthermore, for two different passes over the same area, two different occlusion regions from the same ripple peaks can be observed. This provides more collaborating information about the height of the ripple field which is leveraged by the sampling algorithm to improve the overall estimate. Future work will investigate setting prior distribution values based on the relative rates of occlusion in the input imagery.

<table>
<thead>
<tr>
<th>True ((A_H, f, \beta))</th>
<th>(0.02, 0.8, (\pi/4))</th>
<th>(0.03, 0.8, (\pi/4))</th>
<th>(0.02, 0.9, (\pi/6))</th>
<th>(0.03, 0.9, (\pi/6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_H) [\text{Pass 1}]</td>
<td>2.7 × 10^{-8} (4.4 × 10^{-8})</td>
<td>9.5 × 10^{-9} (1.3 × 10^{-8})</td>
<td>2.9 × 10^{-8} (4.6 × 10^{-8})</td>
<td>3.3 × 10^{-8} (2.4 × 10^{-8})</td>
</tr>
<tr>
<td>[\text{Pass 2-Uninf.}]</td>
<td>5.9 × 10^{-8} (4.8 × 10^{-8})</td>
<td>1.5 × 10^{-8} (2.2 × 10^{-8})</td>
<td>1.6 × 10^{-8} (2.1 × 10^{-8})</td>
<td>3.3 × 10^{-8} (3.1 × 10^{-8})</td>
</tr>
<tr>
<td>[\text{Pass 2-Inf.}]</td>
<td>1.2 × 10^{-8} (2.2 × 10^{-8})</td>
<td>9.4 × 10^{-9} (1.2 × 10^{-8})</td>
<td>1.0 × 10^{-8} (1.1 × 10^{-8})</td>
<td>1.5 × 10^{-8} (2.3 × 10^{-8})</td>
</tr>
<tr>
<td>(f) [\text{Pass 1}]</td>
<td>1.4 × 10^{-8} (1.9 × 10^{-8})</td>
<td>3.2 × 10^{-8} (5.0 × 10^{-8})</td>
<td>4.5 × 10^{-8} (5.9 × 10^{-8})</td>
<td>1.3 × 10^{-7} (2.1 × 10^{-7})</td>
</tr>
<tr>
<td>[\text{Pass 2-Uninf.}]</td>
<td>6.3 × 10^{-8} (7.1 × 10^{-8})</td>
<td>9.4 × 10^{-8} (1.1 × 10^{-7})</td>
<td>8.4 × 10^{-8} (1.8 × 10^{-7})</td>
<td>1.3 × 10^{-6} (3.1 × 10^{-6})</td>
</tr>
<tr>
<td>[\text{Pass 2-Inf.}]</td>
<td>1.5 × 10^{-8} (2.1 × 10^{-8})</td>
<td>3.6 × 10^{-8} (6.7 × 10^{-8})</td>
<td>4.2 × 10^{-8} (5.9 × 10^{-8})</td>
<td>1.3 × 10^{-7} (2.2 × 10^{-7})</td>
</tr>
<tr>
<td>(\beta) [\text{Pass 1}]</td>
<td>5.0 × 10^{-9} (6.8 × 10^{-9})</td>
<td>6.3 × 10^{-9} (8.6 × 10^{-9})</td>
<td>4.9 × 10^{-9} (7.1 × 10^{-9})</td>
<td>2.0 × 10^{-9} (4.2 × 10^{-9})</td>
</tr>
<tr>
<td>[\text{Pass 2-Uninf.}]</td>
<td>3.0 × 10^{-8} (3.0 × 10^{-8})</td>
<td>2.3 × 10^{-8} (4.1 × 10^{-8})</td>
<td>8.7 × 10^{-8} (2.5 × 10^{-7})</td>
<td>5.3 × 10^{-8} (1.7 × 10^{-7})</td>
</tr>
<tr>
<td>[\text{Pass 2-Inf.}]</td>
<td>4.5 × 10^{-9} (6.6 × 10^{-9})</td>
<td>5.9 × 10^{-9} (7.0 × 10^{-9})</td>
<td>4.5 × 10^{-9} (5.9 × 10^{-9})</td>
<td>1.9 × 10^{-9} (3.5 × 10^{-9})</td>
</tr>
</tbody>
</table>
A.4.5 Measured SAS Data

The proposed approach was also applied to real, measured SAS imagery. Both single pass and multiple pass experiments were conducted. In the case of real SAS imagery, ground truth information in terms of true ripple frequency, amplitude, and orientation are unknown. Thus, results are shown with comparison to simulated data generated using the estimated parameter values.

**One Pass**

For the one-pass experiments, five real image clips were considered. Three image clips have zero orientation, ranging from 17.1 m to 31.7 m. The other two clips have non-zero orientation, ranging from 20.0 m to 33.2 m. These experiments were run using the Gaussian scattering cross section model. In Figure A.9 and A.10, we show the image clips used, the resulting estimated parameters, and simulated imagery generated using the resulting ripple frequency and amplitude.

By qualitatively comparing the simulated imagery (without any speckle) to the measured data, we can see that the best results are obtained when the sand ripples do not merge or split. This is due to fixing the phase value, $b$, to be zero. Future work will incorporate phase estimates for every pixel in the image (which will result in a considerable increase in the size of the search space). Despite not estimating $b$, the estimated values for the real imagery appear qualitatively good.

**Multiple Passes**

For the multiple pass experiment, two SAS images collected over the same area from different ranges (21.9 m-36.6 m and 40.9 m-50.0 m) were used to estimate the ripple
Figure A.9: (a) - (c) are three real image clips. Their corresponding simulated imagery (without speckle) generated using the estimated frequency, and amplitude parameters are shown in (d) - (f). The estimated results: (a) Estimated $f = 1.05$ cycle/m, $A_H = 0.035$ m, (b) Estimated $f = 0.93$ cycle/m, $A_H = 0.017$ m, (c) Estimated $f = 1.05$ cycle/m, $A_H = 0.016$ m.

frequency and amplitude. Both of these images are centered over the same sand ripple area with slightly different window sizes. These images were collected several days apart. These figures are shown in Figure A.11. The first pass initially estimated values of $f = 1.464 \pm 0.0092, A_H = 0.0595 \pm 0.0004$ (average value over ten runs ± standard deviation). These values were then used as prior values while incorporating the second pass to refine the estimates. After the second pass, the estimated parameter values for the region were $f = 1.465 \pm 0.0093, A_H = 0.0598 \pm 0.0002$ (average value over ten runs ± standard deviation).
Figure A.10: (a) and (b) are two real image clips. Their corresponding simulated imagery (without speckle) generated using the estimated frequency, amplitude, and orientation parameters are shown in (c) and (d). The estimated results: (a) Estimated $f = 1.14$ cycle/m, $A_H = 0.017$ m, $\beta = 24.9^\circ$, (b) Estimated $f = 1.22$ cycle/m, $A_H = 0.019$ m, $\beta = -32.6^\circ$.

Figure A.11: First (a) and second (b) pass of rippled sand region collected at 21.9 m to 36.6 m and 40.9 m to 50.0 m in range, respectively.

A.5 Summary and Future Work

This work extends Lyons’ sand ripple model by incorporating occluded/shadowed regions due to the preceding peaks in a ripple field and presents a hierarchical Bayesian framework and MCMC sampling method for sand ripple field frequency, amplitude, and orientation estimation from SAS imagery. Furthermore, the proposed sampling method is parallelized to improve running time. Experimental results show the effectiveness of the extended Lyons’
When compared with a 1D-DFT method for frequency estimation, a geometry-based method for amplitude estimation, and the Hough transform method for orientation estimation, the proposed sampling method is shown to outperform the others. In comparison, the three sand ripple parameters are simultaneously estimated and have much higher estimation accuracy. The parallel version of the proposed sampling method significantly shortens the execution time by approximately a factor of the number of processors used while preserving the estimation accuracy. Furthermore, multiple pass experiments show a performance gain by using informative prior information from previous passes over an area.

Future work will include many significant extensions to the proposed approach. The current implementation assumes a flat (non-sloping) seafloor. Future work will include expanding the assumed models and sampling approach to incorporate sloping sea-floors. This extension will add additional invariant parameters for estimation (namely, the slope of the sea-floor). Furthermore, sand ripple fields do not have a constant phase value but, instead, ripples merge and split. Therefore, future work will also include estimation of the phase value, $b$, for every SAS pixel under consideration. Since the extended sand ripple model is based on Lyons’ model which is only applicable to high frequency and narrow angle SAS systems, a more general model suitable to other SAS systems will also be investigated.
Appendix B

Appendix 2 - Invariant Parameter Estimation Across Varying Seabeds in Synthetic Aperture Sonar Imagery

In this work, we seek to estimate invariant features of the seafloor to describe and distinguish between seafloor types. Our approach makes the assumption that the local characteristics of the true bathymetry of the seafloor can be represented by a Gaussian Markov Random Field (GMRF). Since we characterize the bathymetry of the seafloor, this method yields GMRF parameters that are invariant to acoustic sensing modality and geometry.

The intensity-based features can be degraded due to the speckle noise present in the sonar imagery and vary drastically with the sensing geometry. Given a particular sensing geometry and bathymetry, the textures and pixel values imaged by a SAS system will vary over the same spatial region of the seafloor. Features based on image characteristics are often not quantifying invariant parameters of the seafloor but, instead, are describing the relationship of that particular sensing geometry with respect to that area of the seafloor.
A different pass of the SAS sensor with varying range and aspect angle over the same region may result in very different image-based features. In this work, we investigate the use of Gaussian Markov Random Fields (GMRFs) to characterize the underlying bathymetry depicted in a SAS image. In order to estimate the GMRF parameters that describe the bathymetry of a region, bathymetry slope values for imaged seafloor are needed. However, many of the pixels on the seafloor are shadowed and, thus, much of the information related to their heights relative to neighboring pixels is unknown. To address this issue, an alternating optimization (AO) algorithm is used to estimate the GMRF parameters. The proposed method can be divided into four main steps summarized in Figure B.1.

![Flowchart of the proposed GMRF method.](image)

### B.1 Estimating the Relative Bathymetry Profile

Incident acoustic waves of SAS will be reflected and scattered from the seafloor. The component that is backscattered towards the sonar will be collected by the sonar receivers and
contribute to the formation of the SAS imagery. Here, SAS imagery have been modeled with an intensity representation of the backscattered acoustic energy given a specific range, depression and aspect angle [49]. Given knowledge of the backscattering model with appropriate assumptions, the intensity image can be converted into the bathymetry map[74]. A challenge in this conversion comes from the shadowed pixels where the incident acoustic wave is blocked by the preceding contour and, thus, no bathymetry information are available for these pixels. In our work, we determine locations of the shadowed pixels based on the local mean and variance and compute an estimate of slope of the bathymetry for non-shadowed pixels using the variation of local pixel intensity.

B.1.1 Shadow Detection

Our current approach for identifying occluded pixels is to apply a local mean and variance filter to the input image. Shadowed/occluded regions have both a small local mean and low variance. Thus, after computing the mean and variance in a local window \( \mathcal{W} \) surrounding each pixel, the mean and variance values are thresholded with predetermined, fixed values. If both the mean and variance are below their respective thresholds, the pixel is labeled as a shadowed or occluded pixel.

B.1.2 Backscattering Model: Lambertian Reflectance Model

In order to estimate the bathymetry, we need a backscattering model relating intensity to bathymetry. Seafloor backscattering is a complicated phenomenon, which is generally considered to be composed of a combination of surface and volume scattering, (i.e., roughness interface scattering and scattering from inhomogeneities within the sediment volume
However, for simplicity, in our work a Lambertian reflectance model is applied as the backscattering model [76–78]. Under the Lambertian reflectance model, image intensity $I_{i,j}$ is the cosine of the angle between the seafloor orientation (normal vector) $N_{i,j}$ and the incident acoustic wave direction $L_{i,j}$ at the seafloor location corresponding to pixel $(i,j)$ [78]. This model is illustrated in Figure B.2.

![Graphic depiction of the Lambertian reflectance model.](image)

The SAS image intensity can be expressed as

$$I_{i,j} = \cos(\alpha) = \frac{\langle L_{i,j}, N_{i,j} \rangle}{\langle L_{i,j}, L_{i,j} \rangle \cdot \langle N_{i,j}, N_{i,j} \rangle}, \quad (B.1)$$

with

$$L_{i,j} = \begin{pmatrix} j \\ 0 \\ -A_H + H_{i,j} \end{pmatrix} \approx \begin{pmatrix} j \\ 0 \\ -A_H \end{pmatrix}, \quad \text{and} \quad N_{i,j} = \begin{pmatrix} -\partial H/\partial j \\ -\partial H/\partial i \\ 1 \end{pmatrix} \approx \begin{pmatrix} -\Delta H_{i,j}/\Delta R \\ 0 \\ 1 \end{pmatrix}, \quad (B.2)$$

where $A_H$ is the sonar height, $H_{i,j}$ is the absolute bathymetry value corresponding to pixel $(i,j)$, $\Delta R$ is the sonar range resolution and $\Delta H_{i,j}$ is the bathymetry slope at $(i,j)$. In our data, $A_H$ is usually around $5\text{m}$ and $H_{i,j}$ is generally smaller than $10\text{cm}$ ($H_{i,j} \ll A_H$). Thus,
the component $-A_H + H_{i,j}$ in $L_{i,j}$ can be approximated by $-A_H$. Using this approximation yields an expression that depends only on relative change in $H_{i,j}$ rather than absolute bathymetry values. As described in the following Section B.1.3, $\Delta H_{i,j}$ can be estimated using (B.1)-(B.2) given $I_{i,j}$, $A_H$ and $\Delta R$.

**B.1.3 Initial Bathymetry Estimation**

Since input SAS imagery are generally not calibrated, intensity information does not provide any absolute bathymetry information. Therefore, only bathymetry slope information can be estimated from the input image. Pixel intensity is an indicator of slope information of the seafloor, which can potentially provide a relative change in height at each pixel [79]. A large intensity value generally indicates a steeper seafloor slope (e.g., maximal values are perpendicular to the grazing angle from the sensor). A small value indicates a shallow seafloor slope. Given an assumed value for the first pixel in each row of the image and the first pixel following any occluded region, a bathymetry slope profile for all of the observed pixels can be estimated based on the relative intensity of each pixel. Essentially, all intensity values for observed pixels are normalized and used as a slope estimate (change from the bathymetry value of the preceding pixel) to estimate the bathymetry profile of observed pixels. In this initial estimate, shadowed pixels are set to have a bathymetry slope of $-2$. From (B.1) - (B.2) and this naive interpolation scheme, the bathymetry slope can be estimated as

$$
\Delta H_{i,j} = \begin{cases} 
\frac{\Delta R}{\tan(\arctan(\frac{A_H}{j}) + \arccos(I_{i,j}))} & \text{if } M_{i,j} = 0, \\
-2 & \text{otherwise},
\end{cases}
$$

(B.3)
where $M_{i,j}$ is the shadow map at pixel $(i,j)$ such that $M_{i,j} = 1$ if pixel $(i,j)$ is shadowed/occluded and $M_{i,j} = 0$ otherwise. Given (B.3), the estimated bathymetry profile will be

$$\hat{H}_{i,j} = \sum_{k=1}^{j} \Delta H_{i,k},$$

(B.4)

which is the cumulative sum of the bathymetry slope along the range direction. The first column in the image is assumed to be the reference height, which means that $\Delta H_{i,1} = I_{i,1}$.

### B.2 GMRF Parameter Estimation and Bathymetry Slope Refinement

Once an initial bathymetry profile for the observed pixels is estimated as described above, then the GMRF parameters for that bathymetry profile can be estimated. We use an alternating optimization (AO) with an Iterated Conditional Modes (ICM)[80, 81] approach. In our approach, we assume that our initial estimated bathymetry profile is inaccurate. Thus, the proposed algorithm aims both to refine the bathymetry profile and update the GMRF parameters. The algorithm is summarized in the pseudo-code in Algorithm 6. Each step of the proposed approach is described in the following sub-sections as indicated in Algorithm 6.

#### B.2.1 Bathymetry Profile Distortion Model Parameter Estimation

The bathymetry profile estimate is refined by considering this as an image restoration problem using the current estimated GMRF model [82, 83]. In our work, due to occurrence of shadowed pixels, we consider two types of possible bathymetry profile errors, namely,
Algorithm 6  Proposed AO with ICM algorithm

Input: Shadow map $M_{i,j}$ and initial bathymetry map $\hat{H}$.

1: Initialize $\sigma_0^2$, $\sigma_1^2$, the bathymetry map, $H$, and the GMRF parameters, $\beta$.
2: Estimate $\sigma_1^2$ by $\hat{\sigma}_1^2 = \arg\max_{\sigma_1^2} P(\hat{H}|H, \sigma_1^2)$ (Section B.2.1).
3: Estimate $\sigma_0^2$ by $\hat{\sigma}_0^2 = \arg\max_{\sigma_0^2} P(\hat{H}|H, \sigma_0^2)$ (Section B.2.1).
4: Estimate $\beta$ by $\bar{\beta} = \arg\max_{\beta} P(H|\beta)$. MPLE is used to maximize the PL likelihood function (Section B.2.2).
5: Update $H$ by $H = \arg\max_{H} P(H|\hat{H}, \beta, \sigma_0^2, \sigma_1^2)$ based on the current $\hat{H}$, $\beta$, $\sigma_0^2$ and $\sigma_1^2$. The maximization here is performed by using ICM method (Section B.2.3).
6: Return to step 2 for a fixed number of iterations or until convergence.

Occlusion error and reconstruction error. Occlusion error is found at the shadowed pixels where any bathymetry information has been concealed and, thus, bathymetry is initially only estimated by the naive interpolation scheme described in Equation (B.3). Reconstruction error represents all the other possible errors such as noise in the sonar image or error due to the backscattering model. We treat the occlusion error and reconstruction error as two zero-mean Gaussian random variables with different variances. Given this model, the bathymetry profile distortion model can be expressed as

$$\hat{H}_{i,j} = H_{i,j} + e_{i,j}, \quad \text{(B.5)}$$

where $e_{i,j} \sim \mathcal{N}(0, \sigma_{i,j}^2)$ is the independent zero-mean Gaussian error which distorts the true bathymetry map, $H$. We assume that occlusion error occurs at only shadowed pixels and reconstruction error occurs only at the remaining pixels,

$$e_{i,j} \sim \begin{cases} \mathcal{N}(0, \sigma_1^2) & \text{if } M_{i,j} = 1, \\ \mathcal{N}(0, \sigma_0^2) & \text{otherwise}, \end{cases} \quad \text{(B.6)}$$
where $e_{i,j} \sim \mathcal{N}(0, \sigma^2_1)$ represents occlusion error and $e_{i,j} \sim \mathcal{N}(0, \sigma^2_0)$ reconstruction error.

Following the conditional independence assumption [80] that given $H$, all the elements in $\hat{H}$ are conditionally independent and that each element of $\hat{H}_{i,j}$ has a known conditional density function $\mathcal{N}(\hat{H}_{i,j}|H_{i,j}, \sigma^2_{i,j})$, then the conditional density of $\hat{H}$ given $H$ can be simplified to

$$P(\hat{H}|H) = \prod_{\forall (i,j)} p(\hat{H}_{i,j}|H_{i,j}, M_{i,j}) = \prod_{\{i,j\}: M_{i,j}=1} p(\hat{H}_{i,j}|H_{i,j}) \prod_{\{i,j\}: M_{i,j}=0} p(\hat{H}_{i,j}|H_{i,j})$$

$$= \prod_{\{i,j\}: M_{i,j}=1} \mathcal{N}(\hat{H}_{i,j}|H_{i,j}, \sigma^2_1) \prod_{\{i,j\}: M_{i,j}=0} \mathcal{N}(\hat{H}_{i,j}|H_{i,j}, \sigma^2_0). \quad (B.7)$$

Then, the distortion model parameters $\sigma^2_1$ and $\sigma^2_0$ can be estimated using Maximum likelihood estimation (MLE). By maximizing (B.7), the update equations for $\sigma^2_1$ and $\sigma^2_0$ are

$$\hat{\sigma}^2_1 = \frac{1}{m_1} \sum_{\{i,j\}: M_{i,j}=1} [H_{i,j} - \hat{H}_{i,j}]^2, \quad (B.8)$$

and

$$\hat{\sigma}^2_0 = \frac{1}{m_0} \sum_{\{i,j\}: M_{i,j}=0} [H_{i,j} - \hat{H}_{i,j}]^2, \quad (B.9)$$

respectively, where $m_1$ is the number of shadowed pixels and $m_0$ non-shadowed pixels.
B.2.2 Gaussian Markov Random Fields (GMRFs) Model Parameter Estimation

In step 4 of Algorithm 1, the GMRF parameters, \( \beta \), are updated. As stated previously, these parameters are the desired invariant seafloor features. In our implementation, we adopt a 2nd-order homogeneous GMRF model with four spatial interaction parameters \( \beta = (\beta_1, \beta_2, \beta_3, \beta_4)^T \). As shown in Figure B.3, \( \beta_1 \) and \( \beta_2 \) are for neighbors which are one pixel apart horizontally and vertically, and \( \beta_3 \) and \( \beta_4 \) for diagonally adjacent neighbors in southeast and southwest directions [84]. The local conditional probability density function (pdf) is defined as

\[
H_{i,j} | H_{\mathcal{N}_{i,j}} \sim \mathcal{N} \left( (w_{i,j}H)^T \beta, \sigma^2 \right),
\]

with

\[
(w_{i,j}H) = [(H_{i,j-1} + H_{i,j+1}), (H_{i-1,j} + H_{i+1,j}), (H_{i,j-1} + H_{i,j+1}), (H_{i+1,j-1} + H_{i-1,j+1})]^T,
\]

where \( w_{i,j} \) is an indicator matrix which selects the neighbors of pixel \((i, j)\) and \( \sigma^2 \) is the local variance which is usually assumed to be known.

For GMRF parameter estimation, Maximum likelihood estimation (MLE) is computationally demanding particularly for large lattices. Besag [85, 86] proposed the Maximum pseudo-likelihood estimation (MPLE) as an alternative to MLE, where the pseudo-likelihood (PL) is defined as the product of the local conditional pdfs of each pixel given the neighbors [84–87]. In our approach, we employ the MPLE method to estimate the \( \beta \) GMRF parameters. Note that the MPLE approach is used to estimate the \( \beta \) parameters...
only. The log-PL is defined as

\[ \ln P(L) = \frac{1}{2} MN \ln(2\pi \sigma^2) - \frac{1}{2\sigma^2} \sum_{i=1}^{N} \sum_{j=1}^{M} (H_{i,j} - (w_{i,j}H)^T \beta)^2, \]  

(B.12)

and, given this model, the GMRF parameter update equations are

\[ \bar{\beta} = \left( \sum_{i=1}^{N} \sum_{j=1}^{M} (w_{i,j}H)(w_{i,j}H)^T \right)^{-1} \left( \sum_{i=1}^{N} \sum_{j=1}^{M} (w_{i,j}H)H_{i,j} \right), \]  

(B.13)

and

\[ \bar{\sigma}^2 = \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} (H_{i,j} - (w_{i,j}H)\bar{\beta})^2. \]  

(B.14)

Figure B.3: The 2nd-order Neighborhood Structure

B.2.3 Bathymetry Profile Refinement

After parameter estimation for the distortion and GMRF models, the proposed approach refines the bathymetry profile according to all available information; that is, find the \( H \) that maximizes the conditional probability \( p(H|\hat{H}) \). Probabilistic solutions for this problem, such as simulated annealing, the Gibbs sampler, or the Metropolis algorithm, ensure the convergence toward a global maximum but have computational costs [88]. Thus, we employ a deterministic algorithm called Iterated Conditional Modes (ICM) [80] which lightens
the computational burden by providing a suboptimal solution that sequentially maximizes local conditional probabilities, \( p \left( H_{i,j} | \hat{H}, H_{\mathcal{N}_{i,j}} \right) \).

From the assumptions that the observed \( \hat{H}_{i,j} \) are conditionally independent given \( H \), and that each \( \hat{H}_{i,j} \) has the conditional density function \( p \left( \hat{H}_{i,j} | H_{i,j} \right) \) dependent only on \( H_{i,j} \), it follows that

\[
p \left( H_{i,j} | \hat{H}, H_{\mathcal{N}_{i,j}} \right) \propto p \left( \hat{H}_{i,j} | H_{i,j} \right) p \left( H_{i,j} | H_{\mathcal{N}_{i,j}} \right).
\] (B.15)

Maximizing Equation (B.15) is equivalent to minimizing the following potential

\[
V_{i,j} = \frac{1}{2} \sigma_{i,j}^2 \left( H_{i,j} - \hat{H}_{i,j} \right)^2 + \frac{1}{2} \sigma^2 \left( H_{i,j} - \sum_{i,k \in \mathcal{N}_{i,j}} \beta_{i,k} H_{i,k} \right)^2 ,
\] (B.16)

where the first term enforces the assumption that our distortion model is Gaussian distributed and the second term minimizes the difference between neighboring pixels. ICM evaluates the second term given \( H_{i,k} \) from the last iteration. Using the method of Lagrange multipliers, the update equation for \( H_{i,j} \) at iteration \( (t + 1) \) is given by

\[
H_{i,j}^{(t+1)} = \frac{\sigma_{i,j}^2}{\sigma_{i,j}^2 + \sigma^2} \hat{H}_{i,j} + \frac{\sigma^2}{\sigma_{i,j}^2 + \sigma^2} \sum_{i,k \in \mathcal{N}_{i,j}} \beta_{i,k} H_{i,k}^{(t)} ;
\] (B.17)

### B.3 Experiments

In order to evaluate our estimated GMRF parameter, two sets of experiments were conducted. The first experiment examined the ability for the proposed algorithm to recover true bathymetry GMRF parameters given varying sonar aspect angles. The second experiment
examined the ability of the proposed method to estimate parameters that can distinguish between different sea floor types.

**B.3.1 Experiment I - Invariant to SAS System Height**

The first set of experiments investigates the stability of the approach to estimate the correct GMRF parameter while varying SAS system aspect angles. With a fixed underlying true bathymetry map, SAS imagery were simulated. Then, the proposed AO approach was applied to each simulated image and the estimated GMRF parameters were compared to the true values.

In this experiment, the sonar system was set to three different heights resulting three different sensing geometries. Each sensing geometry was used to simulated SAS imagery with two different GMRF parameter sets, namely, [0.5108, 0.4107, 0.2097, 0.2097], and [0.5432, 0.2910, 0.1580, 0.1580]. For each parameter set, 10 simulations of 513-by-513 images were generated. Then, given these simulated data set, the proposed algorithm was applied and the GMRF parameters were estimated. In Table B.1 and Table B.2, the average squared error (standard deviation) is computed over 10 runs. Our proposed algorithm (denoted by AO(s)) is compared to three other methods, namely, MPLE, Coding method and AO(e). This experiment shows that, even with varying sensing geometry, stable GMRF parameters for the underlying bathymetry are estimated. With respect to the estimation error, our proposed AO algorithm achieves the best performance among the four methods.
B.3.2 Experiment II

The second set of experiments investigates the value of the GMRF parameters with respect to distinguishing between different seafloor types. In this experiment, GMRF parameters are estimated from several manually selected and labeled sub-images from real SAS data. Since our data set was unlabeled with respect to seafloor type, the following labeling process was used. Each extracted sub-image from real SAS data was labeled by three individuals separately. The true label was determined to be the seafloor type that was agreed by all the three individuals. Samples in which all three individuals did not assign the same label were removed from the data set. Samples of two seafloor types considered are shown in Figure B.4. The dataset contains 104 sub-images categorized into two classes: sand ripple and hard-pack sand. The sand ripple class has 60 sub-images and the hard-pack sand class has 44 sub-images. For each sub-image, the GMRF parameters were estimated with the proposed approach. These GMRF parameters were then used as features in KNN classifier trained to distinguish between the two seafloor types. For the KNN classifier, we varied K from 3 to 9 with step-size 2 and the decision rule was majority-vote. The performance was measured using a two-fold cross-validation scheme. The sub-images are assigned into two equal size sets. Each set is consist of the randomly selected half samples of the two classes. 1000 rounds of validations are performed, and the validation results are averaged over the rounds.

A practical problem in this experiment is downsampling of the sub-images. SAS images have very high resolution (e.g., on the order of centimeters per pixel). The physical distance between adjacent pixels in SAS imagery is very small, which indicates a high order GMRF with a large amount of parameters. To reduce the computational complexity and make the images fit with the proposed 2nd-order GMRF, the sub-images were downsampled.
Since the optimal downsampling rate is hard to determine, we conducted experiments in which the downsampling rate was varied from 1 to 10. Experimental results are shown in Table B.3. The best classification results occur when the downsampling rate is 5 and the classification accuracy at this rate is around 80%. This experiment validates the value of the GMRF parameters to describe varying seafloor types.

![Samples of different seabed types.](image)

**Figure B.4**: Samples of different seabed types.

### B.4 Summary and Future Work

This work presents a set of invariant and discriminative features describing the local characteristics of the bathymetry map and proposes an AO with ICM method to extract these features. The proposed AO with ICM algorithm provides reliable GMRF parameters, and the developed feature is shown to be invariant to the sensing geometry and applicable to seafloor classification tasks.
Our future work will include many extensions to and further investigation of the proposed method. For example, the current distortion is modeled to be Gaussian distributed. Future work will include expanding the distortion model to consider more applicable error distributions. ICM methods depend highly on initialization and investigation into a better initialization scheme will be developed in the future. Furthermore, investigation can be conducted into the applicability of the GMRF model on the range of possible seabed bathymetry profiles as well as the applicability of the proposed invariant features extracted from Interferometric SAS.
Table B.1: Average Squared Error (Standard Deviation) of Estimates Over 10 Simulations of the 1st Parameter Set.

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SP</th>
<th>$\beta_1 = 0.5108$</th>
<th>$\beta_2 = 0.4107$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO(s)</td>
<td>$P_1$</td>
<td>$1.06 \times 10^{-4}(2.93 \times 10^{-5})$</td>
<td>$1.96 \times 10^{-4}(2.50 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.05 \times 10^{-4}(2.30 \times 10^{-5})$</td>
<td>$1.65 \times 10^{-4}(1.70 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.07 \times 10^{-4}(1.79 \times 10^{-5})$</td>
<td>$2.67 \times 10^{-6}(1.40 \times 10^{-3})$</td>
</tr>
<tr>
<td>AO(e)</td>
<td>$P_1$</td>
<td>$1.07 \times 10^{-4}(2.89 \times 10^{-5})$</td>
<td>$1.20 \times 10^{-3}(2.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.06 \times 10^{-4}(2.23 \times 10^{-5})$</td>
<td>$1.48 \times 10^{-4}(1.60 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.08 \times 10^{-4}(1.48 \times 10^{-5})$</td>
<td>$4.07 \times 10^{-4}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td>MPLEx</td>
<td>$P_1$</td>
<td>$1.14 \times 10^{-4}(1.49 \times 10^{-5})$</td>
<td>$3.04 \times 10^{-2}(1.60 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.14 \times 10^{-4}(6.95 \times 10^{-6})$</td>
<td>$2.19 \times 10^{-2}(1.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.15 \times 10^{-4}(6.38 \times 10^{-6})$</td>
<td>$1.80 \times 10^{-2}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td>Coding</td>
<td>$P_1$</td>
<td>$1.14 \times 10^{-4}(1.51 \times 10^{-5})$</td>
<td>$3.04 \times 10^{-2}(1.60 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.14 \times 10^{-4}(7.03 \times 10^{-6})$</td>
<td>$2.19 \times 10^{-2}(1.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.15 \times 10^{-4}(6.48 \times 10^{-6})$</td>
<td>$1.80 \times 10^{-2}(1.20 \times 10^{-3})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SP</th>
<th>$\beta_3 = 0.2097$</th>
<th>$\beta_4 = 0.2097$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO(s)</td>
<td>$P_1$</td>
<td>$1.25 \times 10^{-4}(1.30 \times 10^{-3})$</td>
<td>$1.20 \times 10^{-4}(1.50 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$6.79 \times 10^{-6}(6.58 \times 10^{-4})$</td>
<td>$6.09 \times 10^{-4}(1.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.20 \times 10^{-5}(8.28 \times 10^{-4})$</td>
<td>$1.72 \times 10^{-5}(1.00 \times 10^{-3})$</td>
</tr>
<tr>
<td>AO(e)</td>
<td>$P_1$</td>
<td>$4.70 \times 10^{-4}(1.10 \times 10^{-3})$</td>
<td>$4.57 \times 10^{-4}(1.30 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$9.91 \times 10^{-5}(6.16 \times 10^{-4})$</td>
<td>$1.09 \times 10^{-4}(1.30 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.92 \times 10^{-4}(8.68 \times 10^{-4})$</td>
<td>$2.13 \times 10^{-4}(9.13 \times 10^{-4})$</td>
</tr>
<tr>
<td>MPLEx</td>
<td>$P_1$</td>
<td>$8.40 \times 10^{-4}(1.10 \times 10^{-3})$</td>
<td>$8.30 \times 10^{-4}(1.00 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$6.10 \times 10^{-3}(7.15 \times 10^{-4})$</td>
<td>$6.20 \times 10^{-3}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$5.00 \times 10^{-3}(7.84 \times 10^{-4})$</td>
<td>$5.10 \times 10^{-3}(9.28 \times 10^{-4})$</td>
</tr>
<tr>
<td>Coding</td>
<td>$P_1$</td>
<td>$8.40 \times 10^{-3}(1.10 \times 10^{-3})$</td>
<td>$8.30 \times 10^{-3}(1.00 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$6.10 \times 10^{-3}(7.15 \times 10^{-4})$</td>
<td>$6.20 \times 10^{-3}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$5.00 \times 10^{-3}(7.84 \times 10^{-4})$</td>
<td>$5.10 \times 10^{-3}(9.31 \times 10^{-4})$</td>
</tr>
</tbody>
</table>

AO(s) is the proposed method. AO(e) is similar to AO(s) but treats reconstruction and occlusion error equally, i.e., $\sigma_0^2 = \sigma_1^2$. MPLEx is maximum pseudo-likelihood estimation method [85] and Coding is the Coding method [89].
Table B.2: Average Squared Error (Standard Deviation) of Estimates Over 10 Simulations of the 2nd Parameter Set.

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SP</th>
<th>$\beta_1 = 0.5432$</th>
<th>$\beta_2 = 0.2910$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO(s)</td>
<td>$P_1$</td>
<td>$1.80 \times 10^{-8}(2.95 \times 10^{-5})$</td>
<td>$1.51 \times 10^{-8}(3.60 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.80 \times 10^{-8}(4.22 \times 10^{-5})$</td>
<td>$1.10 \times 10^{-3}(3.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.80 \times 10^{-8}(1.52 \times 10^{-5})$</td>
<td>$5.15 \times 10^{-4}(2.90 \times 10^{-3})$</td>
</tr>
<tr>
<td>AO(e)</td>
<td>$P_1$</td>
<td>$1.80 \times 10^{-8}(2.91 \times 10^{-5})$</td>
<td>$3.42 \times 10^{-4}(3.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.80 \times 10^{-8}(4.07 \times 10^{-5})$</td>
<td>$7.27 \times 10^{-6}(3.10 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.80 \times 10^{-8}(1.51 \times 10^{-5})$</td>
<td>$1.13 \times 10^{-5}(3.30 \times 10^{-3})$</td>
</tr>
<tr>
<td>MPLS</td>
<td>$P_1$</td>
<td>$1.90 \times 10^{-8}(1.43 \times 10^{-5})$</td>
<td>$1.76 \times 10^{-2}(2.50 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.90 \times 10^{-8}(1.89 \times 10^{-5})$</td>
<td>$1.23 \times 10^{-2}(2.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.90 \times 10^{-8}(8.51 \times 10^{-6})$</td>
<td>$1.01 \times 10^{-2}(2.60 \times 10^{-3})$</td>
</tr>
<tr>
<td>Coding</td>
<td>$P_1$</td>
<td>$1.80 \times 10^{-8}(1.42 \times 10^{-5})$</td>
<td>$1.76 \times 10^{-2}(2.50 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.90 \times 10^{-8}(1.88 \times 10^{-5})$</td>
<td>$1.23 \times 10^{-2}(2.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.90 \times 10^{-8}(8.33 \times 10^{-6})$</td>
<td>$1.01 \times 10^{-2}(2.60 \times 10^{-3})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SP</th>
<th>$\beta_3 = 0.1580$</th>
<th>$\beta_4 = 0.1580$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO(s)</td>
<td>$P_1$</td>
<td>$1.47 \times 10^{-4}(2.30 \times 10^{-3})$</td>
<td>$1.29 \times 10^{-4}(1.80 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$1.85 \times 10^{-5}(1.60 \times 10^{-3})$</td>
<td>$2.26 \times 10^{-5}(2.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$3.99 \times 10^{-6}(1.70 \times 10^{-3})$</td>
<td>$4.26 \times 10^{-6}(1.80 \times 10^{-3})$</td>
</tr>
<tr>
<td>AO(e)</td>
<td>$P_1$</td>
<td>$4.75 \times 10^{-4}(2.20 \times 10^{-3})$</td>
<td>$4.47 \times 10^{-4}(1.40 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$7.22 \times 10^{-5}(1.60 \times 10^{-3})$</td>
<td>$7.11 \times 10^{-5}(2.00 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$1.49 \times 10^{-4}(2.00 \times 10^{-3})$</td>
<td>$1.50 \times 10^{-4}(1.80 \times 10^{-3})$</td>
</tr>
<tr>
<td>MPLS</td>
<td>$P_1$</td>
<td>$6.30 \times 10^{-4}(1.80 \times 10^{-3})$</td>
<td>$6.10 \times 10^{-4}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$4.60 \times 10^{-3}(1.40 \times 10^{-3})$</td>
<td>$4.60 \times 10^{-3}(1.60 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$3.90 \times 10^{-3}(1.70 \times 10^{-3})$</td>
<td>$3.90 \times 10^{-3}(1.50 \times 10^{-3})$</td>
</tr>
<tr>
<td>Coding</td>
<td>$P_1$</td>
<td>$6.30 \times 10^{-4}(1.80 \times 10^{-3})$</td>
<td>$6.10 \times 10^{-4}(1.20 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>$4.60 \times 10^{-3}(1.40 \times 10^{-3})$</td>
<td>$4.60 \times 10^{-3}(1.70 \times 10^{-3})$</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>$3.90 \times 10^{-3}(1.70 \times 10^{-3})$</td>
<td>$3.90 \times 10^{-3}(1.40 \times 10^{-3})$</td>
</tr>
</tbody>
</table>
Table B.3: Validation Results with Different $K$ and Downsampling Rates

<table>
<thead>
<tr>
<th>Downsampling Rate</th>
<th>1(%)</th>
<th>2(%)</th>
<th>3(%)</th>
<th>4(%)</th>
<th>5(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 3$</td>
<td>56.12(55.55)</td>
<td>54.06(54.23)</td>
<td>62.04(61.62)</td>
<td>76.87(75.29)</td>
<td><strong>79.38(77.82)</strong></td>
</tr>
<tr>
<td>$K = 5$</td>
<td>57.20(56.20)</td>
<td>56.06(54.89)</td>
<td>62.77(61.57)</td>
<td>79.09(77.49)</td>
<td><strong>80.45(78.71)</strong></td>
</tr>
<tr>
<td>$K = 7$</td>
<td>58.25(57.09)</td>
<td>55.70(54.73)</td>
<td>62.15(60.43)</td>
<td>79.87(78.39)</td>
<td><strong>80.97(79.12)</strong></td>
</tr>
<tr>
<td>$K = 9$</td>
<td>58.05(56.82)</td>
<td>55.56(54.14)</td>
<td>61.23(59.90)</td>
<td>81.04(79.15)</td>
<td><strong>81.21(79.71)</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Downsampling Rate</th>
<th>6(%)</th>
<th>7(%)</th>
<th>8(%)</th>
<th>9(%)</th>
<th>10(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 3$</td>
<td>76.53(75.42)</td>
<td>78.68(77.74)</td>
<td>78.60(77.80)</td>
<td>76.32(75.09)</td>
<td>76.18(74.59)</td>
</tr>
<tr>
<td>$K = 5$</td>
<td>78.15(76.94)</td>
<td>79.67(78.04)</td>
<td>79.41(77.85)</td>
<td>74.05(72.41)</td>
<td>72.22(70.87)</td>
</tr>
<tr>
<td>$K = 7$</td>
<td>78.91(77.42)</td>
<td>80.01(78.62)</td>
<td>79.21(77.86)</td>
<td>71.79(70.10)</td>
<td>68.41(67.16)</td>
</tr>
<tr>
<td>$K = 9$</td>
<td>79.16(77.74)</td>
<td>80.92(78.65)</td>
<td>79.32(77.59)</td>
<td>70.61(69.58)</td>
<td>65.72(64.56)</td>
</tr>
</tbody>
</table>

Numbers outside parentheses are classification accuracy for the first fold, and numbers in parentheses are for the second fold.
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