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ABSTRACT

Gene expression is a critical process in a biological system that is influenced and modulated by many factors including genetic variation. Thus, it is important to understand how genotypes affect the gene expression levels. Although several approaches have been implemented, we proposed a deep learning regression model to learn complex feature representation and to deal with over-fitting. In our experiment, the deep learning model produced results that are comparable to results generated by other methods by applying an independent test data set.

This thesis has several contributions. First, we propose an accurate predicting model based on deep learning to extract useful features with multilayer perceptron and stacked denoising auto-encoders after preprocessing the input data. Second, we ran a test on an independent dataset for several approaches to evaluate the performance of a multilayer perceptron with stacked denoising auto-encoders. Third, we further improved our model by adding a dropout technique to prevent overfitting. The result shows that dropout improved the model when we compared the result of our model with results of other existing approaches to evaluate its performance with a test data set. Finally, we present a software package that allows users to train the model with their own data and make predictions. An instruction on how to use this software package was also provided.
Chapter 1

Introduction

In this chapter, we will provide an overview of the gene expression prediction problem to be explored in this thesis. In addition, we will discuss the existing approaches. Finally, we will give an outline for every chapter of this thesis.

1.1 Introduction to Gene Expression Prediction

In a biological system, many factors such as genetic variation are influencing and modulating gene expression. Meanwhile, genetic variation is reflecting the genetic differences among individuals in human population. Such variation can be at different levels, ranging from single nucleotide polymorphisms (SNPs) to structural variation including copy number variants (CNVs). In addition, studies have shown that many SNPs are significantly associated with the expression of various genes, although not many predictive models are offered in these studies, making it hard for an individual to predict their own gene expression from their genotype.
Building an accurate predictive model can help us assess the effect of genetic variations on gene expression, which can improve our understanding of how genetic variation leads to gene expression variation: for example, by making contributions to human health and disease.

With its pass in many areas, deep learning is a possible solution for solving bioinformatics problems. This possibility has led us to explore the possibility to learn a deep learning predictive model of gene expression, which takes the combination of different genotypes and predicts the expression of a gene in individuals given their genotype value.

1.2 Existing Approaches and Challenges

In this section, we will discuss the existing approaches for gene expression prediction and challenge we are going to address. These approaches have given us a guidelines and provided benchmarks to evaluate our methods.

There are two popular approaches for gene expression prediction and we used those methods for our analyses and compared their performances.

Meanwhile, we are facing several challenges that need to be solved.

1.2.1 Lasso

The first method to consider is Lasso [1, 2, 3], which is a shrinkage and selection method for the linear regression method [4]. It minimizes the usual sum of squared errors, with a bound on the sum of the absolute values of the coefficients.

Lasso is useful in some situation because of its tendency to prefer solutions with
fewer parameter values. Thus, it effectively reduces the number of variables upon which the given solution is dependent. For this reason, the Lasso and its variants are fundamental to the field of compressed sensing. Under certain conditions, it can recover the exact set of non-zero weights.

Mathematically, Lasso consists of a linear model trained with $\ell_1$ prior as regularizer. The objective function [5] is a minimization problem, which can be expressed as Equation 1.1:

$$
min_{\omega} \frac{1}{2n_{\text{samples}}} ||X\omega - y||^2_2 + \alpha ||\omega||_1
$$

(1.1)

where $\alpha$ is a constant and $||\omega||_1$ is the $\ell_1$-norm of the parameter vector. Thus the Lasso estimate solves the minimization of the least-squares penalty with $\alpha||\omega||_1$ added. If $\alpha$ is large enough, some coefficients will be shrunk to an exact zero. Therefore Lasso simultaneously produces both an accurate and sparse model, which makes it a feasible variable selection method.

1.2.2 Random Forests

The second solution is Random Forests[4, 6, 7, 8], which is an ensemble learning method for classification, regression and other tasks. By constructing a multitude of decision trees at training time, Random Forests is capable of performing classification or mean prediction (regression) of the individual trees. In addition, Random Forests corrects for decision trees’ habit of overfitting to their training set[9].

The Random Forests algorithm [10] (for both classification and regression) is as follows:
• From the original data, draw $n$ bootstrap samples.

• For each of the bootstrap samples, grow an unpruned classification or regression tree, with the following modification: At each node, rather than choosing the best split among all predictors, randomly sample $m$ of the predictors and choose the best split from among those variables (Bagging can be thought of as the special case of Random Forests obtained when $m = p$, the number of predictors).

• Predict new data by aggregating the predictions of the $n$ trees (i.e., majority votes for classification, average for regression).

An estimate of the error rate can be obtained, based on the training data, by the following:

• At each bootstrap iteration, predict the data not in the bootstrap sample using the tree grown with the bootstrap sample.

• Aggregate the predictions.

Here we also use Figure 1.1 to illustrate an example of the Random Forests regression model.
1.2.3 Challenges

This thesis introduces a regression model based on Multilayer Perceptron (MLP) and Stacked AutoEncoder (SAE). Given training features, users are able to predict gene expression value. It is essential that the system perform precise gene expression value prediction. This is not an easy task due to the following reasons.

First, sample features contain missing values, which needs an appropriate pre-
processing to minimize the negative effect (noise).

Second, gene expression prediction is computational expensive since we are dealing with samples that have thousands of features and are trying to predict thousands of outcomes for every given sample.

Third, we need to handle overfitting, which is a common problem in the field of machine learning.

1.3 Thesis Outline and Contributions

The remainder of this thesis is structured as follows.

In chapter 2, we begin to introduce the data for our model. Then we introduce a prediction model based on deep learning. Specifically, we propose a model of multilayer perceptrons and auto-encoders to consistently train with given features and optimize through back propagation. The first step is based on training an auto encoder with a stochastic gradient descent algorithm and the second step is using the two auto encoders as two hidden layers and train with back propagation algorithm. Additionally, we use cross validation to select an optimal model for all three prediction methods. When the training is finished, the results are evaluated on the independent test data set.

In Chapter 3, we further improve the MLP with auto-encoder by adopting the dropout technique. This technique has proven to prevent over fitting and bring more stable results.

In Chapter 4, we will summarize the results and discuss the future work and limitations.
Finally, in Appendix A, we provide a brief overview of the tool used for solving this problem, including scikit-learn and pylearn2. We will also provide the script of data pre-processing and the configuration of YAML files for building the deep learning architecture. Additionally, the next section will provide guidance of input, output file and how to run the software package with Linux command.

To summarize, the contributions of this thesis are two-fold: (1) to solve the gene expression prediction with less error and stable training and (2) to provide the scientific community with access to fast, reliable and freely available prediction software to facilitate gene expression research.
Chapter 2

Prediction Model Based on Deep Learning

2.1 Abstract

In this chapter, we will first introduce the relationship between genotype and gene expression as well as the pre-processing of our training data set.

Second, we will introduce a prediction model based on deep learning as well as the Multilayer Perceptron and Stacked Denoising Auto-Encoder. The model starts training with given features and optimizing through a backpropagation algorithm. The first step is based on training the auto encoder with a stochastic gradient descent algorithm and the second step is using the two auto encoders as two hidden layers and train with multilayer perceptron. A backpropagation algorithm is used for optimization. After training, we will evaluated the performance on an independent data set and compared the results with different methods including Lasso and Random
2.2 Background

To better understand the gene expression prediction problem we are dealing with, we will first introduce the concept of genotype and gene expression.

2.2.1 Introduction to Genotypes

The Genotype is that part (DNA sequence) of the genetic makeup of a cell, and therefore of an organism or individual, which determines a specific characteristic (phenotype) of that cell/organism/individual. Genotype is one of three factors that determine phenotype, the other two being inherited epigenetic factors, and non-inherited environmental factors. DNA mutations which are acquired rather than inherited, such as cancer mutations, are not part of the individual’s genotype. Hence, scientists and physicians sometimes talk for example about the (geno)type of a particular cancer, that is the genotype of the disease as distinct from the diseased.

2.2.2 Introduction to Phenotype

It is essential to distinguish the descriptors of the organism, its genotype and phenotype, from the material objects that are being described. The genotype is the descriptor of the genome which is the set of physical DNA molecules inherited from the organism’s parents. The phenotype is the descriptor of the phenome, the manifest physical properties of the organism, its physiology, morphology and behavior[11].
Any given gene will usually cause an observable change in an organism, known as the phenotype. The terms genotype and phenotype are distinct for at least two reasons:

To distinguish the source of an observer’s knowledge (one can know about genotype by observing DNA, one can know about phenotype by observing outward appearance of an organism).

Genotype and phenotype are not always directly correlated. Some genes only express a given phenotype in certain environmental conditions. Conversely, some phenotypes could be the result of multiple genotypes. Genotypes are often mistakenly referred to as phenotypes, which describe the end result of both the genetic and the environmental factors resulting in expressions related to genetic characteristics (e.g. blue eyes, hair color, or various hereditary diseases).

2.3 Introduction to Data Sets

In this section, we will introduce the background of predicting phenotypes from genotypes. In addition, a detailed explanation describing the data set for our experiment is provided.

2.3.1 Introduction to Gene Expression

In genetics, gene expression is the most fundamental level at which the genotypes give rise to the phenotype, i.e., observable traits. Scientists are already using the new methods in gene expression analysis to extend the concept of the phenotype [12]. The genetic code stored in DNA is "interpreted" by gene expression, and the properties
of the expression give rise to the organism’s phenotype. Such phenotypes are often expressed by the synthesis of proteins that control the organism’s shape, etc.

2.3.2 Data Set Preparation

For our deep learning model, our genotype input and gene expression data are came from yeast, which will be represented as matrices.

The expression matrix file holds values for gene expression. Each column is an individual yeast sample, and each row is an individual gene. Figure 2.1 illustrates the part of the gene expression data set.
Figure 2.1: Part of the gene expression data set

(A) Each column is an individual yeast sample, and each row represents a specific location in the yeast genome.

(B) The continuous value in each cell denote the gene expression value and NULL is missing data.

The genotype file is similar. Each column is an individual yeast sample, and each row represents a specific location in the yeast genome. The yeast that the data comes...
from are crosses, which means that they are a mix of two strains. So for any location
a sample could have the genotype of either parent strain. In the genotype data file, 0
means it came from one parent strain, 1 means it came from the second parent strain
and 2 is missing data. The Figure 2.2 shows part of the genotype value including
sample names and specific positions:
For our experiment, we obtained 112 samples of genotype and gene expression of yeast. Later we split the dataset for cross validation.
The gene expression data consists of 7085 genes and the genotype data consists of 2956 specific locations. Since there are many missing values in the gene expression data, which provide no contribution to the prediction, we filtered hundreds of genes with 100 percent missing value in gene expressions data, the number of remaining effective gene expressions are 6611.

To process the raw data, we used the toolkit provided by Scikit-learn, referred to as Imputer and MinMaxScaler[13]. Both toolkits scale and translate each feature individually such that it is in the given range on the training set, i.e. between zero and one.

2.4 Deep Learning Regression Model

Since we are dealing with output of continuous values, we need to build up a regression model based on deep learning. The work flow of building a deep learning model is represented in Figure 2.3.
Figure 2.3: Flow Chart for Deep Learning Process

The model will first processes the raw input and then performs pre-training. When it reaches top layer, the model will finetune with backpropagation. The algorithm will stops when it reaches convergency.
2.4.1 Linear Regression

Statistically, linear regression is a model that represents the relationship between a variable $Y$ and one or more variables $X$.

In our deep learning regression model, the linear regression of the final layer can be represented as Equation 2.1:

$$f(x) = \omega^T x + b$$  \hspace{1cm} (2.1)

where the $w$ matrix is the weight and $b$ is the bias, and both are trained to minimize objective function.

2.4.2 Deep Neural Network

One of the most common description of deep neural network is that the a network has two or more layers of hidden processing neurons. In contrast, a neural network consisting of three layers is a fairly shallow network, which means the network computes the features using only one hidden layer. So a network with more than three layers can provide computation of much more complex features of the input. Thus, we use Figure 2.4 to illustrate the form of a shallow network:
Figure 2.4: An example for shallow neural network model, which only consists of three layers.
2.5 Multilayer Perceptron

Multilayer perceptron is a feedfoward network that tries to map a set of input onto a set of output. A MLP has multiple layers of nodes while each layer is fully connected with the next one. Except for the input layer, each node of hidden layer is with a nonlinear activation function. Beside that, a backpropagation algorithm is used to train the network[14].

2.5.1 Activation Function

There are two main activation functions used for training. With ranges from -1 to 1, the hyperbolic tangent is used, which is described by Equation 2.2.

\[ y(v_i) = \tanh(v_i) \quad (2.2) \]

for ranges from 0 to 1, the logistic function is used, which is described by Equation 2.3

\[ y(v_i) = \frac{1 + e^{-v_i}}{1 - e^{-v_i}} \quad (2.3) \]

Here \(y_i\) is the output of the \(i\)th node (neuron) and \(v_i\) is the weighted sum of the input synapses.

2.5.2 Learning through Backpropagation

The network is learning through changing connection weights after the data of each neuron in the layers is processed. With the amount of error in the output compared
to the expected result, we were able to perform supervised learning. Here is a simple example:

We calculate the error $e$ in node $j$ in $n$th row (training sample) by Equation 2.4.

$$error_j(n) = d_j(n) - y_j(n)$$ (2.4)

where $y$ is the target value and $d$ is the expected value. After that, we will make the correction based on those corrections which minimize the error in the entire output, given by Equation 2.5.

$$\varepsilon(n) = \frac{1}{2} \sum_i error_i^2(n)$$ (2.5)

After gradient descent, the needed change in each weight represented as Equation 2.6.

$$\Delta \omega_{ji}(n) = -\eta \frac{\partial \varepsilon(n)}{\partial y_j(n)} y_i(n)$$ (2.6)

where the output of the previous neuron is represented by $y$ and the learning rate is represented by $\eta$.

With the various induced local fields, the derivative can be calculated. The derivative for an output node can be represented as Equation 2.7.

$$-\frac{\partial \varepsilon(n)}{\partial y_j(n)} = error_j(n) \phi'(v_j(n))$$ (2.7)

where $\phi'$ is the derivative of the activation function described above, which itself does not vary. The analysis is more difficult for the change in weights to a hidden node, but it can be shown that the relevant derivative is expressed by Equation 2.8.
\[- \frac{\partial \varepsilon(n)}{\partial v_j(n)} = \phi'(v_j(n)) \sum_k - \frac{\partial \varepsilon(n)}{\partial v_k(n)} \omega_{kj}(n) \quad (2.8)\]

This depends on the change in weights of the th nodes, which represent the output layer. So to change the hidden layer weights, we must first change the output layer weights according to the derivative of the activation function, and so this algorithm represents a backpropagation of the activation function.

### 2.6 Stacked Denoising Auto-encoder

An Auto-encoder [15] is a type of neural network that provides learning efficient codings. The main goal of an auto-encoder is to learn a compressed, distributed representation (encoding) for a set of data, typically for the purpose of dimensionality reduction. For each autoencoder, the network tries to reproduce the provided input data by using supervised learning, thus the backpropagation method will be a suitable method in the supervised training of multi-layer networks[16]. We use Figure 2.5 to illustrate the form of a stackded denoising auto-encoder:
2.6.1 Pre-training

Similar to Multilayer Perceptron (MLP), a simple form of the autoencoder is a feed-forward, non-recurrent neural net [17], with an input layer, an output layer and one
or more hidden layers connecting them.

Although MLP is similar to a neural network, there is a difference between an MLP and an autoencoder. For an autoencoder, the output layer has equally many nodes as the input layer, and instead of training it to predict some target value $y$ given inputs $x$, an autoencoder is trained to reconstruct its own inputs $x$ and optimize through minimizing its objective function.

The training algorithm can be summarized as

- For each input $x$, do a feed-forward pass to compute the value of all nodes in the hidden layers after activation, then at the output layer to obtain an output $\hat{x}$.

- Measure the deviation of $\hat{x}$ from the input $x$ (a common method is using squared error)

- Backpropagate the error through the net and perform weight updates (a common method is using the stochastic gradient descent algorithm).

In conclusion, the activations of the final hidden layer can be regarded as a compressed representation of the input if the hidden layers have fewer nodes than the input/output layers. In addition, activation functions that are commonly used in MLPs can be used in autoencoders. Moreover, the optimal solution to an auto-encoder is strongly related to principal component analysis (PCA) [18] if linear activations are used, or only a single sigmoid hidden layer [19].

An autoencoder can potentially learn the identity function and become useless, when the hidden layers are larger than the input layer. However, such autoencoders might still learn useful features according to some experimental results [20].
2.6.2 Corrupted Level

It is a common to add noise so that the data is shuffled around and a denoising auto-encoder can learn about that data by attempting to reconstruct it.

Recognizing the features within the noise that will allow it to classify the input is the main goal of the network. During the training of the network, a model is generated and a objective function such as squared error measures the distance between that model and the benchmark through, it can be represented as equation 2.9.

\[
L(xz) = ||x - z||^2 \tag{2.9}
\]

or Equation 2.10

\[
L_H(x,z) = - \sum_{k}^{d}[x_k \log z_k - (1 - x_k) \log (1 - log z_k)] \tag{2.10}
\]

The Equation 2.9 is the squared error objective for real value \(x\) and the Equation 2.10 is the cross-entropy objective for binary \(x\)[21]. Both methods attempt to minimize the loss function involve resampling the shuffled inputs and re-reconstructing the data, until it finds those inputs which bring its model closest to what it has been told is true. To illustrate the difference between the corrupted model and incorrupted model, we use Figure 2.6 to represent the model.
Figure 2.6: Example of an auto-encoder corruption model
Input nodes are corrupted via process $q$, then the encoder tries to map the corrupted input to $Y$ via process $f$ and $Y$ can reconstruct via process $g_{\theta}$. Then the reconstruction error is measured by $L_{\theta}(X, Z)$.

As shown in Figure 2.6, the raw input was corrupted via process $q$. The black node denotes the corrupted input. Then the corrupted input change to $Y$ via process
After that, the Y tries to reconstruct the raw input via process \( g_\theta \). Then we need to backpropagate through reconstruction error \( L_H(X, Z) \).

### 2.7 Model for Gene Expression Prediction

By initializing random parameters, traditional MLP is not able to perform well by directly optimizing the supervised objective of interest (for example the log probability of correct classification) such as gradient descent.

A more efficient way to achieve a better performance is to use a local unsupervised criterion to pre-train each layer in turn, and produce a useful higher-level representation from the lower-level representation output by the previous layer. Thus, the gradient descent on the supervised objective leads to much better solutions in terms of generalization performance[21].

The model we proposed for solving Gene Expression prediction problem is represented as Figure 2.7.
Figure 2.7: Model for MLP and DAE

The work flow chart for deep learning model is represented as Figure 2.8.
As the Figure 2.8 indicates, a raw input will be first processed by the MinMaxS-
caler. After that, the processed input is trained in first Auto-Encoder with back
propagation, the output of the first auto-encoder is taken as input of the second
Auto-Encoder and train with backpropagation as well. Then we will backpropagate
the entire network as Multilayer perceptron.

By building a model with multilayer perceptron and stacked denoising autoen-
coder, we are apporaching the gold of extracting a higher level of useful features of
raw input, and thus getting a accurate result.

2.8 Cross Validation

Cross-validation\cite{22} is a model validation technique, sometimes called rotation esti-
mation. Cross-validation is mainly used for assessing how the results of a statistical
analysis will generalize to an independent data set. When the goal is prediction and
someone wants to estimate how accurately a predictive model will perform in prac-
tice, cross validation is very useful. In a prediction problem, a model is usually given
a data set of known data on which training is run (training dataset), and a dataset of
unknown data (or first seen data) against which the model is tested (testing dataset).

The objectives of cross validation is to define a dataset so as to ”test” the model
in the training phase (i.e., the validation dataset), in order to limit problems like
overfitting and to give an insight on how the model will generalize to an independent
dataset (i.e., an unknown dataset, for instance from a real problem), etc.

In our approach, we split the dataset into three datasets, one is a training dataset
and validation dataset to be used in training phase, the other one is a test dataset
which does not participate in any training to avoid overfitting. The process is pre-
sented as Figure 2.9 below:

![Diagram of cross-validation process](image)

Figure 2.9: The process of performing cross validation

In our experiment, we will split the dataset into training and test data sets. Additionally, we will take part of the training dataset as a validation data set, which does not participate in training, and then use five folds of cross validation on the
training dataset to obtain our optimal model.

Finally, we will apply the model to an independent test dataset to evaluate the performance. In addition, we will take multiple experiments to obtain results in order to avoid randomness of prediction.

2.9 Result

This section compares the results of Lasso and Random Forest implementation.

We will use mean square error (MSE) to evaluate the performance of our model. The Equation 2.11 shows how to calculate MSE.

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y'_i - y_i)^2$$ (2.11)

To avoid overfitting, we separated the dataset into two folds. One data set fold was used for training, and the other was used as a test dataset, which was not used for training. The result of our model were obtained for a test dataset to compare the results obtained on different methods.

2.9.1 Results for Applying Yeast Data Set

The first method we used was Lasso. After cross validation, we used the optimal model trained to make predictions on our test dataset.

The following Table 2.1 shows the results obtained for Lasso.
<table>
<thead>
<tr>
<th>Alpha</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.3516</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3182</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3002</td>
</tr>
<tr>
<td>0.3</td>
<td>0.2951</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2930</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2918</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2914</td>
</tr>
<tr>
<td>0.7</td>
<td>0.2912</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2912</td>
</tr>
</tbody>
</table>

Table 2.1: Results obtained for Lasso

We also used a Figure 2.10 to show MSE obtained with different alpha for LASSO.
The second method we adopted was Random Forests. After cross validation, the following Table 2.2 shows the results obtained from Random Forests after cross validation.
<table>
<thead>
<tr>
<th>Estimators</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.3221</td>
</tr>
<tr>
<td>20</td>
<td>0.3127</td>
</tr>
<tr>
<td>30</td>
<td>0.3080</td>
</tr>
<tr>
<td>40</td>
<td>0.3001</td>
</tr>
<tr>
<td>50</td>
<td>0.2989</td>
</tr>
<tr>
<td>60</td>
<td>0.3003</td>
</tr>
<tr>
<td>70</td>
<td>0.2986</td>
</tr>
<tr>
<td>100</td>
<td>0.3003</td>
</tr>
<tr>
<td>150</td>
<td>0.2974</td>
</tr>
<tr>
<td>200</td>
<td>0.2967</td>
</tr>
</tbody>
</table>

Table 2.2: Results obtained for Random Forests

The following Figure 2.11 shows the results obtained from Random Forests implementation.
Finally, we used our model (Multilayer Perceptron with Stacked Denoising Autoencoder) on the same test dataset. The Table 2.3 shows detailed results,
Learning Rate  |  MSE
---|---
0.1  |  0.289001373
0.01 |  0.290938859
0.001 |  0.289527237
0.0001 |  0.290783006
0.00001 |  0.29175354

Table 2.3: Cross validation result obtained using MLP with SAE

The Figure 2.12 illustrates the results obtained:
Finally, we use the above plot and Table 2.4 to show the best results for the three method, which shows that the deep learning method produce comparable results when compared with other methods on the test data set.
<table>
<thead>
<tr>
<th>Methods</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP with SAE</td>
<td>0.3093</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.3030</td>
</tr>
<tr>
<td>Random Forests</td>
<td>0.3107</td>
</tr>
</tbody>
</table>

Table 2.4: Result obtained for Three Methods

Figure 2.13 is used to illustrate the results of different methods.
Next, we use Figure 2.14 to find out how well the model predicted the gene expression.

Figure 2.13: Comparison between Methods
Figure 2.14: Comparison between True Gene Expression and Estimated Expression

Then we to show the best results which follows as Figure 2.15.
Figure 2.15: Comparison between True Gene Expression and Estimated Expression

Figure 2.16 shows the average MSE is about 0.3 for most of the prediction, which shows that our prediction are close the to the MSE except a few genes.
2.9.2 Conclusions

Development of a method capable of predicting accurate results has a lot of difficulties.
In this chapter, we presented a new solution based on Multilayer Perceptron and Stacked Denoise Auto-Encoder that generated results very close to the results of existing approaches including Lasso and Random Forests when testing independent data sets. Even though the results are encouraging, there is room for improvement of the model. In next chapter, we will discuss the improvement of our model by using Dropout.
Chapter 3

Improving Model by Applying Dropout

3.1 Abstract

Although multilayer perceptron combined with a stacked denoising autoencoder can produce comparable results when compared with other methods, we still needed to better control overfitting in order to improve the performance. We tested Dropout\cite{23} to see if it could handle overfitting and thus obtain better results.

We found that the previous deep learning model with Dropout yields a better result compared to previous results without Dropout.
3.2 Introduction to Dropout

Dropout prevents over fitting and provides a way of approximately combining exponentially many different neural network architectures efficiently [23].

The term dropout refers to dropping out units (hidden and visible) in a neural network. To drop a unit out is to temporarily remove it from the network, along with all its incoming and outgoing connections. The choice of which units to drop is random. In the simplest case, each unit is retained with a fixed probability $p$ independent of other units, where $p$ can be chosen using a validation set or can simply be set at 0.5, which seems to be close to optimal for a wide range of networks and tasks. For the input units, however, the optimal probability of retention is usually closer to 1 than to 0.5.

With the above in mind, the intuitive goal of drop-out regularization is to approximate the following concept: Ignoring units and their associated weights by a probability $p$ for a particular training sample, train with back propagation. Then, repeat (ignoring any other random set of units, then train) and train training samples. Average the weights across all these modified structures when doing predictions on new samples. Figure 3.1 shows an example of a neural network with Dropout:
Figure 3.1: An example of a neural network with Dropout

3.3 Results and Discussion

We used our model as developed with Dropout (Multilayer Perceptron with Stacked Denoise Auto-encoder and Dropout) on the independent test dataset following the same protocol as in previous experiments.
3.3.1 Results for Applying Yeast Data Set

This section shows the same training data as previously used being applied to our model with Dropout. Table 3.1 shows the result obtained for different methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP with SAE and Dropout</td>
<td>0.3082</td>
</tr>
<tr>
<td>MLP with SAE</td>
<td>0.3093</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.3030</td>
</tr>
<tr>
<td>Random Forests</td>
<td>0.3107</td>
</tr>
</tbody>
</table>

Table 3.1: Results obtained using different methods

The Figure 3.2 illustrates results in different learning rates.
Then we compared results obtained with results of last chapter, showing that the model with Dropout outperformed its previous models on test data sets as shown by Figure 3.3.

Figure 3.2: Result for applying MLP with SAE and Dropout on validation dataset
To further interpret the results, we can use Figure 3.4 to show that the deep learning model is capable of accurately predicting gene expressions.
Figure 3.4: Comparison between estimated expression and true gene expression for 2000 genes

Figure 3.5 shows part of genes that can be well predicted.
Figure 3.5: estimated expression and true gene expression for 100 genes

3.3.2 Conclusion

This chapter shows how we improved our deep learning model by adding a Dropout technique, which proved to be an effective method to prevent overfitting and enhance
performance.

In our experiments, results of a new model with Dropout is better than the result of previous deep learning model, which yielded an outcome closer to the outcome of other popular methods. The results showed that using Dropout is a feasible way to handle overfitting in gene expression prediction.
Chapter 4

Summary and Concluding Remarks

This chapter summarizes the techniques used in training the deep learning model as well as Dropout to improve the model. Limitations and future work are also discussed.

4.1 Summary

Predicting gene expression levels is important in biological systems. Due to missing data and difficulty in extracting useful features and overfitting, a new prediction model based on deep learning has been developed.

We used Sciki-Learn toolkit[24] such as MinMAXScaler and Imputer to handle missing data from genotype features in order to minimize their negative effect during training.

Next, we used stacked denoising auto-encoder to train our regression model in order to extract useful features, then used multilayer perceptron for backpropagation and obtained a result close to results of the other methods.
In conclusion, gene expression can be affected by a group of gene variations. The Lasso method can be the most suitable method since it can shrink some covariance to exactly zero. Deep learning cannot outperform because it contributes to the global effect of all variances and sometime it overconsiders the effect and amount of noise added. Thus, Dropout can well control overfitting thereby improving the results. Random Forests behave since it randomly chooses some samples and if the sample selection is bad, then its performance is poor.

All the successful experiments indicated that Deep Learning has great potential in solving problems in biological systems.

4.2 Limitations and Future Work

Although the results has shown that the Deep Learning models we developed are as good as the other methods, we may explore more possibilities for those untested data since there are many type of Genotype data and the yeast data set is just one of them.

In addition, there are many deep learning architectures such as Restricted Boltzmann Machine [25] and the Recurrent Neural Network [26], which can be used for solving gene expression prediction problems. Thus there is huge room for improvement when using deep learning as a solution.

Meanwhile, other data processing methods must be explored to find solutions that are more suitable for handling missing values.
Appendix A

Supplementary Information

The package we used to pre-process data is scikit-learn[24], which is a Python library for processing data.

The prediction model we have made is based on the Pylearn2[27] Package. Here we will give an overview of Pylearn2 and how we used it to customize our model.

A.1 Introduction to scikit-learn

Scikit-learn (formerly scikits.learn) is an open source machine learning library for the Python programming language. It features various classification, regression and clustering algorithms including support vector machines, random forests, gradient boosting, k-means and DBSCAN, and is designed to interoperate with the Python numerical and scientific libraries NumPy and SciPy.
A.1.1 MinMaxScaler

To process the raw data, we use the toolkit provided by Scikit-learn, which is called MinMaxScaler[13]. The Figure A.1 shows the code of implementing Data Pre-process using MinMaxScaler.

```python
# x is a numpy array
x = np.loadtxt(test_path).T
# validation dataset
x = x[0:10,:]
# preprocess data
min_max_scaler = preprocessing.MinMaxScaler()
x = min_max_scaler.fit_transform(x)
```

Figure A.1: Code of MinMaxScaler

A.2 Introduction to Pylearn2

Pylearn2 is an open source software library. It is built on top of Theano[28] [29] and is designed for researchers studying machine learning to be able to easily configure advanced machine learning experiments. The library divides most machine learning problems into three parts: the data set, the model, and the training algorithm. The training algorithm works to adapt the model to fit the values provided in the data set.
A.2.1 Wrapping up Data

We need to write a small Python wrapper to put the data in the right format for Pylearn2. We can do this by creating an instance of Pylearn2's DenseDesignMatrix class, which is used to store simple datasets, where the dataset of features can be represented as a single matrix with examples in rows and features in columns.

This class expects the features (genotype) in a matrix $X$ and the targets (gene expression value) in a matrix $Y$. Figure A.2 the implementation of the wrapper:
A.2.2 Define YAML File

We now need to write a YAML file describing the regression problem to Pylearn2. Most of the process is already described in the existing tutorials for Pylearn2. We
will focus on how to solve a regression problem. One way to do this is with a deep neural net, or multilayer perceptron (MLP). Figure A.3 shows an YAML file showing how to define the first autoencoder for our model:

```
!obj:pylearn2.train.Train {
    dataset: &train !obj:eqtl_data.load_data {
        start: 10,
        stop: 100
    },
    model: !obj:pylearn2.models.autoencoder.DenoisingAutoencoder {
        nvis: 2965,
        nhid: %(%(nhid)i),
        irange: 0.01,
        corruptor: !obj:pylearn2.corruption.BinomialCorruptor {
            corruption_level: .3, #Instance of a corruptor object to use for corrupting the input.
        },
        act_enc: "sigmoid", #tanh, sigmoid Use null for linear units
        act_dec: null,   # Linear activation on the decoder side.
    },
    algorithm: !obj:pylearn2.training_algorithms.sgd.SGD {
        learning_rate: 1e-5,
        batch_size: %(%(batch_size)i),
        monitoring_batches: %(%(monitoring_batches)i),
        monitoring_dataset: *train,
        cost: !obj:pylearn2.costs.autoencoder.MeanSquaredReconstructionError (),
        termination_criterion: !obj:pylearn2.termination_criteria.EpochCounter {
            max_epochs: %(%(max_epochs)i),
        },
        save_path: "%%(save_path)s/dae_layer1.pkl",
        save_freq: 1
    }
}
```

Figure A.3: The YAML file generated for first layer of DNN model
A.2.3 Customizing Deep Learning Architecture

Some multilayer perceptrons output an estimate of a discrete variable, such as which category the input belongs to. For regression, we want to output an estimate of a continuous valued variable, which in this case is the gene expression value. To do this, we need the final layer of the multilayer perceptron to be one that models a continuous layer.

Pylearn2 provides the MLP layer, which is called Linear. These layers can also be used as hidden layers so they are not singled out in a regression-specific module or anything like that. We also write our own layer using Stacked Denoise Auto-Encoders as pretrained layers. The following Figure A.4 shows how a YAML file configures an experiment of using MLP with Stacked Autoencode:
A.3 Software Package

To use the software package, we need to use several commands for data processing, training and predicting.
A.3.1 Input and Output

In our demo folder, we need to preprocess the features in an input file, as illustrated in Figure A.5.

```python
# We'll need numpy to manage arrays of data
import numpy as np

# We'll need the DenseDesignMatrix class to return the data
from sklearn.datasets.dense_design_matrix import DenseDesignMatrix
from sklearn import preprocessing from sklearn.metrics import mean_squared_error from sklearn.preprocessing import Imputer from sklearn.preprocessing import OneHotEncoder from sklearn.feature_extraction import DictVectorizer
import time

def load_data(start, stop):
    x = np.loadtxt('input.txt').T
    print("Size of read data: ", x.shape
    print("before transform:"
    print x[0,:]"
    min_max_scaler = preprocessing.MinMaxScaler()
    x = min_max_scaler.fit_transform(x)
    # change scaler to OneHotEncoder
cat = preprocessing.OneHotEncoder(categorical_features='all', dtype='float', handle_unknown='error', n_values=3, sparse=True)
x = cat.fit_transform(x)
x = x.toarray()
    print enc.n_values
    print("after transform:"
    print x[0,:]
    print x.shape
    np.savetxt('input_transformed.txt', x, fmt="%f")

    numpy.savetxt(sys.argv[3], y, fmt="%d")
    y = numpy.genfromtxt(sys.argv[2], comments="#", delimiter=None)
    y = np.loadtxt('output_mean.txt').T
    print("Size of read data: ", y.shape
    x = x[start:stop, :]
y = y[start:stop, :]
    return DenseDesignMatrix(X=x, y=y)
```

Figure A.5: The data process file generated for MLP model
A.3.2 Training Model

To start training a model, we need to use following python command.

\$ python train_layers.py

After training, we will get three pkl files storing the model for two autoencoder layers and an mlp layer. If we only need to train the mlp layer, we can just load to two pkl files of autoencoder layer generated before with following command.

\$ python train_mlp.py

A.3.3 Monitoring Model

Pylearn2 provides a script that allows us to monitor model during training period and after training period.

During training, we are able to monitor the objective, and the script will save the model that minimizes our objective. Figure A.6 shows the monitor during training.
We can monitor the model after training with the following command example.

```bash
$ python print_monitor.py experiment_6_best.pkl
```
A.3.4 Making Prediction

Figure A.7 shows part of code in prediction file.

```python
try:
    model = serial.load(model_path)
except Exception as e:
    print("error loading {}\nformat(model_path))
    print(e)
    return False

print("setting up symbolic expressions...")

X = model.get_input_space().make_theano_batch()
Y = model.fprop(X)

if predictionType == "classification":
    Y = f.argmax(Y, axis=1)

f = function([X], Y, allow_input_downcast=True)
print("loading data and predicting...")

skiprows = []

# x is a numpy array
x = np.loadtxt(test_path).T
# validation dataset
x = x[:20,:]
# preprocess data
min_max_scaler = preprocessing.MinMaxScaler()
x = min_max_scaler.fit_transform(x)
print("Size of read data: ", x.shape)
testy = np.loadtxt("output mean.txt").T
testy = testy[:20,:]
print("Size of expression data: ", testy.shape)

if first_col_label:
    print("Test")
x = x[:,1:]

y = f(x)
print("Output size: ", y.shape)
print("Writing predictions...")

variabletype = "nd"
if output_type == "int":
    variabletype = "Nf"
np.savetxt(output_path, y, fmt=variabletype)
MSE = mean_squared_error(testy, y)
print("error": MSE)
return True

""" usage
python predict.txt.py experiment_5_best.pkl yeast_genotype_matrix_sorted.txt output.txt --prediction_type regression --output_type float
"""
```

Figure A.7: Part of code in prediction file

We can make prediction after training with following command:

```bash
$ python predict.txt.py dea_mlp_best.pkl
```

65
$ \text{input.txt output.txt} \text{—prediction_type}$

$\text{regression} \text{—output_type float}$

An output text file will be generated after the prediction.
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