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Abstract

Centrifugal pumps are the most commonly used pumps in industry. Therefore, maintenance is a very important part of the pump’s life cycle. This work presents a systematic robust condition-based monitoring process for diagnostics and prognostics of centrifugal pumps. The process includes industrial design of experiments; data acquisition software and hardware; transient modeling using transfer functions, artificial intelligent control methods; and spectral analysis using Fast Fourier Transform. Industrial design of experiments used in this work includes orthogonal arrays or Taguchi method, full factorial design, and response surface methodology. As for the data acquisition system, NI DAQ (National Instruments) hardware were used interactively with LabVIEW software to collect the data from the different sensors. Transient modeling using time domain data was established using MATLAB’s modeling toolbox, identification toolbox. Artificial intelligent control methods used were NARMA-L2 and Predictive Neural Networks, Fuzzy Logic control method, and Neuro-Fuzzy control method. Lastly, spectral analysis using Fast Fourier Transform was performed on the vibrations of the system.
1. Introduction

Energy needs in the world is expected to increase by 30% from 2016 to 2030, going from 162,500 ZW to 198,654 ZW [1]. Electric motors by themselves consume 46% of the electrical energy in the world. This number represents 70% of the whole industrial electricity usage [2]. Figure 1 shows the world’s energy consumption by applications. The figure shows that pumps consume 22% of the total energy, 16% of that is used by centrifugal pumps. Therefore, minimizing energy waste in centrifugal pumps minimizes the overall energy loss. Less energy waste requires efficient pumping systems and smarter maintenance methods.

Figure 1. Global energy consumption from 1980 to 2030 [1]
Centrifugal pumps are turbomachinery systems that transfer electrical energy to mechanical energy using motors. Figure 3 shows the components of a centrifugal pump. The impeller rotates using electrical motor creating a low-pressure area around the center. The suction side of the pump is connected to a fluid that needs to be transferred. When low pressure is present, the fluid travels through the suction side into the impeller. After that, the trapped fluid in the impeller is forced to follow a certain path, this path is decided by the design of the volute. The volute is then connected to a discharge side where the fluid exists the pump. Centrifugal pumps increase the hydraulic energy of the fluids; this means increasing the pressure and flowrate. The transferred fluid can be in form of multiple liquids or gases. Figure 4 shows a centrifugal pump system components. Main components to mention are bearing, sealing, shaft and casing.
Centrifugal pumps are used in multiple industries. It is used in wastewater, chemicals, petroleum, natural gas, irrigations, drilling, and painting. Multiple devices use centrifugal pumps, such as boilers, pneumatic actuators, and many more. In fact, 80-90% of petroleum plants use centrifugal pumps. The reason being is that centrifugal pumps have high efficiency, different ranges of flowrates and pressures, smoother flows, simplicity in design, and they are easily operated [6].
Figure 5. Centrifugal pump system [7]

Figure 5 shows a centrifugal pump system. The system consists of AC electrical power source, transformer or drive train, VFD (Variable Frequency Drive), motor, pipes, couplers, suction reservoir, delivery reservoir, and finally, the pump. VFD is a device used to control the speed of the pump by varying the supply frequency to the motor [8]. Because of the multiple components of centrifugal pump systems, there are multiple sources of energy loss. Table 1 shows the average efficiency of each component in the system, and the percent of energy loss. As shown, most of the losses come from piping systems, motors, and the pump itself. The rest of the components does not have high losses. Motor and piping losses are studied thoroughly in the literature, and for each application, there are several motors and pipe designs that can be used. As far as the pump itself, the manufacturer can guarantee the initial efficiency of the pump, and recommends a safety measures for operation. But, it will not be able to control and monitor the health of the pump and make decisions all the time. In fact, as soon as the pump is installed, its efficiency becomes a function of process conditions. Pump health can be affected by system components, control methods used, maintenance cycles, and overall system design. In many industries, the cost of maintaining healthy operation of a pump can be twenty times the purchasing cost [9]. Therefore, finding ease to use, simple, and efficient maintenance system can have tremendous savings.
Table 1. Losses in centrifugal pump system [10]

<table>
<thead>
<tr>
<th>Sl.</th>
<th>Component in pumping system</th>
<th>Efficiency (%)</th>
<th>Losses (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Piping system</td>
<td>50–60</td>
<td>40–50</td>
</tr>
<tr>
<td>2.</td>
<td>Pumps</td>
<td>85–90</td>
<td>10–15</td>
</tr>
<tr>
<td>3.</td>
<td>Coupling</td>
<td>~99</td>
<td>~1</td>
</tr>
<tr>
<td>4.</td>
<td>Motors</td>
<td>&gt;90</td>
<td>&lt;10</td>
</tr>
<tr>
<td>5.</td>
<td>VFD cables</td>
<td>~98</td>
<td>~2</td>
</tr>
<tr>
<td>6.</td>
<td>VFDs</td>
<td>95–98</td>
<td>2–5</td>
</tr>
<tr>
<td>7.</td>
<td>Transformers</td>
<td>~99</td>
<td>~1</td>
</tr>
</tbody>
</table>

\[ LCC = C_{ic} + C_{in} + C_e + C_o + C_m + C_s + C_{env} + C_d \]  

Equation 1

Equation 1 represents the life cycle cost (LCC) for a pump system. \( C_{ic} \) is the initial cost, \( C_{in} \) is installation cost, \( C_e \) is energy cost, \( C_o \) is operation cost (labor), \( C_m \) is maintenance and repair costs, \( C_s \) is downtime cost, \( C_{env} \) is environmental cost, \( C_d \) is disposal costs. Environmental cost may be caused by contamination of the liquid being transferred. Disposal costs might include discarding of auxiliary devices or services. The significant of each cost term differs from one industry to another. For example, petrochemical industries cannot afford a downtime cost. As being down means losing millions of dollars. Therefore, close attention is paid for maintaining or replacing the pump systems. In some industries, environmental rules might be strict, and disposal cost might be more important than others [11].
Figure 6 shows the total life cost of a centrifugal pump that was running for seven years. As shown above, most of the cost is going for energy usage, and the other part is going for maintenance and labor. Meanwhile, the initial cost of purchase is not as significant as others.

This work presents a systematic method for health monitoring of a centrifugal pump. It contains modeling of system components, designing industrial testing methods, estimating failure modes, and testing multiple intelligent control methods. The goal of this work is to design a robust autonomous condition based maintenance system, to increase the life of centrifugal pumps and minimize the life cost. The main objective of this work is to create simple, robust intelligent system to diagnose future failures, and suggest the appropriate methods of solving them.
2. Literature Review

2.1 Centrifugal Pump Problems

Centrifugal pumps are highly dynamic components. Therefore, centrifugal pump systems often suffer multiple problems that affect performance and life of the pump. Before introducing methods to monitor the pump’s health, it is useful to understand the main problems associated with the pump. These problems can be categorized in three categories; hydraulic failures, mechanical failures and other failures. Hydraulic problems can be in the form of cavitation, pressure pulsations, radial thrust, axial thrust, and suction and discharge recirculation. Mechanical problems can be in the form of bearing and seal failures, excessive vibrations, lubrication and fatigue failures. Other failures might include erosion, corrosion, and excessive power consumption [12]. In the following, those failures are introduced, thoroughly.

Cavitation is the formation of vapor bubbles in a moving fluid when the pressure of the fluid drops under its vapor pressure. This vapor pressure might be created due to a reduce in the inlet pressure, high inlet temperature, or increase in the flowrate [13]. Best efficiency point (BEP) is the goal that most centrifugal pump users try to achieve. Running centrifugal pumps at BEP is not always achievable. Therefore, operating outside of the BEP point will introduce bubbles to the system [14].
Figure 7. NPSH vs flowrate [12]

Figure 7 shows net positive suction head (NPSH) versus flowrate. NPSH stands for amount of liquid in the inlet side. NPSH is divided into two type; NPSHa and NPSHr. NPSHa stands for the available or actual head in the suction side of the pump, where NPSHr stands for the suction head required by the pump manufacturer. The figure shows that cavitation occurs when NPSHa < NPSHr. Furthermore, increasing flowrate will reduce NPSHa, therefore, creating cavitation. The reason behind that is, increasing flowrate will increase the fluid temperature and reduce the pressure [15].

Cavitation can be catastrophic to any system. It will produce erosion which is the breakdown of the vapor bubbles when the pressure in the system increases. The energy of that collapse creates stresses on the areas where cavitation is occurring, and therefore damaging those surfaces [16]. The risk of having erosion will be four times higher when the flowrate increases by 20% of the shockless flow. Shockless flow occurs when the flow is 10 to 30 % higher than the flowrate required to run the pump at BEP [17].
Cavitation can also be associated with noise. As the bubbles explode, they create a high pitch and random noise [18]. There are three different cavitation noises; sheet cavitation, cloud cavitation, and vortex cavitation. Sheet cavitation is associated with low amplitude, and low frequencies between 2 kHz to 40 kHz. It is usually occurring in the vane area of the pump. Cloud cavitation is the highest amplitude noise between all three, and the frequency range is between 20 kHz to 40 kHz. Vortex cavitation occurs in the suction area, while the flowrate of the pump is low. It is not stable and has low damage, because the bubbles occur in the inlet side and not around the pump. It is associated with low amplitude and low frequencies of 1 to 4 Hz [19].

Mechanical vibrations are also created by cavitation. Vibrations caused by cavitation is associated with high amplitude and low frequencies in the range of 0 to 10 Hz [17].

Pump’s efficiency is highly reduced when cavitation exists. Bubbles created around the pump acts as gates that blocks the flow [20]. Reduced efficiency is a clear sign of cavitation occurrence, as the rest of the signs (noise, vibration) do not last. It is shown that in some scenarios, efficiency will increase just before cavitation occurs, then it will drop drastically [21].

Radial thrust is another hydraulic issue associated with centrifugal pumps. It is the thrust in the direction of the center of rotation. Radial thrust can cause the shaft to move and deflect, and eventually causing failure. Radial thrust can also create temperature rise in the bearings, reducing the life span. High radial thrust can also cause unbalance. Radial thrust can be reduced by increasing the flowrate or creating a feedback path to the system to allow the flow to return to the suction side [18].

Axial thrust can be problematic, too. Axial thrust occurs in the direction of the shaft axis. It usually introduces bearing fatigue failures. These failures are caused by the cycle loading accompanied
with axial thrust. It will cause failures in shafts and bearings. Shaft problems can be avoided by increasing the area of the output flow thus reducing the pressure on the axial or by the feedback path mentioned earlier. To detect axial loads, an accelerometer can be installed in the base where the pump exists.

Bearing failure is described as a mechanical failure. There are three reasons for this failure, solid particles trapped inside the oil, mixing the oil with other liquids, and increase in the temperature. The reasons of those problems vary [22]. Mixing the running oil with solid particles or other liquids can be due to leakage of improperly sealed bearing. This mixture can create stresses on the shaft, causing an overload on the bearings. This also leads to misalignment between the pump and the driver, causing the pump to operate far away from its BEP. Proper sealing will help reduce bearing problems [23].

Seal problem is the second mechanical defect to study. The main reason for this problem is the dryness of the pump due to lack of lubrication. To solve this issue, most of the seals are pressurized to keep the lubrication for extended periods [24]. When the seal starts to fail, solid particle invades the pump causing scratches on the impeller or the sealing of the pump. This phenomenon will create wear in the impellers and the casing. To avoid sealing problems, temperature should be kept within the specifications of the manufacturer, and also to use sufficient lubrication methods [22].

Lubrication failure is another mechanical problem. The goal of a lubricant is to reduce wear by reducing friction in moving parts. Clean oil (no mixers) can prevent wear in the components up to thirty years in 30°C environment. If the temperature rises 10 degrees C, this will reduce fifteen years of the components life. Heat can be caused by overloads in the bearing as mentioned earlier.
If high temperature exists, viscosity of the lubricant will be reduced causing lubrication failure [25].

Excessive vibration is also an unwanted mechanical phenomenon. There are multiple sources of vibration in centrifugal pump. Impeller imbalance causes high vibration due to unbalanced forces coming from loose impellers. Baseplates can also cause increase in vibration when it is made from a material than does not have high rigidity. For example, cast iron causes higher vibration than steel if used as the baseplate material. Hydraulic imbalance is also a source of high vibrations. It is formed because of the irregular flow motion in the casing of the pump. Increasing the NPSHa will help eliminate this problem [18].

Shafts can be a source of high vibrations. Vibrations from the shaft is mainly occurring due to the imbalance in the weight of the components or misalignment in the shaft. This will cause radial force, therefore, creating high source of unwanted vibrations [26].

Beebe, discussed in his work multiple sources of vibration in centrifugal pumps and the causes behind it. He tested different speeds, and diagnosed the issues related with it. He changed temperatures to detect the misalignment caused by thermal expansion. He cut some parts of the pump to analyze the unbalance. Finally, he applied impact forces to test the bearing and casing housing frequencies [27].

Fatigue is another major problem in pumps. Most of pumps run for several hours without stopping. Therefore, fatigue is a common problem. Fatigue failures have three steps; crack initiation, crack propagation, and final failure. To reduce fatigue failure, higher corrosion resistance material can be used [18].
The last problem discussed in this work is the excessive power consumption. If the pump is using higher input power than needed, this means there are multiple problems causing this issue. First problem might be the contamination of the fluid. Running fluids might have solid particles accompanied with it. These particles will cause wear in the pumps components, reducing efficiency by demanding higher inlet power. This is a very common problem, and almost every centrifugal pump system faces this issue [28]. Other issues causing excessive power consumption can be summed as liquid density is higher than recommended, liquid viscosity is higher than specified, speed is higher than recommended, misalignment of the shaft, and some damage in the impeller [29].

3.2 Health Monitoring Methods

As mentioned earlier, centrifugal pumps are one of the largely used pumps in industry. For that reason, maintenance methods are studied heavily. There are three types of centrifugal pump maintenance methods; breakdown, preventive, and condition-based maintenance. Breakdown maintenance is the oldest method of maintenance. In this method, there is nothing done until the pump breaks or it fails and requires a repair. Preventive maintenance was introduced in 1950s after the breakdown method produced high cost and time waste. This waste came because replacing the equipment and repair it when it fails, became highly expensive and time consuming. In the preventive method, there are a periodic inspection and maintenance, even if, the machine does not have a fail [30].

Bazovsky started the preventive method by introducing mathematical optimization by using maintenance policies [31]. Jardine presented prevention method by analyzing reliability information, such as breakdown history of a machine and cost of repair, and presented models for
selecting the best replacement or repair method [32]. Nevertheless, periodic maintenance did not find acceptance by many users because it is labor concentrated, and it will not prevent terrible failures.

Condition-based maintenance (CBM) is the future vision of preventive maintenance using intelligent systems. CBM monitors the pump condition using measurements that do not affect the daily operation of the pump. CBM have three components; data acquisition system to take measurements using different sensors, data processing techniques to acquire the needed signals, and decision making by identifying which area is affected and what is the best maintenance method to use. CBM tries to monitor the machine health and compare it to the normal running conditions. If the machine reports unusual activity, then it means failures are starting to happen. Vibration and acoustic data are introduced to the system as a monitoring methods. With CBM advancing, new type of data using new technologies are introduced. Those types of data might be too advanced and not fully explored yet. Therefore, it will be a challenge to the analysis team to fully understand what to do with it. To avoid that, automated systems should be installed to autonomously diagnose and control the machine. This process is known as prognostics. Prognostics provides multiple advantages and savings in time and cost by reducing labor hours and downtime [30].

There are many studies conducted in the past regarding prognostics and diagnostics methods. Vachtesvaneo et al created intelligent failure detection methods for machines using different examples [33]. Pusey and Roemer introduced new aspects for developing prognostics in turbo-machinery [34]. Jardine focused on creating a collection of publications regarding data acquisition and failure prognostics of different systems [35]. In summary, there are three different methods to predict malfunction in rotary machines; event based, condition based, and prediction and event based. Event based prediction methods use the past data until failure to analyze the performance
of a machine. It uses reliability functions to model the machines performance. This method is useful for a company that makes high volume identical units; as diagnosing the history of machine’s performance is only helpful if the same machine is used with the same specifications. Another setback of this method is that the information provided are for the overall production units and not for a specific unit. This means, for an individual unit, this method is not hundred percent accurate. Condition data based prediction is more general than the event data based prediction. Condition monitoring (CM) provides ongoing information about the health of the machine. This information is particularly useful for engineers who are monitoring the behavior of the machine, and based on the information given, a decision will be made. CM enables engineers to create models to predict the failure of the machine. These models can be physics based models or data-driven models. Physics based models can be useful in predicting stresses, cracks, and other type of physical failures in the system. Physics models do not require big database from the operating system. On the downside, physical models assume system conditions to stay the same. This assumption in many cases is not a valid one, as dynamic systems can change rapidly. Also, physical models can be computationally expensive. Data-driven models do not require physical assumptions nor it is computationally expensive. But, it requires large amount of information of the system’s operation. Combining event and CM methods together provide higher accuracy and longer prediction ranges [30].

Some researchers investigated the physical prediction models. Lee used finite element model based on Paris law to investigate the crack growth and stresses on gear tooth [36]. Loparo used Forman law of linear elastic fracture mechanics to model shaft crack increase. This model was not as sufficient, as it required stopping the machine’s operation, and taking measurements of the instantaneous defect size [37]. Sentient Corporation provided a finite element based model to
obtain the life cycle of a machine by measuring the stress field. The program is called Contact Analysis for Bearing Prognostics [38]. Qiu et al. investigated the failure natural frequency and vibration amplitudes and related them to the running and failure times [39]. All the above physics based models require numerous assumptions, those assumptions in some cases would make the system unrealistic. Also, some parameters used in those models require aborting the machine, therefore, loss of time and cost.

Just like the physical model method, data-driven models are intensively studied in literature. Data-driven method creates models from directly collected condition monitoring data rather than models that are physics dependent. There are two main models used; smoothing and autoregressive models. These two models are common because of their simplicity. But, the main disadvantage in those two model is that they assume the system’s operation to have some stability. This assumption might not be valid in all cases [40]. Cempel suggested a Tribo-vibroacoustical (TVA) model that approximates the failure time of the system. His model could approximate the vibration amplitudes, but could not estimate the unexpected variation in the system’s life operation [41].

Artificial neural network (ANN) is the furthermost used data-driven method. ANN uses layers and nodes to train network to create a relationship between inputs and outputs. ANN depends on inputs and outputs data to make that relationship. ANN have multiple components associated with it; layers of input nodes, layers of hidden nodes, and one layer of output nodes. These layers are adjusting information by weights. There are multiple advantages of using ANN. It performs quicker than traditional methods [42]. It is very similar in performance to statistical methods but without the need to make distribution assumptions [43]. Also, it can make complicated mathematical relationships without previous knowledge [44].
Figure 8 shows similarity between the biological and artificial neural network. Neurons in the biological network are connected by axons, each link can modify a signal depending on the activation status. Artificial networks are also consisting of neurons that are connected to each other, and the information between each neuron is modified using weights. These weights can decide on the importance of each neuron. Each of these neurons have an activation function associated with it. Activation functions build the relationship between inputs and outputs in the network [45].

Figure 8. Biological (left) and artificial (right) neural networks [45]

In health monitoring techniques, ANN are used with time series estimation models. Yam et al used RNN (recurrent neural network) to decide on the suitable CM method from the input signals [46]. Wang and Vachtsevanos created a wavelet neural network (RWNN) to estimate crack propagation in bearings [47]. Shao and Nezu used feed forward neural network (FFNN) to create a single step ahead estimation of defects in bearing’s elements [48]. Gabraeel et al. estimated the genuine bearing failure time by using exponential function as the crack growth, and he used FFNN to compute the exponential function parameters [49].

The third method of failure prediction methods is the integrated CM and reliability methods. CM is useful, and it is the most used method in failure prediction. Nevertheless, it does not give reliability information of a system. Therefore, integrating reliability with CM models will solve
that issue [30]. Goode et al. used Weibull distribution to predict the failure in hot strip steel mill accompanied with a model based on vibration data [50]. Jardine et al. created Proportional Hazards Model (PHM) to predict the reliability of elements in bearings and engines. His model used CM data to use in the reliability model [51]. Sun et al. suggested a Proportional Covariates Model (PCM) that predicts the failure in mechanical parts. He used PCM to create reliability functions to predict failure while the machine is operating [52]. Wang developed PHM and PCM models to create an overall residual time distribution to predict the life of bearing elements [53]. Cempel et al. defined reliability in symptom’s condition domain. He assumed that defected parts have a uniform failure value. Then, he used that value to create a function that estimates the failure of a part based on the symptoms [54].

Figure 9. Timeline of the operational life of a part [30]

Figure 9 shows the timeline of a product life. The figure shows that, often, the preventive methods in detecting failures do not guarantee the accurate failure point. This concludes that failure prediction methods have difficulties. These difficulties can be summed in few points. First, the ways of capturing the system’s data need to be entirely discovered. Second, because of the changing behavior of an operating machine, the need for accurate models to predict that change is
a must. Lastly, expanding the prediction methods to different types of machine can be challenging [30].

Samer proposed an algorithm based on using FFT (Fast Fourier Transform) to create a CBM system to identify acoustic emissions for fault diagnosis. He claims that his algorithm overcomes the problems associated with artificial intelligence. The algorithm has a 100% failure detection accuracy [55].

Fardin claimed a novel bearing condition monitoring technique (BCM) method to detect failures in bearings. His method is based on analyzing the instantaneous frequency of motor voltage. He said that this method is better than other methods that are based on analyzing vibration and current. He said that this method is much more efficient and less time consuming [56].

Abtin used two methods to apply CBM, ANN and Support Vector Machine (SVM). He focused merely on detecting failures using common features in centrifugal pumps. These features are flow, temperature, inlet pressure, outlet pressure, and vibration. He optimized the performance using Genetic Algorithm (GA) [57].

McKee suggested a vibration cavitation sensitivity parameter to detect cavitation in centrifugal pumps. He used adaptive octave band analysis accompanied with statistical methods. He used water pumps to perform the experiments following ISO 10816 classifications [58].

Senthilkumar created a fault diagnosis tool using Shape Memory Alloy Based ATDVA. He used vibration data on three axes using accelerometers. The tool could detect unbalance, misalignment, hydraulic pulsation and bearing defects in the system. He claimed that 60% of vibration amplitude could be reduced when varying frequencies from 335 to 340 Hz [59].
Kostyukov used vibration detection method in adaptive measurements. The goal of his work was to increase the accuracy of CBM using spectral analysis. He claimed that he was able to separate the spectral data for the defects, opening the way to make precise health monitoring decisions [60].

Luo developed a sensorless cavitation detection method based on the current signals. This method reduced number of sensors used and the time required to install them. Because of the new idea of sensorless data, this work provided study of motor current usage in detection cavitation [61].

There are few disadvantages of the above models. First, they are concerned with a single component or a single failure. Second, they present highly complicated methods to follow or apply in real industry. This work suggests a systematic health monitoring technique that can be followed and applied easily. This work has four stages. The first stage is characterization of a centrifugal pump to identify the running conditions, and obtaining the normal operation schemes. The second stage is modeling the system conditions using MATLAB. In this stage, transfer functions are created to relate inputs to outputs. The third stage is designing industrial experiments to understand the effects that the system’s parameters have on some outputs. The last stage is the control methods. In this stage, intelligent control methods are introduced, such as ANN and fuzzy logic. The goal of this control is to avoid the settings that create defects in the system.
3. Investigation Approach

To create a systematic robust method to monitor the safety of a centrifugal pump, few steps have been taken. First, experimental rig containing sensors to measure flowrate, pressure, vibration and temperature have been installed in a setup like what Boeing (Aircraft Company) has for their fuel system. Second, industrial design processes such as Taguchi (Orthogonal Array) and Response Surface Methods (RSM) were used to plan the experimental procedure, and to analyze the results. The third step was to model the system using classical Transfer Function (TF) methods with the help of the programming language MATLAB. Lastly, control methods were used to keep the pump from operating in the low efficiency, high risk regions. Those control methods are based on Artificial Intelligent (AI) methods. These methods are Artificial Neural Network (ANN) and Fuzzy Logic (FL).
3.1. System Design

3.1.1. Hardware

Figure 10. Experimental rig used in this research [62].

Figure 11. Inside the main tank
Figure 10 shows the experimental rig used in this work. The setup contains two tanks, primary (one on right) and secondary; pressure transducers to measure inlet and outlet pressures in the pump; flowmeter to measure the outlet flow of the pump; and electro-mechanical control valve that can be controlled using data acquisition system. Figure 11 displays the inside of the main tank. It contains centrifugal pump in the bottom of the tank, and it is contained by a special casing; accelerometers (red and blue circles); pressure transducer (outlet pressure, green circle); and RTD (Resistor Temperature Detector, purple circle) to measure the fluid temperature as it leaves the pump (outlet temperature). Another accelerometer lays on the bottom of the tank (not shown) that measures the vibrations perpendicular to the two accelerometers shown in the figure. The pump used was manufactured by the French company, Intertechnique. The fluid used in this work is MIL-PRF-6081, Grade 1010 Mineral oil with a specific gravity of 0.85. PVC pipes with 1 inch diameter are used in the connections. Full description of the system components can be found in the appendix.
Figure 12. Electrical setup

Figure 12 shows the electrical components used in the experimental rig. All the data from the sensors are connected through this electrical setup. Numbers one and two (Figure 14) correspond to the modules used to connect the sensors. All the signals used in this work are analog signals. So, to connect it to a computer, PXIe device was needed (Figure 13). Numbers three and four are two 24 VDC power supplies to activate the sensors, as most of the sensors run from 0-10 volts. Five is an electrical junction for connecting the wires coming from the sensors and going to the DAQ (Data Acquisition) device. Number six is a current source to activate the RTD sensors, as those sensors are resistance based, and need a current source activate them. The other sensors are voltage based. So, they only need the voltage coming from the power supply. Lastly, number seven corresponds to a frequency converter. This converter will convert the frequency signal coming from the flowmeter to voltage. The turbine flowmeter used in this work uses rotational movement.
of blades to calculate how fast those blades are rotating. Then, it uses the frequency of the rotation and sends it to the frequency converter. The frequency is then calibrated by the converter into a flowrate measurement such as GPM (Gallons Per Minute).

Figure 13. DAQ Assistance NI PXIe-1078

Figure 14. Signals modules
3.1.2 Software

To interact with the hardware devices, a software package that can provide DAQ interaction is necessary. So, LabVIEW (Laboratory Virtual Instrument Engineering Workbench) is chosen. LabVIEW software has the ability of receiving and sending signals from and to a workstation machine such as a computer. LabVIEW was created by National Instruments (NI), it is the same company that manufactured the DAQ hardware used in this work. Having the same manufacturer for the hardware and software means less complications in the interaction between the two.
Figure 15. LabVIEW interface
Figure 15 shows the LabVIEW program used in this work. The image does not do justice to the program. So, the following paragraphs will have explanation of the main tools used in the program, these descriptions are taken from the LabVIEW manual created by NI [63].

![Figure 15. LabVIEW program used in this work.](image)

**Figure 16. DAQmx Create Channel**

The icon above associated with creating a virtual channel that allows the user to create either a receiving channel from the card reader of the DAQ hardware or a sender channel. The main thing to keep in mind when using this tool is the type of signal that the sensor is recoding, whether it is a single ended referenced (RSE) or differential (DIFF).

![Figure 16. DAQmx Create Channel](image)

**Figure 17. DAQmx Create Channel - Digital Input/Output**

The above two icons create a virtual digital input and output channels. If multiple sensors are to be connected in the same line with different ranges of voltages, then the order of the icons will determine which channel will be used first.

![Figure 17. DAQmx Create Channel - Digital Input/Output](image)
Figure 18. CO Pulse Frequency

The above icon allows the user to create digital pulses for a defined frequency.

Figure 19. Analog Input Channel

The above icon allows taking measurement from an analog source, such as pressure or temperature. Each physical channel will have the shortcut, ai0, which corresponds to analog input, and the number attached to it corresponds to the number of the channel. For example, if the pressure sensor is connected to physical analog channel 6, then the analog input channel for it will be ai5. As the number of the channels starts from zero and not one.

Figure 20. Sample Clock
The above icon controls the sample rate of the data. Sample rate is the number of samples collected in seconds. The higher the sample rate, the more information sent to the user. But, the main problem with increasing the sample rate is the ability to store the data. Furthermore, higher sample rate mainly depends on the DAQ hardware used. In general, the higher the sample rate, the more expensive the DAQ device will be.

Figure 21. Case Structure

The above icon serves as a conditional statement. If the condition on the question mark icon is met, then what is inside the square will be active. This special icon can be used to decide when the data are being collected. In General, data in the beginning and end of the physical operation is not of an interest because it contains large sources of error. So, the use of this icon decides when to record the data.

Figure 22. Single Tone Extraction

The above icon collects the phase, frequency, and period of the time signal. This is helpful when spectral analysis is needed. The use of this icon in this work allowed to convert time domain information to frequency domain using FFT (Fast Fourier Transform). FFT computes the DFT
(Discrete Fourier Transform) of a function. DFT converts the finite samples of equal distances to an equivalent sample of same distances [64].

\[ X_k = \sum_{n=0}^{N-1} x_n \left( \cos \left( -2\pi k \frac{n}{N} \right) + i \sin \left( -2\pi k \frac{n}{N} \right) \right), k \in Z \quad \text{Equation 2} \]

Equation 2 shows the FFT of a discrete data. This equation is implemented in LabVIEW using the icon in Figure 22. The frequency domain information is much simpler method to explain vibrations. The plots from the time domain will not show clearly the amplitude and frequency of the signals involved, but the frequency domain data will do. Finally, all the data gathered are stored in excel.

### 3.2. Experimental Design and Procedure

After the installation setup, it is time for the experiments. The main goal of the experiments is to find the conditions and parameters that ensures the safety and health of the centrifugal pump. In this work, there are four main control factors to study, fluid height in the main tank, speed of the pump, valve angle and time. Valve angle term used in this work refers to the amount of opening the valve has. If the valve is half way open, then the valve angle will say 50°, and fully closed will be 90°. The speed range used is between 6000-11000 RPM (Revolutions Per Minute). The time is measured in minutes, and it is between 0-20 minutes. Fluid height level is between 3-6 inches.

![Figure 23. Components of Design of Experiments](image-url)
Figure 23 shows the main components of the design of experiments (DOE). DOE is a systematic method to investigate the relationship between the factors and the results of a process. To fully understand the pump operation, full factorial experiments were conducted. These experiments will characterize the pump and system operations. Maximum efficiency at different speeds will be determined. Factors levels were these efficiencies occur will also be known [65].

Industrial design of experiments such as Taguchi (Orthogonal Array) method and Response Surface Methods (RSM). Taguchi methods saves time and cost while keeping accuracy of the experiments. It minimizes variation of the samples while keeping ensuring robustness. It also based on engineered quality and not added value. The main disadvantage of the Taguchi method that it does not explain the interaction between the factors accurately because of the small sample size. [66]. To fix that issue, RSM methods are used. RSM can serve not only as a valid way to explain interaction between factor but also as an optimization tool [67].

### 3.2.1. Full Factorial Design

In this section, the full factorial DOE used in this work is explained. The main goal of the full factorial experiments is to investigate all the factors with all of the levels. This process gives the ability to explore the maximum efficiency of the pump.

\[ Y_{ij} = \mu + A_i + B_j + AB_{ij} ... Z_k + \varepsilon_{ij} \]  
\[ \text{Equation 3} \]

Equation 3 explains the model used in the full factorial design. Where \( i=1,2,3..., n \) and \( j=1,2,3...n \), correspond to the levels of each factors. A and B up to Z, are the factors used, \( \varepsilon_{ij} \) is the error term confounded with A and B interactions [65]. In this design, two factors were considered, speed of
the pump and valve angle. Speed of the pump have six levels, and the valve angle have seven levels. The schematic of the experiments is presented in the table below.

Table 2. Full Factorial Setup

<table>
<thead>
<tr>
<th>Speed (rpm)</th>
<th>6000</th>
<th>7000</th>
<th>8000</th>
<th>9000</th>
<th>10000</th>
<th>11000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valve Angle (Degree)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2 shows the full factorial design setup used in this work. The table shows that for each speed there are seven valve angles, totals in 42 experiments. The sole purpose of these experiments as mentioned above was to characterize the pump and to find the maximum efficiency.

\[
\eta = \frac{P_r Q}{EI} \times 0.435
\]

Equation 4

Equation 4 describes the efficiency of a centrifugal pump [62]. P (psi) is the head, Q (gpm) is the output flowrate, E (volts) is the voltage and I (ampere) is the current. E and I are associated with the motor that runs the pump. So, the efficiency is the ratio of the output power (Hydraulic Power) represented in flowrate and pressure divided on the inlet power (Electrical Power) represented in the current and voltage supplied to the motor. The number 0.435, is the conversion ratio to horsepower.
3.2.1. Taguchi Method (Orthogonal Array)

Genichi Taguchi added multiple benefits to industrial statistics. Some of his contributions were reducing variations around a targeted value, suggested experiments to design a product that is insensitive to changes in its own components, he used loss functions to study the economic aspect of a product variation, and he insisted that the quality must be engineered to the system and cannot be added to it. The Taguchi approach to any engineering design had three steps. System design; which focuses on the technical aspects of a product. Second, parameter design; which focuses on the performance of a product that is insensitive to changes in its own components and the environment around it. Lastly, tolerance design; which focuses on optimizing the parameter design to achieve lower variation [66].

Taguchi methods, like any other statistical design method, have few parameters associated with it. The goal of these parameters is to explore the effect of each factor individually without the interaction term. The main goal of orthogonal array is to find the optimum set of conditions that brings the optimum results. Taguchi methods are pre-defined experiments depending on the number of factors used and their levels.

Table 3 shows the standard orthogonal arrays used. L4, means that there are four experiments in this setup. The table also shows the number of factors allowed in L4 are three, each factor with two levels. There are two types of problems associated with Taguchi method; static and dynamic
problems. Static problems occur when the signal or the source takes a fixed value. Dynamic problems occur when the signal and the response have a linear relationship [68].

Signal to noise ratios (S/N) are log functions that determine the desired outcome from the Taguchi experiments. It can be viewed as the objective function for optimization, S/N helps in the analysis and prediction of the optimal values. There are three different scenarios where S/N analysis is of interest; smaller the better, larger the better, and nominal the best. Smaller the better is used when the characteristic variable or the response needs to be minimized. For example, defects in a product. Larger the better is the opposite, were the response needs to be maximized. Such as, strength of a material. Nominal the best, is used when the response needs to be as close as possible to a desired value. Equations 5-7 show the mathematical interpretation of each scenario. Measured data, are the values of the characteristic variable.

$$Smaller \ the \ better \ = \ -10 \ Log_{10}[\text{mean of sum of squares of measured data}]$$ \hspace{1cm} \text{Equation 5}

$$Larger \ the \ better \ = \ -10 \ Log_{10}[\text{mean of sum of squares of reciprocal of measured data}]$$ \hspace{1cm} \text{Equation 6}

$$Nominal \ the \ best \ = \ -10 \ Log_{10}\left(\frac{\text{square of mean}}{\text{variance}}\right)$$ \hspace{1cm} \text{Equation 7}

Table 3. Standard orthogonal arrays [69]
After finding the S/N ratios for all the experiments, it is time to find the optimum level for each factor. This process takes two steps. First, finding the average value of each level. Second, plotting those averages on a response graph or tabulate them in a response table. S/N is a log based value, this means, the bigger the value, the better the response. So, for each factor, the optimal level is associated with the higher S/N value. After that, those optimal levels are added together to find the optimum S/N ratio for the characteristic variable.

\[
\text{Equation 8}
\]

Equation 8 calculates the optimal overall value. Where \( a_i \) and \( b_j \) are the optimal factors minus the overall S/N mean, and the error term corresponds to the experimental error. The next step is to use
the ANOVA tables (Analysis of Variance). ANOVA tables quantifies the contribution of each factor to the results.

Table 4. Structure of ANOVA table [70]

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Samples</td>
<td>SSB</td>
<td>k - 1</td>
<td>MSB = $\frac{SSB}{k-1}$</td>
<td>$F = \frac{MSB}{MSW}$</td>
</tr>
<tr>
<td>Within Samples</td>
<td>SSW</td>
<td>n - k</td>
<td>MSW = $\frac{SSW}{n-k}$</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>SST = SSB + SSW</td>
<td>n - 1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 shows the structure of ANOVA table. Where SS is the sum of squares, df are the degrees of freedom, MS is the mean square value, and F ratio is the statistical value to find the effect of each factor. Between Samples stands for the factors and Within Samples represents the error in the experiment. Total, shows the total values for df and SS.

\[
SS = \sum_{l=1}^{N} (y_l - T)^2 \quad \text{Equation 9}
\]

\[
df = (# \text{ of levels of Factor} - 1) \quad \text{Equation 10}
\]

Equation 9 calculates the sum of squares of the factors. Where $y_l$ is the average value of the factor at a certain level, T is the overall average, and N is the number of levels for each factor. The error or within samples can be viewed in two perspectives. First, statistical error, which comes from subtracting the total sum of squares and the sum of squares for each factor. The second error, is the experimental error, were the factors with the lowest affects can be assumed as an error source.
In this work, Taguchi method were used twice. First, L9 was used to determine five characteristic variables; efficiency of the centrifugal pump, amplitude and frequency of the pump in z-direction (vertical to the alignment of the pump), noise of the pump, and temperature rise. The factors used were fluid height in main tank, speed of the pump, and valve angle. Each of these factors have three levels. Table 5 shows the factors and levels used in the experiment. Table 6 shows the full L9 design. The main goal of this experiment was to find the percent contribution of each factor to the characteristic variables.

Table 5. Factors and level used

<table>
<thead>
<tr>
<th>Levels</th>
<th>Fluide Height (in)</th>
<th>Speed (RPM)</th>
<th>Valve Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>6000</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
<td>8000</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>11000</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6. L9 design

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Fluide Height (in)</th>
<th>Speed (rpm)</th>
<th>Valve Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>6000</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>8000</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>11000</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>4.5</td>
<td>6000</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>4.5</td>
<td>8000</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>4.5</td>
<td>11000</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>6000</td>
<td>80</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>8000</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>11000</td>
<td>60</td>
</tr>
</tbody>
</table>
Second Taguchi experiment used was L4. In this experiment, the goal was to find the contribution of time and speed to the five characteristic variables mentioned above. Table 7 shows experiments and the associated levels for each factor.

Table 7. L4 Orthogonal array

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Time (min)</th>
<th>Speed (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>6000</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>11000</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>6000</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>11000</td>
</tr>
</tbody>
</table>

3.2.2. Response Surface Methodology

Response surface method (RSM) is a process of creating an empirical model [71]. The main goal of the model is optimizing the response of the characteristic variable. The first step in the RSM is to find the appropriate approximation to the actual relationship between the inputs and outputs. The most common method is the low-order polynomials. In RSM, as in every design of experiment, the mathematical models or functions that describe the relationship have unknown formulation. Therefore, the design of the experiment is unique for every problem. The other goal of RSM is to notice the direction of change in the response. Those relationships can be fully described using either surface plots or contour plots [67].

There are multiple models that RSM use; First Order Model, Multi Regression Model, and Orthogonal First Order Design. Those models were developed based on the steepest ascent method. The main idea is to run a simple experiment to determine a surface of very small samples, then
extend it to create more complex surfaces. To find the equation of the surface, the experiments must follow specific order [71].

\[ Y = B_0X_0 + B_1X_1 + B_2X_2 + \epsilon \]  

Equation 11

\[ Y = B_0X_0 + B_1X_1 + B_2X_2 + B_{11}X_1^2 + B_{12}X_1X_2 + B_{22}X_2^2 + \epsilon \]  

Equation 12

Equation 11 represents the simplest surface model, two-dimensional plane. Y is the observed value; B’s are coefficients that will be determined using the least square method. Those coefficients minimize the sum of squares of the error, \( \epsilon \). X’s are the different variables used. Equation 12 shows a second order surface, this will be used if the experiments are expected to have a second order surface.

Central composite designs (CCD) are used to fit data into a second order response shape. It creates experiments based on a central point if the distance from the center point to any other design point is \( \pm 1 \). Usually, CCD contains two times central points than the factors in the experiment. So, if the total number of factors is three, then there should be at least six central points. There are three different CCD designs; CCC (Central Composite Circumscribed), CCI (Central Composite Inscribed), and CCF (Central Composite Face-centered). CCC, is the most original form of CCD. The star points are extreme values that represent low and high levels for any factor. They are usually in a distance, \( \alpha \), from the central points. With the additional low and high levels suggested by the user, these star points are additional points to add in the experiments. CCI is a scale down design from CCC. CCI is used when the low and high levels of the factors are the actual limits of the experiment. Both CCC and CCI need at least five levels for each factor. CCF is used when the star points are at the center of each face of the factorial design. This means when \( \alpha \) is actually \( \pm 1 \). CCF requires at least three levels for each factor. Figure 24 shows the three different CCD methods.
Square points are the star points and the circular points are the levels of each factor. Equation 13 shows how $\alpha$ is calculated.

![Diagram of CCD methods]

Figure 24. Types of CCD methods [70]

$$\alpha = \left[\text{number of factorial runs}\right]^{\frac{1}{2}} \quad \text{Equation 13}$$

In this work, CCD is used with CCF method. The goal of doing these experiments was to determine the relationship between the five characteristic variables, $z$-direction vibration’s amplitude and frequency; temperature rise in the system; efficiency of the pump; and noise of the pump. Three factors with three levels are used, fluid height in the main tank (3, 4.5 and 6) inches; speed of the pump (6000, 8500, and 11000) rpm; and valve angle (40, 60 and 80) degrees. The biggest advantage
RSM method have over Taguchi method, is the ability of creating a response surface between the factors(interaction), and between the characteristic responses and the factors.

Table 8. CCF design

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Fluid Height (in)</th>
<th>Speed (rpm)</th>
<th>Valve Angle (Degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0</td>
<td>6000</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>3.0</td>
<td>6000</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>11000</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>3.0</td>
<td>11000</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>6.0</td>
<td>6000</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>6.0</td>
<td>6000</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>6.0</td>
<td>11000</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>6.0</td>
<td>11000</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>3.0</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>6.0</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>11</td>
<td>4.5</td>
<td>6000</td>
<td>60</td>
</tr>
<tr>
<td>12</td>
<td>4.5</td>
<td>11000</td>
<td>60</td>
</tr>
<tr>
<td>13</td>
<td>4.5</td>
<td>8500</td>
<td>40</td>
</tr>
<tr>
<td>14</td>
<td>4.5</td>
<td>8500</td>
<td>80</td>
</tr>
<tr>
<td>15 (C)</td>
<td>4.5</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>16 (C)</td>
<td>4.5</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>17 (C)</td>
<td>4.5</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>18 (C)</td>
<td>4.5</td>
<td>8500</td>
<td>60</td>
</tr>
<tr>
<td>19 (C)</td>
<td>4.5</td>
<td>8500</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 8 shows the CCF used in this work. There are nineteen experiments with five experiments repeated around the central point.
3.2.2. Failure Mode Effects Analysis

Failure Mode Effects Analysis or FMEA, is a step by step method of capturing all the possible failures in a system or a product. FMEA was developed by the aerospace and automotive industries. Failure Mode corresponds to the ways a system or a product might fail. Effect Analysis corresponds to the results of those failures or defects. FMEA requires the knowledge of the system or a product used, and, the dangerous scenarios it might occur while using the product or system.

Figure 25 shows the failure rate curve. The figure shows the benefit of using FMEA in the design process. FMEA increases the length of the useful life of a product or a system, slows the wear out failure, increases the early failure period, and increases any random failure period.

Figure 25. Failure Rate Curve [72]
Figure 26. Risk Ranking Matrix [72]

Figure 26 shows the risk ranking matrix. This chart indicates two variables; frequency of occurrence and severity level. Frequency of occurrence is associated with how many times the failure might occur, while the severity level is associated with how dangerous that failure is. Green color in the chart shows safety region were the failure is not that dangerous. Yellow color shows that the failure is going to the red zone were the failure is catastrophic. Explanations of the scales of these failures are shown in the tables below.
Table 9. Severity level definition [73]

<table>
<thead>
<tr>
<th>Hazard Categories</th>
<th>Rank</th>
<th>Consequences to the safety of users, workers and product performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catastrophic</td>
<td>7-10</td>
<td>May cause death, loss of the facility or operation, or severe impact on the environment (non compliance with regulation)</td>
</tr>
<tr>
<td>Critical</td>
<td>4-7</td>
<td>May cause severe injury, major damage to a facility or operation, or major impact on the environment (high degree of customer dissatisfaction)</td>
</tr>
<tr>
<td>Marginal</td>
<td>2-4</td>
<td>May cause minor injury or minor impact on the environment (cause some customer dissatisfaction)</td>
</tr>
<tr>
<td>Negligible</td>
<td>1-2</td>
<td>Will not result in injury (very little effect on customer satisfaction and product performance)</td>
</tr>
</tbody>
</table>

Table 10. Frequency of occurrence [73]

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Rank</th>
<th>Occurrence Per Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likely (Failure is inevitable)</td>
<td>7-10</td>
<td>Greater than 1 in 100</td>
</tr>
<tr>
<td>Unlikely (Occasional failure)</td>
<td>4-7</td>
<td>Less than 1 in 100 and greater than 1 in 10,000</td>
</tr>
<tr>
<td>Extremely Unlikely (very few failures might occur)</td>
<td>2-4</td>
<td>Less than 1 in 10,000 and greater than 1 in 1,000,000</td>
</tr>
<tr>
<td>Rare</td>
<td>1-2</td>
<td>Less than 1 in 1,000,000</td>
</tr>
</tbody>
</table>

FMEA was used in this work after discussing the results from the experimental design.
3.3 Vibration Analysis

Vibration is a useful method of detecting failures in any dynamic system. In centrifugal pumps, they serve as a tool for health monitoring and safety triggers. Vibration is a periodic movement; this means that it repeats itself after some time. Figure 27 shows the basic components of vibration. T in the figures, is the period. The period, is the time it takes a wave to complete one cycle. $X_0$ is the amplitude. The amplitude, is how high the wave can get. In other words, amplitude is the distance from zero to the highest point in a wave. Frequency ($f$), is how many times a certain wave is repeated over a period. Figure 28 shows a simple mass-spring dynamic system. The mass is attached to a spring and it is moving up and down. The mass crosses the same point repeatedly. This repeated motion is expressed as vibration. So, the basic components to describe a vibration is frequency, amplitude, and phase. Phase is meaningful if there are two signals with the same frequency but different amplitudes. It describes how far the signals are from each other. If the two signals have different frequencies, then there is no meaning for the phase value [74].

Figure 27. Periodic function
Fourier transform separates a time signal to the frequency signal that constructed this signal. It is the generalize form of the complex Fourier series in the limit from L to infinity [75].

\[ F(\omega) = \sqrt{\frac{|b|}{(2\pi)^{1+a}}} \int_{-\infty}^{\infty} f(t) e^{ib\omega t} dt \]  \hspace{1cm} \text{Equation 14} \\

\[ f(t) = \sqrt{\frac{|b|}{(2\pi)^{1+a}}} \int_{-\infty}^{\infty} F(\omega) e^{-ib\omega t} d\omega \]  \hspace{1cm} \text{Equation 15} 

Where, F is the Fourier transform; f is the inverse Fourier transform; a and b are the Fourier parameters; \( \omega \) is the frequency; and t is the time. Fast Fourier transform (FFT) is a fast method for computing the Fourier transform. Furthermore, converting time domain signal to a frequency domain signal.

Figure 29 shows a time domain data for two sine waves of frequencies 15 and 20 Hz. As shown in the figure, the analysis of the data is difficult as the two waves are on top of each other. Plus, the information of each wave is imbedded in one other. Therefore, FFT is a better way to understand these two sine waves. Figure 30, shows the frequency domain information for these two waves. As shown from the frequency domain information, the two spikes represent the two frequencies in the data and their associated amplitudes. Therefore, if complicated signals with multiple waves are
involved in a system, using FFT to represents it in frequency domain will be more meaningful than time domain.

In centrifugal pump systems, there are multiple components, such as, bearings; pump casing; bolts; base plate; and the pump itself. All those components have different movements. Some, have high amplitude, low frequency motion; others will have low amplitude, high frequency movement; and some have low amplitude, low frequency motion. Therefore, predicting the motion of each of those components in a time domain data is very complicated. Therefore, FFT is used in this work to identify the motion of each component and the effects it adds to the system. Multiple failures can be detected using the frequency information of these components. Those failures can be in the shape of unbalance, misalignment, and looseness.

Figure 29. Time domain data
3.4. Control Methods

3.4.1. Modeling Speed and Valve angle

After characterizing the system, the control is needed. The main objective of the control is to maintain a healthy life for the pump. This requires running the pump in the no fail zones. Fail zones are ranges of speeds, valve angles, fluid heights, and times that create the most unwanted vibrations; temperature rise; and noise.

The first step in the control method is modeling. There are multiple methods to model a dynamic system; transient response, state space modeling, frequency response, neural network, and many others. Transfer functions (TF) are one of the main modeling methods. TF is a convenient method to represent the relationship between inputs and outputs. If TF for a system is obtained, then this function can be used to represent the system. Obtaining TF for a system could be a difficult task.
Therefore, many methods are suggested as mentioned in chapter 3. In this work, the transient response method is used to obtain TF for the system [76].

TF models the relationship between the speed of the pump and valve angle to the output flow. Output flow can then be related to efficiency of the pump and the head (pressure rise). Transient response applies an input (step) to the system and observes the output. Flowmeter values are observed when a change in the input is applied. Two transfer functions were needed in this work; speed of the pump and valve angle. Both models relate speed and valve to flowrate. To model both devices, each is kept constant while the other is changing. So, when speed is modeled, valve angle is kept constant and vice versa. Then, flowrate data is collected and sent to the computer. After that, identification toolbox is used in MATLAB. Identification toolbox uses a transient analysis between inputs and output, and creates a TF to express the relationship. First, the valve angle is kept fully open (90 degrees), and the speed is changed. Then, the flowrate data is collected when the speed is changed. These data are inserted in the identification toolbox in MATLAB to create a discrete transfer function to fit the data. Same is done with the valve angle; the speed is kept constant while the valve angle is changed. Then transfer function is created for both [77].
3.4.2. NARMA-L2 Neural Network

NARMA-L2 neural network or sometimes is called feedback linearization, is used when the plant has a particular form (companion form). The main idea of this type of NN (neural network) is to linearize the nonlinear dynamics in a system. This type of network works in two steps; identification and control. In the identification step, the companion function is presented to model the system. In the control step, the identified NN will establish a control based on companion function [78].

\[ y(k + d) = N[y(k, y(k - 1), \ldots, y(k - n + 1), u(k), u(k - 1), \ldots, u(k - n + 1)] \]  
Equation 16
Equation 16 describes one of the standard models used to represent the nonlinear dynamics. Where \( u(k) \) is the system input, \( y(k) \) is the system output, \( k \) is number of steps, and \( n \) is the sample count. This equation represents the forward dynamics of the system.

\[
u(k) = G[y(k, y(k-1), ..., y(k-n+1), y_r(k+d), u(k-1), ... u(k-m+1)] \quad \text{Equation 17}
\]

Equation 17 represents the controller model used in NARMA-L2 NN. \( G \) is a function created by the network to minimize mean square error. Reducing this error is done in several ways; increasing the training epochs, increasing the sample size, changing the relationship function, and repeated training [79].

Figure 32. Neural Network representation
Figure 32 shows a general schematic of a NN. The main thing to get from the figure is the weights which are represented by IW, f represents the suggested fitting polynomial to approximate the model of the system, and g represents the actual response from the system. The network will be judged by the error between g and f. The following figures show the general schematic of NARMA-L2 controller and the final form of NARMA-L2 NN respectively. In this work, MATLAB is used to construct and train the NN. The parameters used to train the speed controller for the pump are shown in Figure 33. Valve control is the same and it is shown in the appendix. The figure shows 8000 samples used for training, and the sampling interval is 0.01 second. The rest of the parameters are changed frequently until a good response was achieved. Simulink plant model used the transfer function created by the identification toolbox for the speed controller.

Figure 33. NARMA-L2 parameters for speed control
Figure 34. Block Diagram of NARMA-L2 controller [78]

Figure 34 shows the block diagram of NARMA-L2 NN controller.

Figure 35. Final form of NARMA-L2 NN [78]
3.4.3. Predictive Neural Network

Predictive neural network as the name suggests, uses a model of nonlinear plant to estimate future plant performance. It is separated into two steps; determining the plant model and creating a control to keep the plant response as desired. Figure 37 shows a schematic of predictive NN. The predictive NN is trained by forward dynamics. The approximation error between the plant output and the NN output is used as a feedback to train the network again. Figure 38 shows the structure of the predictive NN plant. This structure uses the previous input and output from the plant to predict future plant output [78].
Equation 18 shows the performance criterion over specified horizon, $J$. The goal of the predictive NN is to minimize that criterion. $N_1$, $N_2$, and $N_u$ define the horizon at which the tracking error and control increments are evaluated. $u'$ is the control signal, $y_r$ is the desired response, $y_m$ is the NN model response, and $\rho$ determines the contribution that the sum of squares of both the control increment and performance index have [79]. Figure 39 shows the model of predictive control process. There are two main components, plant model and optimization block. Optimization block calculates the values of $u'$ that minimizes the function $J$. After that, $u'$ is used as an input to the plant [79].
Figure 39. Model predictive control process [78]

Figure 40. Predictive control parameters

Figure 41. Predictive control NN training parameters
Figure 40 shows the control parameter used in this work to create a control for the speed of the pump. Figure 41 shows the parameter used to train the predictive NN. These parameters are changed frequently until a desired response is achieved.

### 3.4.4. Fuzzy Logic Control

Fuzzy logic (FL) in general is a theory that classifies objects with boundaries. FL is based on linguistic variables. This means, the variables used are words and not numbers. The basic idea of FL is common sense. Therefore, expert person or expert data is needed. Figure 42 shows the difference between precision and significance. FL falls between these two statements; it does not have the full precision and in the same time it is not fully significance. It uses common sense to produce a solution that satisfies precision and significance in the same time. So, the basic idea of fuzzy will be in this short question; how important is to be exactly right when a rough answer will do? The answer will decide whether to use FL or not. If the answer is “very”, then FL is not the path to follow. But, if the answer is “not much”, then FL works perfectly [81].

Figure 42. Precision and Significance scenarios [80]
Figure 43. Fuzzy vs Non fuzzy [82]

Figure 43 shows a difference between two valued operation vs fuzzy language. The scale on the left shows only two answers; white or black. The scale on the right shows that anything can be partially white and partially black. For instance, in the middle it will say 0.5, this means the scale reads 50% white and 50% black. Moving further to the right will increase the black color percent and reduce the white color percent. This is how fuzzy logic works. Everything has a percent related to it, nothing is absolute.

Membership function (MF) is a function that describes how important is each value (degree of membership), and it falls between 0 and 1 [81]. There are many MFs; triangular, trapozoidal, gaussian, sigmoidal and many more. Figure 44 shows traingular and trapazoidal MFs, the x-axis represents the input space or universe of discourse. Each of these inputs has an importance contribution to the system and it ranges between 0 and 1. The choice of MF is up to the user and the system. Some MF might work with some scenarios and others might work for others. As mentioned earlier, FL is based on expert inputs from either the user or the data. MF has the job of taking the numerical values and convert them into a linguistic values and vice versa. Changing from numerical values to linguistic varaibles is called Fuzzification. Defuzzification is the opposite. The linguistic variables created must be converted to numerical values to quantify the problem [82].
For FL to perform correctly, relationship between inputs and outputs must be defined. FL rules are a method that relates inputs and outputs in fuzzy logic. It is based on conditional statements in the form of: IF something is C, then Another is B.

There are two types of fuzzy systems; Mamdani and Sugeno. These two types relate to the output parameter of the fuzzy system. Each of these systems represent the output differently than the other. Mamdani system has a range of output to any input. Sugeno, has only one output for a set of inputs. Mamdani is used mostly in linear and optimization techniques, and it is well suited to mathematical analysis, and it is computationally efficient. Sugeno is used with nonlinear control problems [82]. Figure 45 shows a schematic of Sugeno design process.
In control problems, FL can be of a great help. Mamdani and Sugeno both can be used to control and model a dynamic system. But, because of the uncertainty in the results of FL, it should be combined with another control method. In this work, Neuro-Fuzzy control has been used. Neuro comes from neural network. ANFIS or adaptive neuro-fuzzy inference system is a fuzzy system with a modified MF parameters using NN. NN is trained as discussed earlier to create and modify the MFs and the rules that are used in the fuzzy system. ANFIS uses Sugeno fuzzy system as the output scheme. MATLAB Neuro-Fuzzy toolbox is used to train and construct the ANFIS system [80].

Figure 46. Neuro-Fuzzy control

Figure 46 shows the Neuro-Fuzzy control system used in this work. There are two steps used in this control. First, modeling the flow as a feedback to the first two controllers, speed and valve. Each of these fuzzy systems has one input (flowrate) and one output (speed or valve). Then, this signal is sent to the third fuzzy system that consists of two inputs (speed and valve) and one output (flowrate). So, the user decides on a reference flowrate, then the first set of fuzzy systems takes this signal as an input, and sends it to the first two controllers. After that, this system outputs speed and valve necessary to achieve the reference flowrate. Furthermore, the computer or DAQ device
takes these speed and valve angle values, and feeds it to the system modeled (Speed_Valve_to_Flow) in the figure above. Figure 47 shows the third fuzzy system used. This system has two inputs and one output. The other systems are presented in the appendix.

Figure 47. Speed and Valve to Flowrate fuzzy system

Figure 48 shows the Neuro-Fuzzy designer. This is the first step in constructing the fuzzy system. In this step, training data is used to train the network and construct the rules that will be assigned to the MFs of the fuzzy system. These rules are adjusted using NN, and the method used is hybrid. The data selected in this process are related to the analysis and results. To clarify, the goal of this work was to construct a system that reduces failure and ensures safety of the pump and the system as all. So, the data selected for training are the data that have less risk for the system. This means, data that have low vibrations, low cavitation, high efficiency, low noise, and low temperature rise. This will train the network to only send signals that are safe to the pump, and avoid the signals that have potential danger to it. If the system recognizes a dangerous signal, it will automatically reduce speed or valve angle to ensure safety. Figure 49 shows the selection of MF. Gaussian function was used for all the fuzzy systems in this work. The numbers 1 and 3 represent the rules that are used in the function. Figure 50 and Figure 51 show the response surface and the rules used in this work.
Response graph is a good presentation to the relationship between inputs and outputs. While, the rules are a method to get an exact numerical answer to the input.

![Figure 48. Neuro-Fuzzy Designer](image1)

![Figure 49. Membership function selection](image2)
Figure 50. Response surface

Figure 51. Neuro-Fuzzy rules
4. Results and Discussions

4.1 Experimental Results

4.1.1 Full Factorial Design

To recall, the main goal of the full factorial experiments was to characterize the system and identify the efficiency; flowrate; and pressure rise of the pump. To control the centrifugal pump, few steps should be taken; characterization of the pump and characterization of the system by finding the vibrations, noise, and temperature rise associated with it.

Figure 52. Efficiency of the centrifugal pump [83]

Figure 52 shows the efficiency of the centrifugal pump. Capacity is another term that describes flowrate. Flowrate in this work indicates the output flowrate of the pump. This plot is using the data from each speed with valve angles between 30-90 degrees. The efficiency is increasing as the...
speed increases. The quadratic behavior of the efficiency indicates that the maximum efficiency of the pump at each speed is located at valve angles 40-50 degrees. Figure 53 shows the head (pressure rise) vs output flowrate. Pressure rise, is the difference between the outlet pressure of the pump and the inlet pressure measured as the height of fluid in the main tank. As indicated by the figure, the flowrate increases when the pressure rise decreases. This behavior matches the behavior of centrifugal pumps discussed in chapter 3. Furthermore, the flowrate changes with changing the valve opening. This means, going from left to right in the figure means opening the valve.

Figure 53. Pressure rise vs Flowrate [83]

Figure 54 shows the efficiency vs temperature. This figure shows a negative relationship between temperature rise in the fluid with the efficiency of the pump. As mentioned earlier, high temperatures will lead to cavitation created in the system. Plus, some of the fluid properties will change.
Figure 54. Efficiency vs Temperature rise

Figure 55 shows the change in noise of the system when the valve angle and speed change. The noise increases as the speed increases. Valve angle does not have a major effect on the noise except in the low valve openings.

Figure 55. Noise in the system

Figure 56 shows the electrical power consumed by the pump. The figure shows when higher flowrate is necessary, higher speeds are required.
4.1.2 Orthogonal Array (Taguchi method)

After characterizing the pump, the need for identifying the important factors and their levels that affect the different responses. To do so, Taguchi method was implemented as mentioned earlier. First, five different responses or characteristic variables were considered; vibrations amplitude, vibrations frequency, temperature rise, noise and efficiency. To study the factors, two different orthogonal designs were followed. First, L9 orthogonal matrix was constructed to study three factors; speed of the pump, valve angle, and fluid height in the main tank. The results are shown below.
Figure 57. Response graph for Efficiency

Figure 57 shows the response graph for efficiency. The results show the S/N ratios with larger the better criteria. As the intend of the pump is to run at maximum efficiency, always. The figure clearly shows that fluid height is less significant than the other two factors. Speed has more effect on the efficiency than valve angle. One significant level was chosen for each factor and it is shown in Table 11. The table shows that to achieve the optimal efficiency, the pump speed should be at level three (11,000 rpm), valve angle at level one (40 degrees), and fluid height at level 2 (4.5 inches).

Table 12 shows the ANOVA table for efficiency. The results agree with the response graph for speed being the dominant factor. Because, the p-value is lower than 0.05 for 95% confidence intervals. Valve angle is very close to the required p-value; therefore, it is considered to have some effect on the efficiency.
Figure 58 shows S/N values for the second response, vibration amplitude. The results shows that speed is the most significant factor in changing the amplitude of the vibration. S/N used for the amplitude is following smaller the better criteria. This means, to achieve the lower amplitude the settings should be, level two for fluid height; level two for speed; and level one for valve angle as shown in Table 13. Table 14 shows the ANOVA table for vibration amplitude. The results shows that speed is the most significant factor with p-value less than 0.05.
Figure 58. Vibration amplitude

Table 13. Optimal levels for vibration amplitude

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
<th>Effect Size</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>*Fluid Height (in)</td>
<td>2</td>
<td>1.34009</td>
<td></td>
</tr>
<tr>
<td>{2}Speed (rpm)</td>
<td>2</td>
<td>11.80608</td>
<td>1.700976</td>
</tr>
<tr>
<td>*Valve Angle (degree)</td>
<td>1</td>
<td>2.67204</td>
<td></td>
</tr>
<tr>
<td>Expected S/N</td>
<td></td>
<td>34.76619</td>
<td></td>
</tr>
</tbody>
</table>

Table 14. ANOVA for vibrations amplitude

<table>
<thead>
<tr>
<th>Effect</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1}Fluid Height (in)</td>
<td>10.272</td>
<td>2</td>
<td>5.1361</td>
<td>1.3111</td>
<td>0.432697</td>
</tr>
<tr>
<td>{2}Speed (rpm)</td>
<td>1348.235</td>
<td>2</td>
<td>674.1175</td>
<td>172.0822</td>
<td>0.005778</td>
</tr>
<tr>
<td>{3}Valve Angle (degree)</td>
<td>33.973</td>
<td>2</td>
<td>16.9864</td>
<td>4.3361</td>
<td>0.187402</td>
</tr>
<tr>
<td>Residual</td>
<td>7.835</td>
<td>2</td>
<td>3.9174</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the rest of the responses, smaller the better criteria was followed and the results are shown in tables and figures below. Same conclusion can be drawn from each response.

Figure 59. Response graph for max amplitude frequency

Table 15. ANOVA table for max amplitude frequency

<table>
<thead>
<tr>
<th>Effect</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>6.1415</td>
<td>2</td>
<td>3.07074</td>
<td>0.95642</td>
<td>0.511138</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>157.5076</td>
<td>2</td>
<td>78.75378</td>
<td>24.52878</td>
<td>0.039171</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>6.2830</td>
<td>2</td>
<td>3.14152</td>
<td>0.97846</td>
<td>0.505443</td>
</tr>
<tr>
<td>Residual</td>
<td>6.4213</td>
<td>2</td>
<td>3.21067</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 16. Optimal settings for max amplitude frequency

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
<th>Effect Size</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>2</td>
<td>0.5851</td>
<td>1.034516</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>3</td>
<td>3.3452</td>
<td>1.034516</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>2</td>
<td>0.6094</td>
<td>1.034516</td>
</tr>
<tr>
<td>Expected S/N</td>
<td></td>
<td>-65.6538</td>
<td></td>
</tr>
</tbody>
</table>

Figure 60. Response graph for temperature rise.

Table 17. ANOVA table for temperature rise

<table>
<thead>
<tr>
<th>Effect</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>88.0804</td>
<td>2</td>
<td>44.0402</td>
<td>1.048696</td>
<td>0.488115</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>314.3893</td>
<td>2</td>
<td>157.1947</td>
<td>3.743156</td>
<td>0.210830</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>38.6428</td>
<td>2</td>
<td>19.3214</td>
<td>0.460085</td>
<td>0.684891</td>
</tr>
<tr>
<td>Residual</td>
<td>83.9904</td>
<td>2</td>
<td>41.9952</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 18. Optimal settings for temperature rise

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
<th>Effect Size</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>3</td>
<td>3.64450</td>
<td>3.741444</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>1</td>
<td>4.74737</td>
<td>3.741444</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>3</td>
<td>2.41115</td>
<td>3.741444</td>
</tr>
<tr>
<td>Expected S/N</td>
<td></td>
<td>28.73525</td>
<td></td>
</tr>
</tbody>
</table>

Figure 61. Response graph for noise

Table 19. ANOVA table for noise

<table>
<thead>
<tr>
<th>Effect</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>0.01223</td>
<td>2</td>
<td>0.006115</td>
<td>1.183</td>
<td>0.458076</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>13.85741</td>
<td>2</td>
<td>6.928707</td>
<td>1340.450</td>
<td>0.000745</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>0.06673</td>
<td>2</td>
<td>0.033364</td>
<td>6.455</td>
<td>0.134144</td>
</tr>
<tr>
<td>Residual</td>
<td>0.01034</td>
<td>2</td>
<td>0.005169</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 20. Optimal settings for noise

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
<th>Effect Size</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)</td>
<td>2</td>
<td>0.0507</td>
<td>0.041509</td>
</tr>
<tr>
<td>Speed (rpm)</td>
<td>1</td>
<td>1.4185</td>
<td>0.041509</td>
</tr>
<tr>
<td>Valve Angle (degree)</td>
<td>1</td>
<td>0.1179</td>
<td>0.041509</td>
</tr>
</tbody>
</table>

Few points can be interpreted from the analysis above:

To achieve high efficiency, the setting should be as follows: speed at level 3, valve at level 1, and fluid height at level 2.

To achieve low vibration amplitudes, the setting should be as follows: speed at level 2, valve at level 1, and fluid height at level 2.

To achieve low amplitude frequencies, the setting should be as follows: speed at level 3, valve at level 2, and fluid height at level 2.

To achieve low temperature rise, the setting should be as follows: speed at level 1, valve at level 3, and fluid height at level 3.

To achieve low noise, the setting should be as follows: speed at level 1, valve at level 1, and fluid height at level 1.

All the above analysis was done using steady state situation, where time was irrelevant. To determine the effect that time has on the above responses, L4 orthogonal design was constructed. The goal of this experiment is to find the effect time has on vibration, efficiency, temperature rise, and noise. In this experiment, two factors were considered; time and speed. Speed is selected from the results of the earlier L9 analysis because it was the most significant factor.
Figure 62 shows the response graph for temperature rise. Temperature rise was chosen, because the rest of the characteristic variables (efficiency, vibration and noise) were not affected by time. The figure shows that temperature increases with time and speed. Although the speed has the most significant slope but with more time the temperature will also increase.

Table 21 shows the ANOVA table for this experiment. The table shows that none of the factors are less than 0.05; which means they are not significant enough. But, the speed is very close to that. So, it influences the temperature. Table 22 shows the optimal levels to obtain the smaller values for temperature rise. The table suggests that to obtain the least amount of temperature rise, speed and time should be at level one. This means, speed should be at 6000 rpm and the pump should run for 5 minutes.
4.1.3 Response Surface Methodology

Taguchi does a great job in reducing time and cost for any industrial experiment. However, the big disadvantage of Taguchi method is the lack of explanation between variables themselves (interaction). Response Surface Methodology (RSM) method creates surfaces to explain the relationship between factors and results, and between factors themselves.

In this work, five responses are considered. These responses are vibration amplitude, vibration maximum frequencies, temperature rise, noise, and efficiency. Three factors were used; fluid height in main tank, speed of the pump, and valve angle. CCC was used to perform the RSM analysis with nineteen experiments as explained earlier in chapter four.
Table 23 shows ANOVA table for the first characteristic variable, vibration response. The table shows speed and valve angle are the most significant. Also, the interaction between the two is also significant. Table 24 shows the ANOVA table for the highest amplitude’s frequencies. The table shows that speed and valve angle are also significant in the frequencies but their interaction is not.

Table 25 shows the ANOVA table for noise of the pump. Speed and valve are also the most significant in that process, and fluid height is not affecting the process. Table 26 on the other hand does a strange behavior. The table shows that temperature rise is not affected by speed or height, but it is affected by the valve angle and the interaction between fluid height and valve angle. This is not realistic as the speed clearly affects the temperature rise as shown from Taguchi methods and full factorial design. Therefore, these results cannot be analyzed. Another reason to ignore these results is the adjusted R-squared value. R-square value represents the how accurate the fitting curve between the predicted values from the model and the actual values taken. All of the other characteristic variables have at least a value of above 85%, while the temperature rise model has only 66%. This means the values from the predicted model does not fit well with the actual values.

Table 27 shows the ANOVA table for the efficiency of the pump. The table shows that efficiency is affected by all the three factors. Also, it is affected by the interaction between speed and valve, and speed and fluid height. But, not affected by the interaction of fluid height and valve angle.
Table 23. ANOVA for vibration amplitudes

<table>
<thead>
<tr>
<th>Factor</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Fluid Height (in)(L)</td>
<td>0.000413</td>
<td>1</td>
<td>0.000413</td>
<td>0.2928</td>
<td>0.601596</td>
</tr>
<tr>
<td>Fluid Height (in)(Q)</td>
<td>0.001816</td>
<td>1</td>
<td>0.001816</td>
<td>1.2861</td>
<td>0.286066</td>
</tr>
<tr>
<td>(2) Speed (rpm)(L)</td>
<td>0.427828</td>
<td>1</td>
<td>0.427828</td>
<td>302.9321</td>
<td>0.000000</td>
</tr>
<tr>
<td>Speed (rpm)(Q)</td>
<td>0.198848</td>
<td>1</td>
<td>0.198848</td>
<td>140.7982</td>
<td>0.000001</td>
</tr>
<tr>
<td>(3) Valve Angle (degrees)(L)</td>
<td>0.009303</td>
<td>1</td>
<td>0.009303</td>
<td>6.5868</td>
<td>0.030363</td>
</tr>
<tr>
<td>Valve Angle (degrees)(Q)</td>
<td>0.003146</td>
<td>1</td>
<td>0.003146</td>
<td>2.2277</td>
<td>0.169752</td>
</tr>
<tr>
<td>1L by 2L</td>
<td>0.001399</td>
<td>1</td>
<td>0.001399</td>
<td>0.9907</td>
<td>0.345569</td>
</tr>
<tr>
<td>1L by 3L</td>
<td>0.001529</td>
<td>1</td>
<td>0.001529</td>
<td>1.0827</td>
<td>0.325245</td>
</tr>
<tr>
<td>2L by 3L</td>
<td>0.010585</td>
<td>1</td>
<td>0.010585</td>
<td>7.4950</td>
<td>0.022934</td>
</tr>
<tr>
<td>Error</td>
<td>0.012711</td>
<td>9</td>
<td>0.001412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SS</td>
<td>0.733702</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 24. ANOVA for maximum vibration amplitude’s frequency
Table 25. ANOVA for noise

<table>
<thead>
<tr>
<th>Factor</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)(L)</td>
<td>484000</td>
<td>1</td>
<td>484000</td>
<td>2.27846</td>
<td>0.165461</td>
</tr>
<tr>
<td>Fluid Height (in)(Q)</td>
<td>461628</td>
<td>1</td>
<td>461628</td>
<td>2.17315</td>
<td>0.174536</td>
</tr>
<tr>
<td>Speed (rpm)(L)</td>
<td>125440</td>
<td>1</td>
<td>125440</td>
<td>0.59052</td>
<td>0.461906</td>
</tr>
<tr>
<td>Speed (rpm)(Q)</td>
<td>15334237</td>
<td>1</td>
<td>15334237</td>
<td>72.18692</td>
<td>0.000014</td>
</tr>
<tr>
<td>Valve Angle (degrees)(L)</td>
<td>1466890</td>
<td>1</td>
<td>1466890</td>
<td>6.90548</td>
<td>0.027456</td>
</tr>
<tr>
<td>Valve Angle (degrees)(Q)</td>
<td>538578</td>
<td>1</td>
<td>538578</td>
<td>2.53539</td>
<td>0.145783</td>
</tr>
<tr>
<td>1L by 2L</td>
<td>605000</td>
<td>1</td>
<td>605000</td>
<td>2.84808</td>
<td>0.125755</td>
</tr>
<tr>
<td>1L by 3L</td>
<td>583200</td>
<td>1</td>
<td>583200</td>
<td>2.74545</td>
<td>0.131911</td>
</tr>
<tr>
<td>2L by 3L</td>
<td>594050</td>
<td>1</td>
<td>594050</td>
<td>2.79653</td>
<td>0.128800</td>
</tr>
<tr>
<td>Error</td>
<td>19111816</td>
<td>9</td>
<td>212424</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SS</td>
<td>33515811</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 26. ANOVA for temperature rise

<table>
<thead>
<tr>
<th>Factor</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Height (in)(L)</td>
<td>0.06084</td>
<td>1</td>
<td>0.06084</td>
<td>3.058</td>
<td>0.114269</td>
</tr>
<tr>
<td>Fluid Height (in)(Q)</td>
<td>0.00927</td>
<td>1</td>
<td>0.00927</td>
<td>0.466</td>
<td>0.512031</td>
</tr>
<tr>
<td>Speed (rpm)(L)</td>
<td>42.10704</td>
<td>1</td>
<td>42.10704</td>
<td>2116.504</td>
<td>0.000000</td>
</tr>
<tr>
<td>Speed (rpm)(Q)</td>
<td>2.83302</td>
<td>1</td>
<td>2.83302</td>
<td>142.401</td>
<td>0.000001</td>
</tr>
<tr>
<td>Valve Angle (degrees)(L)</td>
<td>11.77225</td>
<td>1</td>
<td>11.77225</td>
<td>591.730</td>
<td>0.000000</td>
</tr>
<tr>
<td>Valve Angle (degrees)(Q)</td>
<td>0.64738</td>
<td>1</td>
<td>0.64738</td>
<td>32.541</td>
<td>0.000293</td>
</tr>
<tr>
<td>1L by 2L</td>
<td>0.03251</td>
<td>1</td>
<td>0.03251</td>
<td>1.634</td>
<td>0.233100</td>
</tr>
<tr>
<td>1L by 3L</td>
<td>0.07031</td>
<td>1</td>
<td>0.07031</td>
<td>3.534</td>
<td>0.092812</td>
</tr>
<tr>
<td>2L by 3L</td>
<td>0.97301</td>
<td>1</td>
<td>0.97301</td>
<td>48.908</td>
<td>0.000064</td>
</tr>
<tr>
<td>Error</td>
<td>0.17905</td>
<td>9</td>
<td>0.01989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SS</td>
<td>58.70118</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 27. ANOVA for efficiency

Figure 63Figure 67 show the fitting line that describes the relationship between the model’s predicted data and the actual experimental data (observed data). All of the data fit within the
predicted line except for temperature rise data. This conclusion also matches the results from ANOVA table. This concludes that this model is not a good model to analyze temperature rise. To solve this issue, more data point can be taken.

![Figure 63. Vibration amplitude fitted line](image1)

![Figure 64. Vibration max amplitude's frequencies fitted line](image2)
Figure 65. Temperature rise fitted line

Figure 66. Noise fitted line
To further analyze the relationship between factors and responses, surface response plots were created. These 3D surfaces have 3-axis, two are for the factors, and the third one is for the response. In this work, three factors are used. So, it is impossible to plot them all together. Instead, speed and fluid height will be plotted in x-axis and y-axis at every valve angle. To explain, at valve angle 40 degrees, there will be surface plot for the response. At valve angle 60 degrees, there will be another plot, and so on. As a result, for each characteristic variable, there will be three different surface plots.

Figure 67. Efficiency fitted line

Figure 68. Surface plot for vibration amplitude at valve angle 40 (degrees)
Figure 69. Surface plot for vibration amplitude at valve angle 60 (degrees)
Figure 70. Surface plot for vibration amplitude at valve angle 80 (degrees)

Figure 68Figure 70 show the response surface plots for vibration amplitude. The plots show a quadratic relationship between the vibration amplitude and fluid height and speed. The minimum amplitudes occur between speeds 6000 and 8000 rpm. Changing in fluid height does not affect the amplitudes as much. The figures also show, if the valve angle increases, the amplitudes increase as well.

Figure 71Figure 73 show the response surface plots for the maximum amplitudes frequencies. The plots show that amplitudes increase in their frequencies with increasing speeds, and fluid height is not significant in that. With increasing valve angle, the frequencies of those maximum amplitudes increase also.

Figure 71. Surface plot for vibration max amplitude's frequencies at valve angle 40 (degrees)
Figure 72. Surface plot for vibration max amplitude's frequencies at valve angle 60 (degrees)
Figure 73. Surface plot for vibration max amplitude's frequencies at valve angle 80 (degrees)

Figure 74-76 show the response plots for the temperature rise. ANOVA and fit plots showed weak relationship between the model and the actual values. Therefore, these results might not be fully accurate. But generally, the plots show that at low speed and low height, the temperature increases. Also, the temperature increases as the valve angle increases.

Figure 77-79 show the response plot for the pump’s noise. As shown, the noise increases as the speed of the pump increases, and the fluid height has very small effect. The noise also reduces as the valve angle increases.

Figure 74. Surface plot for temperature rise at valve angle 40 (degrees)
Figure 75. Surface plot for temperature rise at valve angle 60 (degrees)

Figure 76. Surface plot for temperature rise at valve angle 80 (degrees)
Figure 77. Surface plot for noise at valve angle 40 (degrees)

Figure 78. Surface plot for noise at valve angle 60 (degrees)
Figure 79. Surface plot for noise at valve angle 80 (degrees)

Figure 80 shows the response surface plots for the pump’s efficiency. As shown, the efficiency increases with increasing the speed, and fluid height has higher effect on this response than any of the earlier ones. Efficiency is higher at 40 degrees than it is at 60 or 80 degrees.

To further analyze the relationships, valve angle was included with the speed for the characteristic variables, while keeping the fluid height at 4.5 inches. So, one response surface plot for each response is done.
Figure 80. Surface plot for efficiency at valve angle 40 (degrees)
Figure 81. Surface plot for efficiency at valve angle 60 (degrees)

Figure 82. Surface plot for efficiency at valve angle 80 (degrees)
Figure 83 and Figure 87 show the response surface plots for the characteristic variables. The x-axis and y-axis are for pump speed and valve angle respectively. These surfaces are created by keeping the fluid height at a constant value, 4.5 inches. Figure 83 shows the vibration amplitude. The figure shows a quadratic relationship, and the amplitude is higher at valve angle 80 degrees and speed higher than 11000 rpm. Figure 84 shows the maximum vibration amplitude’s frequencies. The figure shows that the maximum frequencies occur between speeds 6000 and 8000 rpm. Figure 86 shows the response surface plot of the pump’s noise. The figure shows that at lower valve angles and higher speeds, the pump noise is the highest. The larger the valve angle is the lower the pump noise. Figure 87 shows the response surface plot for the pump’s efficiency. The plot shows that the higher the speeds, the higher the efficiency. Valve angle affect is not really as important as shown, but it has an effect as discussed earlier in the ANOVA tables.

Figure 83. Vibration amplitude at 4.5 inches
Figure 84. Vibration maximum amplitude's frequencies at 4.5 inches

Figure 85. Temperature rise at 4.5 inches
Figure 86. Noise of the pump at 4.5 inches

Figure 87. Efficiency of the pump at 4.5 inches
4.1.4 FMEA Results

Table 28. Common failures and their percent contributions in some phenomena in centrifugal pump [84]

<table>
<thead>
<tr>
<th>No.</th>
<th>Failure cause</th>
<th>Failure mode</th>
<th>External leakage (%)</th>
<th>Spurious stop (%)</th>
<th>Vibration (%)</th>
<th>Total relative contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Blockage/plugged</td>
<td></td>
<td>0.31</td>
<td>0.10</td>
<td>0.05</td>
<td>0.46</td>
</tr>
<tr>
<td>2</td>
<td>Breakage</td>
<td></td>
<td>0.05</td>
<td>0.05</td>
<td>0.31</td>
<td>0.41</td>
</tr>
<tr>
<td>3</td>
<td>Cavitation</td>
<td></td>
<td>0.15</td>
<td>0.00</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>Clearance/misalignment</td>
<td></td>
<td>0.15</td>
<td>0.00</td>
<td>0.07</td>
<td>1.12</td>
</tr>
<tr>
<td>5</td>
<td>Control failure</td>
<td></td>
<td>0.00</td>
<td>0.21</td>
<td>0.05</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>Corrosion</td>
<td></td>
<td>0.41</td>
<td>0.15</td>
<td>0.00</td>
<td>0.56</td>
</tr>
<tr>
<td>7</td>
<td>Electrical failure – general</td>
<td></td>
<td>0.00</td>
<td>0.51</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td>8</td>
<td>Fatigue</td>
<td></td>
<td>0.15</td>
<td>0.00</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>9</td>
<td>Faulty signal</td>
<td></td>
<td>0.00</td>
<td>0.67</td>
<td>0.15</td>
<td>0.82</td>
</tr>
<tr>
<td>10</td>
<td>Instrument failure – general</td>
<td></td>
<td>0.10</td>
<td>1.39</td>
<td>0.10</td>
<td>2.59</td>
</tr>
<tr>
<td>11</td>
<td>Leakage</td>
<td></td>
<td>2.72</td>
<td>0.21</td>
<td>0.05</td>
<td>2.98</td>
</tr>
<tr>
<td>12</td>
<td>looseness</td>
<td></td>
<td>0.36</td>
<td>0.05</td>
<td>0.05</td>
<td>0.46</td>
</tr>
<tr>
<td>13</td>
<td>Mechanical failure – general</td>
<td></td>
<td>3.59</td>
<td>0.97</td>
<td>0.82</td>
<td>5.38</td>
</tr>
<tr>
<td>14</td>
<td>Misc. external influence</td>
<td></td>
<td>0.46</td>
<td>0.10</td>
<td>0.51</td>
<td>1.07</td>
</tr>
<tr>
<td>15</td>
<td>Out of adjustment</td>
<td></td>
<td>0.00</td>
<td>0.21</td>
<td>0.10</td>
<td>0.31</td>
</tr>
<tr>
<td>16</td>
<td>Over heating</td>
<td></td>
<td>0.05</td>
<td>0.05</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>17</td>
<td>Unknown</td>
<td></td>
<td>0.05</td>
<td>0.15</td>
<td>0.15</td>
<td>0.35</td>
</tr>
<tr>
<td>18</td>
<td>Vibration</td>
<td></td>
<td>0.05</td>
<td>0.51</td>
<td>0.46</td>
<td>1.02</td>
</tr>
<tr>
<td>19</td>
<td>Wear</td>
<td></td>
<td>0.15</td>
<td>0.05</td>
<td>0.26</td>
<td>0.46</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>8.75</td>
<td>5.38</td>
<td>4.13</td>
<td>19.26</td>
</tr>
</tbody>
</table>

Table 28 shows the common failures and their percent contributions in some phenomena in centrifugal pumps. These data are collected from experimental testing. The table shows that breakage, clearance/misalignment, mechanical failure (general), and wear are the most common failures that relate to vibration increase in the system.
Table 29 shows the FMEA for the system used in this work. The table gives clear idea of the failures associated with the system used in this work. This can serve as a correction method before problems occur.
Table 29. Failure mode effects analysis for this system

<table>
<thead>
<tr>
<th>Function or Equipment Identification</th>
<th>Functional or Equipment Purpose</th>
<th>Failure Modes</th>
<th>Failure Mechanism</th>
<th>Failure Detection</th>
<th>Failure Compensation</th>
<th>Failure Effects</th>
<th>Severity</th>
<th>Frequency</th>
<th>Risk Level</th>
<th>Preventative Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Valve Angle</td>
<td>Controls the valve angle in which fluid flows past</td>
<td>Flow valve fails to allow enough fluid to pass</td>
<td>Stallout of the pump</td>
<td>Back pressure, turbulent flow of fluid</td>
<td>Detection likely, operator shuts off system</td>
<td>Potential breakage of valve and pump</td>
<td>7</td>
<td>3</td>
<td>21</td>
<td>Double check input of valve angle selection before starting system; Set shut off ranges for available valve angles</td>
</tr>
<tr>
<td>Fluid Level</td>
<td>Determines amount of fluid passing through pump</td>
<td>Fluid level is too high for desired testing criteria</td>
<td>Long wait period for cavitation to occur</td>
<td>Inspection of tank</td>
<td>Open reservoir valve; lower fluid level</td>
<td>Bad testing data; no severe damage to system</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>Set a timer for refilling the tank before testing; use gage on tank to measure fluid height</td>
</tr>
<tr>
<td>Power Controller</td>
<td>Controls the speed of pump</td>
<td>Power controller is set too high</td>
<td>Overload of pump</td>
<td>Inspection and smoke detection</td>
<td>Detection likely, operator shuts off system</td>
<td>Potential breakage of pump; possible fire and overheating</td>
<td>8</td>
<td>4</td>
<td>32</td>
<td>Double check input of power selection before starting system; Set shut off ranges for available power levels</td>
</tr>
<tr>
<td></td>
<td>Power controller is set too low</td>
<td>Fluid unable to properly flow</td>
<td>Inspection</td>
<td>Increase power input</td>
<td>Potential breakage of pump; no immediate harm</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Flow Valve Angle**: The flow valve is crucial for controlling fluid flow. Its failure can result in inadequate fluid, leading to stallout of the pump, back pressure, and turbulent flow. This failure can lead to potential breakage of the valve and pump.
- **Fluid Level**: The fluid level is critical for testing criteria. A level that is too high can cause cavitation due to prolonged initial turning on of the pump, leading to potential damage. Proper inspection and auditory detection can prevent severe damage.
- **Power Controller**: The speed of the pump is controlled by the power controller. An overload or improper setting can lead to potential breakage of the pump and overheating.

Preventative Measures include:

- **Flow Valve Angle**: Double check input of valve angle selection before starting system; Set shut off ranges for available valve angles.
- **Fluid Level**: Set a timer for refilling the tank before testing; use gage on tank to measure fluid height.
- **Power Controller**: Double check input of power selection before starting system; Set shut off ranges for available power levels.
Figure 88 shows the FMEA graph for the pump operation system. This figure was constructed based on the FMEA table shown earlier. As shown, the red area is critical, where the failure is catastrophic and frequent. It is very important for all point to be at least in the yellow or green zones, where the failures are less frequent and catastrophic. As shown, one point is in the red zone, this point is higher speed. Higher speed causes multiple issues with the pump and the system as all. These issues will be shown as high vibrations, cavitation and mechanical failures. To avoid this issue, the pump can be used without reaching the failure speeds, that causes high intensity failures.
4.3 Vibration Analysis Results

Vibrations as mentioned earlier, can be used as a monitoring tool. In this work, two types of vibration analysis have been done; normal and failure conditions. In the normal stage, the pump and the system ran at the proper fluid height (NPSHa>NPSHr), safety speed limits, and safety valve angles. The goal of this analysis was to monitor the mechanical failures associated with the pump. These failures can be in form of, misalignment, unbalance, and looseness. These failures might occur in the bearings, base, or even in the casing of the pump.

Figure 89 shows the spectra diagram of vibration signals of four states used by Yunlong [85]. In his work, Yunlong used the vibration signals to detect mechanical failures in a centrifugal pump. He simulated those failures by disassembling a coupler connected to the motor, loosening of some bolts, and mass unbalance by bolting the disk connected to the coupler. The figure, shows multiple vibrations signals and how they are related to the failure mode. Figure 90 shows a spectrum of misalignment done by Xue [86]. Xue used time domain and spectral data of vibration to detect misalignment in the centrifugal pump. Those two figures, will be the guideline for the vibration analysis constructed in this work.
Figure 89. Spectral diagram of vibration signals [85]

Figure 90. Spectrum of vibration data of misalignment [86]

Figure 91 show the spectrum results for the Taguchi experiments. As shown below, as the speed increases, the vibration intensity increases and changes in modes. At 6000 rpm, the spectrum behaves normally as shown in Figure 89. But, at 8000 rpm pump speed, the vibration tends to behave as there is unbalance in the system. At 11,000 rpm, the vibrations take the mode of misalignment. Valve angle and fluid height seem to have negligible effects on the vibration.
Figure 91. Taguchi experiment 1 spectrum results

Figure 92. Taguchi experiment 2 spectrum results

Figure 93. Taguchi experiment 3 spectrum results
Figure 94. Taguchi experiment 4 spectrum results

Figure 95. Taguchi experiment 5 spectrum results

Figure 96. Taguchi experiment 6 spectrum results
Figure 97. Taguchi experiment 7 spectrum results

Figure 98. Taguchi experiment 8 spectrum results

Figure 99. Taguchi experiment 9 spectrum results
The second type of vibration experiments conducted was the failure stage. At this stage, the pump speed, valve angle, and fluid height were exceeding the safety limits. For speed, the pump was running at speeds higher than 11,000 rpm, valve angles values were below 30 degrees, and fluid height was below the NPSHr.

Figure 100 shows vibration spectrum at pump speed of 12000 rpm. This speed is higher than the recommended speed limit of 11000 rpm. The valve was fully open (90 degrees) and the fluid height was 6 inches. The results showed same trend as 11000 rpm; the looseness is occurring and some unbalance is also happening. Also, amplitudes of the vibration doubles.

Figure 101 shows the vibration spectrum at valve angle of 10 degrees. The recommended minimum limit for the valve opening was 30 degrees. Pump speed and fluid height were kept at a safety limit of 6000 rpm and 6 inches respectively. Unbalance in the system starts to occur when the valve angle is that low. Even if the speed and fluid height were safe.

Figure 102 shows the vibration spectrum at low fluid height; when NPSHa<NPSHr. At this stage, air is introduced to the system. Speed is kept at 6000 rpm, and valve angle at 45 degrees. The results showed low amplitude frequencies. The failure more introduced consisted of looseness and misalignment.
Figure 100. Vibration spectrum at 12000 rpm

Figure 101. Vibration spectrum at 10 degrees’ valve angle

Figure 102. Vibration spectrum when NPSHa<NPSHr
4.3 Control Results

4.3.1 Systems Modeling Results

The results from analyzing the system and understanding the relationship between factors and responses can be used to program the controls. As mentioned earlier, two control systems of a concern in this work, speed and valve angle. Those two controls are affecting the system’s responses as shown earlier in the experimental results. The main goal of these controls is to maintain the highest efficiency and lowest risk of the centrifugal pump.

Before the control design step, modeling the systems are needed. Therefore, transient analysis was done using identification MATLAB toolbox to create transfer functions for the two controls. These transfer functions are relating the inputs from speed and valve angle to the output flowrate as discussed in chapter four.

Figure 103 shows the experimental data used in creating the transfer function. Two variables used in training; input (u1) which is the voltage supplied to the motor to create the desired speed, output (y1) which is the output flowrate reading in voltage. 0.1 sample size was used to collect the experimental data. Because of the sampling rate, the transfer function created was discrete and is shown in Eqn. 19. To create a continuous transfer function from the discrete transfer function, Tustin’s approximation method is used [87]. Equation 20 shows the continuous transfer function. This transfer function has two poles and one zero.
Figure 103. Experimental data for input (u1) speed and output (y1) flowrate

\[ G(z) = \frac{0.07186 z^{-1}}{1-1.574 z^{-1}+0.6675 z^{-2}} \quad \text{Equation 19} \]

\[ G(s) = \frac{0.4152 s+8.82}{s^2+4.042 s+11.48} \quad \text{Equation 20} \]

Figure 104 shows a step response for the speed transfer function. The figure shows that this open loop transfer function has a settling time of 1.7 seconds, rise time of 0.54 seconds, peak time 1.1 seconds, and overshoot of 9.84 %. Light background blue color shows the confident interval for each value.
Figure 104. Step response of speed transfer function

Figure 105 shows the bode plot for the speed-flowrate transfer function. It is shown that this transfer function has a gain peak at -1.9 dB at frequency of 1.73 rad/s, gain margin of 33.1 dB at frequency of 31.4 rad/s, and phase change at -45 degrees. Figure 106 shows the modeled versus the experimental data. The dashed lines show a 95% confidence interval, blue solid line shows the model data, and black shows the experimental data. The model is within the confidence interval after the input exceeds 3, which is in the range of this work. The R-squares value is 89.9%, which is acceptable for this work. Therefore, this transfer function is a good approximation for speed-flowrate system.
Figure 105. Bode plot for speed transfer function

Figure 106. Model versus Experimental data output
4.3.2 Control Methods Results

After obtaining a suitable model for speed and valve angle, it is now feasible to create control systems for both. There are two methods used in creating the controls; single and dual control. Single control focuses on creating a separate controller for speed and valve angle. Dual control means creating a controller that controls both signals in the same time. For single controller, each of the control methods described in chapter four are used.

Figure 107 shows the training data and validation for Narma-L2 NN. To recall, the NN setup process takes two stages; modeling and control. In the modeling step, the training data is divided into three groups; training, validation, and testing. In the training group, 70% of the data used for training is going to train the network output to match the experimental output. In the validation group, 20% of the incoming data is going to minimizing the fitting process. In the testing group, 10% of the incoming data is going to test the model of the neural network. As shown from the figures, the mean square error is minimized at all the three groups, and the fitting data have R-square value of 1.0 [88].

Figure 107. Training data results
Figure 108. Validation data results

Figure 109. Testing data results
Figure 110. Model fit data for Narma-L2

Figure 111. Validation performance curves
Figure 112-Figure 113 show the responses of the speed controller methods used. As shown in the figures, for two step inputs 5 and 10, the PID controller does the best job when the input starts from zero. But, when the second step input is applied, the Narma-L2 does the best. In general, users do not apply the reference input needed when starting the machine. There will be initial input to warmup the machine, then the operation will start. Therefore, for this work, Narma-L2 NN is recommended to use in a single speed controller. Narma-L2 has the fastest peak and settling times with very small overshoot at the second step input. Predictive NN performs the worst with high overshoot values and longest settling time.

![Figure 112. Speed controller results.](image)

Figure 112. Speed controller results.
Figure 113. Speed controller results

Figure 114 and Figure 115 show the responses of the valve angle controller methods used. The figures show that Narma-L2 NN performs the best in both step inputs. Narma-L2 has the fastest peak and settling times and lowest overshoot. Both, PID and Predictive NN have long settling and peak times and high overshoots. Therefore, Narma-L2 will be used as the valve angle controller.
Figure 114. Valve angle controller results

Figure 115. Valve angle controller results
The second type of control method used was dual control. In this controller, speed and valve angle are working together to achieve the reference flowrate. The data used to train this network is the safes, lowest risk data. This data was collected from the safest setting acquired from the design of experiments explained earlier. Low risk means, lower vibration amplitudes and frequencies, less noise, highest efficiency, and lowest temperature rise.

Figure 116 shows the fuzzy-neuro controller response. The input for the controller is created as dynamic input, which means it is changing with time to simulate the different demands of pumping powers. The results are very satisfying; it shows that the controller follows the demand function with a maximum error of 0.25% as shown in Figure 117.

In summary, this work gives the user the ability of choosing which control method works best to keep the system safe. For most of the controllers in the market, single control is used. Therefore, Narma-L2 is recommended. But, for optimal control and variable speeds and valves situations, fuzzy-neuro controller is recommended. Fuzzy-neuro controller does not require any system modeling. This feature allows for wide variety of situations, as most of the centrifugal pump systems are very complicated dynamic systems. Therefore, obtaining a model will be a very difficult job. In fuzzy-neuro method, the only requirements are input and output data.
Figure 116. Fuzzy-Neuro controller response

Figure 117. Error in the Fuzzy-Neuro controller
5. Conclusion

To conclude, this work presented a system for health monitoring of rotary pumps in general and especially centrifugal pumps. The system could use intelligent methods such as neural network and fuzzy logic to predict failures before occurring. The setup tools to establish those intelligent systems are commonly used in the literature. MATLAB was used to implement the artificial intelligent methods. This meant, an ease to program and execute of the networks.

The other objective of this work was to provide a systematic method to create a monitoring system. This work presented a step by step procedure to characterize, plan, and control a centrifugal pump’s operation. This work allows an engineer to follow this work and implement it in a different setup to achieve the same conclusions.

6. Future Recommendations

This work was mainly done using two neural network techniques. Some suggestions would be to explore more methods and compare the results. Also, extra tuning might result in higher accuracy results. Tuning could be done by increasing the number of training samples, training epochs, and increasing the number of layers used.

The modeling and testing of this work was done using Simulink in MATLAB’s environment. So, the next step could be done by installing this network on a neural network chip and implementing it in the physical system. Then, a comparison between the analytical and experimental results could be achieved.
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Appendix

1- Pressure Sensors (PX309):
   - Excitation: 9 to 30 Vdc (<10mA)
   - Output: 0 to 5 Vdc
   - Accuracy: ±0.25% FS BSL at 25ºC; includes linearity, hysteresis and repeatability
   - Zero Offset: ±2% FSO; ±4% for 1 and 2 psi ranges
   - Total Error Band: ±2% FSO, includes linearity, hysteresis, repeatability, thermal hysteresis
     and thermal errors (except 1 psi = ±4.5% and 2 psi = ±3%)
   - Operating Temperature: -40 to 85ºC (-40 to 185ºF). [7]

2- Vibration Sensor - Model 8042-01 Accelerometer
   - Submersible IEPE Accelerometer
   - 16kHz Bandwidth
   - ±10g, ±80g & ±500g Dynamic Ranges
   - IP68 Protection, >100 meters
   - Welded Titanium Housing
   - Case Isolated, Internally Shielded
   - -20° to +80ºC Operating Range
   - Annular Shear Mode Crystal

3- Temperature Sensor (5B34):
   - Output Range (RL > 50 kΩ): 0 V to +5 V
   - Input Offset vs. Temperature: ±0.02°C/°C
   - Output Offset vs. Temperature: ±20 µV/°C
   - Accuracy: ±0.05% Span
   - Conformity Error: ±0.05% Span. [8]
4- Flow Meters Sensor (FTB-1425):

- Accuracy: ±1% of reading for 1" and larger, ±1% of reading over the upper 70% of the measuring range for 1/2" meters
- Calibration: Water (NIST traceable calibration)
- Pressure Rating: 5000 psi (maximum)
- Turbine Temperature: -101 to 177°C (-150 to 350°F); -101 to 232°C (-150 to 450°F) (with “-HT” option).[9]

5- Electric Actuator Valve:

- Max working pressure: 1.0MPa
- Rated voltage: DC5V, DC12V, DC24V, AC/DC9-35V (Optional)
- Working current: ≤500MA
- Actuator rotation: 90°
- Max. torque force: 2 N.M
- Environment temperature: -15°C ~ 50°C

Matlab Codes used:

```matlab
function [eta temprise]=make_plot1

cal_d_p_m = 5.9994;
cal_d_p_a = -0.0385;
cal_m_p_m = 6.0018;
cal_m_p_a = -0.0425;
cal_p_p_m = 9.987;
cal_p_p_a = -0.089;
cal_a_p_m = 6.0072;
cal_a_p_a = -0.024;
cal_f_m = 6.4076;
cal_f_a = -1.2904;
cal_v_m = 4.981469;
cal_v_a = 0;
cal_c_m = 5.9427;
cal_c_a = 0.0432;
cal_l_t_m = 20.35;
cal_l_t_a = -1.249;
```
cal_o_t_m = 20.401;
cal_o_t_a = -1.347;

rpm = [1,2,3,4,5,6,7,8,9];
for ii = 1:9
    skipcount = 0;
    for jj = 1:9
        filename = ['trial',num2str(rpm(ii))];
        filename2 = ['vibration',num2str(rpm(ii)),'.xlsx'];
        if exist(filename,'file')==0
            skipcount = skipcount + 1;
            continue
        end
        ic = jj-skipcount;
        output = tdfread(filename);
        mtp(ii) = mean(output.Inlet_Pressure)*cal_m_p_m+cal_m_p_a;
        pp(ii) = mean(output.Discharge_Pressure)*cal_p_p_m+cal_p_p_a;
        fr(ii) = mean(output.Flowrate)*cal_f_m+cal_f_a;
        v(ii) = mean(output.Voltage)*cal_v_m+cal_v_a;
        c(ii) = mean(output.Current)*cal_c_m+cal_c_a;
        eta(ii) = fr(ii)*(pp(ii)-mtp(ii))/v(ii)/c(ii)*0.435;
        to(ii) = mean(output.Temp_Out)*cal_o_t_m+cal_o_t_a;
        ti(ii) = mean(output.Temp_In)*cal_i_t_m+cal_i_t_a;
        trise(ii) = to(ii)-ti(ii);
        temprise(ii)=abs(max((output.Temp_Out)*cal_o_t_m+cal_o_t_a)-
                     min((output.Temp_In)*cal_i_t_m+cal_i_t_a));
end
end

function [amplmax freqmax]=makevibration

rpm = [1,2,3,4,5,6,7,8,9];
for ii = 1:length(rpm);
    skipcount = 0;
    filename2 = ['vibration',num2str(rpm(ii)),'.xlsx'];

    if exist(filename2,'file')==0
        skipcount = skipcount + 1;
        continue
    end
end

output2 = xlsread(filename2);
ampl=output2(:,2);
freq=output2(:,1);

[amplmax(ii) index(ii)]=max(ampl);
freqmax(ii)=freq(index(ii));
end
end

% clear all;
clc,
tic
%% running the simulink models:
sim('allspeed')
sim('allvalve')

%% Getting the results:
%% Speed Control:
input1=speed(:,1);
narma1=speed(:,2);
predictive1=speed(:,3);
pid1=speed(:,4);

%% Valve Control:
input2=valve(:,1);
narma2=valve(:,2);
predictive2=valve(:,3);
pid2=valve(:,4);

%% plotting the results:

% plotting speed over time
figure
plot(time,input1,'-g','LineWidth',2);hold on;
plot(time,narma1,'-b','LineWidth',2)
plot(time,predictive1,'-r','LineWidth',2)
plot(time,pid1,'-m','LineWidth',2)
set(gca,'Color',[0.8 0.8 0.8]);
legend('Voltage Input','Narma-L2','Predictive','PID')
title('Speed Control','LineWidth',5)
xlabel('Time (s)')
ylabel('Voltage (V)')

% plotting the response only
figure
plot(time,input1,'-g','LineWidth',2);hold on;
plot(time,narma1,'-b','LineWidth',2)
plot(time,predictive1,'-r','LineWidth',2)
plot(time,pid1,'-m','LineWidth',2)
set(gca,'Color',[0.8 0.8 0.8]);
legend('Voltage Input','Narma-L2','Predictive','PID')
title('Speed Control','LineWidth',5)
xlabel('Time (s)')
ylabel('Voltage (V)')
axis([5 7 9 10.5])

% Valve Control
% plotting speed over time
figure
plot(time2,input2,'-g','LineWidth',2);hold on;
plot(time2,narma2,'-b','LineWidth',2)
plot(time2,predictive2,'-r','LineWidth',2)
plot(time2,pid2,'-m','LineWidth',2)
set(gca,'Color',[0.8 0.8 0.8]);
legend('Voltage Input','Narma-L2','Predictive','PID')
title('Valve Control','LineWidth',5)
xlabel('Time (s)')
ylabel('Voltage (V)')

% plotting the response only
shorttime=linspace(time2(992),time2(1356));
input2short=linspace(input2(992),input2(1356));
narma2short=linspace(narma2(992),narma2(1356));
predictive2short=linspace(predictive2(992),predictive2(1356));
pid2short=linspace(pid2(992),pid2(1356));

figure
plot(time2,input2,'-g','LineWidth',2);hold on;
plot(time2,narma2,'-b','LineWidth',2)
plot(time2,predictive2,'-r','LineWidth',2)
plot(time2,pid2,'-m','LineWidth',2)
set(gca,'Color',[0.8 0.8 0.8]);
legend('Voltage Input','Narma-L2','Predictive','PID')
title('Valve Control','LineWidth',5)
xlabel('Time (s)')
ylabel('Voltage (V)')
axis([5 6 9 10.5])

toc