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ABSTRACT

The rapid advancement in the field of machine learning and high-performance computing have highly augmented the scope of video-based traffic monitoring systems. In this study, an automatic traffic monitoring system is proposed that deploys several state-of-the-art deep learning algorithms based on the nature of traffic operation. Taking advantage of a large database of annotated video surveillance data, deep learning-based models are trained to track congestion, detect traffic anomalies and tabulate vehicle counts. To monitor traffic queues, this study implements a Mask region-based convolutional neural network (Mask R-CNN) that predicts congestion using pixel-level segmentation masks on classified regions of interest. Similarly, the model was used to accurately extract traffic queue-related information from infrastructure mounted video cameras. The use of infrastructure-mounted CCTV cameras for traffic anomaly detection and verification is further explored. Initially, a convolutional neural network model based on you only look once (YOLO), a popular deep learning framework for object detection and classification is deployed. The following identification model, together with a multi-object tracking system (based on intersection over union – IOU) is used to search for and scrutinize various traffic scenes for possible anomalies. Likewise, several experiments were conducted to fine-tune the system’s robustness in different environmental and traffic conditions. Some of the techniques such as bounding box suppression and adaptive thresholding were used to reduce false alarm rates and refine the robustness of the methodology developed. At each stage of our developments, a comparative analysis is conducted to evaluate the strengths and limitations of the proposed approach. Likewise, IOU tracker coupled with YOLO was used to automatically count the number of vehicles whose accuracy was later compared with a manual counting technique from CCTV video feeds. Overall, the proposed system is
evaluated based on F1 and S3 performance metrics. The outcome of this study could be seamlessly integrated into traffic system such as smart traffic surveillance system, traffic volume estimation system, smart work zone management systems, etc.
CHAPTER 1 – INTRODUCTION

Monitoring traffic effectively has long been one of the most important efforts in transportation engineering. Till date, most traffic management centers (TMCs) rely on human operators to detect, track, alert and initiate response to different traffic incidents on our road networks. The overall procedure is time-consuming, expensive, not scalable for large road networks and overall not efficient as humans are prone to inaccuracies and subject to fatigue. In recent years, the demand for systems that can take advantage of current TMC infrastructure (CCTV cameras, sensors, probe vehicles, etc.) to automate traffic surveillance and incident management has been on the rise. The value of such systems, if they are able to considerably reduce the need for human interventions will be immeasurable.

Automated traffic surveillance systems using artificial intelligence have the capability to not only manage traffic well but also monitor and access current situations that can reduce the number of secondary road accidents. Additionally, ai-enabled systems should be capable of identifying each vehicle and track its characteristic to identify any dangerous driving conditions. They can also be used to detect stationary or stranded vehicles quickly and send alerts to agencies to respond to the incident. Stranded vehicles tend to impede traffic flow, hence early response or clearance could have significant impact on how fast traffic is restored to normalcy. Intelligent traffic monitoring systems are thus, an integral component of systems needed to alleviate the effects of traffic congestion and human factors.

As the world’s population continues to rise, so does the number of vehicles and pedestrians using the roadways. The roads are over-utilized in a way that hampers the smooth mobility of vehicular traffic. There is always a need for an effective traffic
surveillance system that monitors city’s traffic and avoids any traffic bottleneck. One of the biggest issues causing traffic impedance and annoyance on the roads must be congestion. Therefore, congestion mitigation has been one of the top priorities set by almost all state Department of Transportation. Using an automatic traffic monitoring system capable of detecting congestion in real-time is not just able to alert traffic operators about the onset of congestion but also has the capability of reducing queue lengths, decreasing the number of accidents and overall helps lead a smoother flow of traffic.

In order to have a robust and fully versatile traffic monitoring system, anomalies such as congestion, stationary vehicles, traffic accidents, etc. need to be correctly detected. Automatic anomaly detection systems pose a challenging problem due to its necessity of functioning in real-time and under varied degrees of traffic and weather conditions. Another problem associated to detecting traffic anomalies is the quality of traffic videos obtained and the setbacks of occlusion that challenges vision-based system’s detection capability. In this research, special emphasis has been laid on typical traffic scene anomaly detection and identifying the ways of palliating the effects of occlusion and poor video quality. Although there has been a large deployment of probe detectors and sensors for anomaly detection, the usage of vision-based systems can certainly prove more effective and less costly.

One of the major costs associated to monitoring current-day traffic at Traffic Management Centres (TMC) is to employ exceedingly larger personnel to monitor traffic by looking diligently at each CCTV cameras. To some extent, some machine learning techniques have been proven handy to monitor traffic. Although, it has not completely reached the stage at which traffic could be autonomously monitored without human intervention, but it can perform well with some level of automation under human
intervention. This chapter gives a brief introduction about the existing challenges associated to traffic surveillance and presents the objectives of the current study.

1.1 Traffic Monitoring at TMC – Current State of the Art

Most Traffic Management Centres rely on human operators to monitor traffic. The process is highly labour intensive and subject to human errors. It becomes difficult for human operators to oversee traffic operations such as congestion, traffic volume, road accidents, etc. all at the same time on multiple cameras. Figure 1 shows how conventional traffic monitoring activity happen in most TMCs. Especially, when the operator works over 6 to 8-hour shift, the diligence might not always be high. Especially, when there are so many activities going on at the TMCs, from coordinating emergency response teams to reducing congestion bottlenecks [21], it is evident that the use of AI-based traffic monitoring would help relieve the work-load of human operators to some extent. Since the proposed approach, relies heavily on traffic cameras, it becomes a responsibility of TMCs to invest time in making sure that the cameras are working properly and if any difficulties are seen, overhaul the problems in the camera system in a timely manner.

TMCs are concerned with each traffic related activity happening on the roads from weather information, travel times, etc. to emergency and disaster management systems. Activities such as heavy traffic and congestion often impedes the flow of traffic, thereby causing delay in travel times. Therefore, one of the main activities in traffic monitoring is to detect congestion bottlenecks. Using an AI-enabled traffic monitoring system would help detect any congestion occurring on the road. The operators need not look into each of the CCTV cameras to spot congestion. This work could be automated in a way such that the proposed deep learning-based model is made to run in the background
of video feeds coming out of every CCTV camera and automatically group them that have congestion. It is observed that on using deep learning algorithms trained on large datasets of traffic images, the model detected congestion with reasonably higher accuracies. Furthermore, the approach proposed in this study can detect congestion in different environmental conditions such as snow, rain, day-light, night-time, etc.

Most Traffic Management Centres depend on infrastructure mounted CCTV cameras to monitor any traffic anomalies present on the road. The overall traffic monitoring activity including anomalies detection is highly labour intensive. The costs associated to having a human operator present at all times of the day and trying to verify traffic anomalies such as stopped vehicles, accidents, etc. can get very costly over time. Therefore, some level of automation is necessary to reduce costs and verify traffic anomalies in a timely manner. In this research, we aim at integrating a vision-based system for traffic scene anomaly detection. For this, a convolutional neural network is trained using a large database of annotated traffic images. The model so trained is then, used to spot and classify various anomalies on traffic scenes in real time.

Figure 1. Human operator overseeing traffic operations [20]
1.2 Problem Statement

Traffic Surveillance in the United States and around the world are mainly done by human operators at the TMCs. In the last few years, there has been extensive research on machine learning-based traffic monitoring systems. The overall activity involving humans is highly time-consuming and has increased costs. In order to have a reliable traffic monitoring system, some level of automation is warranted that not just saves time but also helps reduce the overall cost of operating a TMC. Especially, activities like vehicle count and traffic density estimation cannot be conducted accurately by human operators and requires some artificial intelligence intervention. Similarly, when it comes to looking into traffic videos from multiple CCTV cameras, it becomes extremely difficult to analyse each traffic situation in real-time, especially for vehicle count and density estimation. Since the world is moving more so towards automation, most TMCs prefer deploying automated detection systems that can in fact, alleviate the work load of human operators and lead to timely and accurate detection. Therefore, for this research, a robust traffic monitoring system based on Artificial Intelligence technique is proposed so that some level of automation could be imposed in traffic monitoring and the overall work-load of human operators could be reduced. In this study, we deployed several state-of-the-art deep learning algorithms based on the nature of traffic operation so performed. Traditional algorithms often record lower accuracies and fails at capturing complex patterns in a traffic scene, hence we tested and deployed deep learning-based models trained on thousands of annotated database of traffic images. Thus, the system so proposed is capable of monitoring traffic including congestion detection, performing vehicle counts, detecting traffic anomalies and most importantly can scale to multiple traffic cameras.

1.3 Objectives of the study
• The main objective of this thesis is to develop a traffic surveillance system that leverages recent advances in machine learning to automate tasks such as vehicle detection, classification, counting, congestion and anomaly detection. The sub objectives of this study will include the following: Traffic Flow Estimation: Two main traffic flow variables will be estimated from video feed: traffic occupancy – the percentage of time a vehicle is in a location (pre-defined) on a video scene, traffic counts – aggregate of the average number of vehicles passing a section of a road by class (Trucks, Cars, Cyclists and Pedestrians).

• Traffic Scene Anomaly Detection: Leverage robust vehicle detection and tracking algorithms to detect anomalous traffic scenes such as non-recurring congestion, crashes, and stranded or stalled vehicles. A series of heuristics will be developed to ensure that the anomaly detection system can operate autonomously without the intervention of a human operator.

• Transferability and Scalability for Multiple Cameras: To enable large scale deployment of the system, models trained on a large variety of dataset will be developed. This will ensure that the performance of the system remains nearly constant across different cameras. A high-performance computing architecture will also be designed to ensure that the system can operate in real-time (or near real-time) even as the number of cameras or coverage increases.
Automated traffic monitoring systems are crucial for traffic management centres to save time and money, reduce congestion and increase safety on roadways. Present-day traffic management systems utilize a wide array of infrastructure-mounted CCTV cameras for remote monitoring of traffic conditions and verification of traffic incidents. Several studies have attempted developing vision-based systems to reduce reliance on human interventions for traffic surveillance through automation. However, these systems are often designed to address sub-components of traffic surveillance and therefore are not very useful for traffic management centres. A complete ai-enabled traffic surveillance system should be situationally aware, capable of performing multiple tasks simultaneously including: vehicle detection (i.e. both stationary and mobile), spotting congestion, detecting anomalous conditions, and overall monitoring the entire traffic scene. In this section, we broadly discuss some of the related articles focused on congestion detection, vehicle count and anomaly detection.

2.1 Traffic Congestion Detection

With the population rising steeply, the society is progressing towards urbanization and rapid industrialization. It is therefore, not surprising that traffic congestion mitigation has been one of the foremost directives of the US Department of Transportation. Ullman et al. in [22] hypothesizes that a congestion management system capable of detecting and speedily alerting response teams about the inception of congestion events can save both drivers and pedestrians’ lives, diminish traffic queue lengths and overall improve movement through congestion bottlenecks. In order to detect and track road congestion events, some deep learning-based approaches are applied by several researchers. However, the first and foremost step in doing so would be to understand how traffic flows and what
would be the short and long-term effects of congestion at certain road networks under varied conditions. Since, traffic monitoring happens on a larger scale, it is equally important to have a scalable, decentralized system that would provide a real-time feedback on traffic parameters for all road networks being surveyed. Fouladgar et al. in [23] proposed a decentralized deep learning-built system wherein, every node precisely predicted each of its congestion state based on their adjacent stations in real-time conditions. The main contributions of their approach were that it was easy to scale across different road networks and could be completely decentralized to predict the nature of traffic flows. For the first time, a neural network was used to model the flow of traffic and that’s when congestion prediction came into existence using this approach in the early 90’s [24]. In their work, the authors introduced a network that consisted of 1 input layer, 1 output layer and 1 hidden layer respectively. This design proved to achieve higher accuracy in predicting the nature of traffic flows and for estimating accurate travel times. However, its basic structure was inefficient for other traffic applications especially for the ones that contained a large dataset. With the advent of deep learning, basic single layered neural networks are not typically used for studying traffic flow and congestion parameters. Ma et al. in [25] proposed an entirely automated deep neural network-based model for analysing spatiotemporal traffic data. Their model first uses Convolutional Neural Network to learn the spatio-temporal features. Later, a recurrent neural network is trained by utilizing the output of their first step model that helps to categorize the complete sequence. Their model can have a possible application in studying traffic flows and predicting congestion. Some recent studies have investigated using predicted traffic speeds for detecting congestion. When the predicted speed on a road segment is lower than the real-time
speed by a certain margin, it is flagged for congestion. Wang et al. in [26] proposed a deep learning-based model that uses a recurrent convolution neural network structure to continuously predict traffic speeds. Using their model and integrating the spatio-temporal traffic information, they were able to identify the sources of congestion on city’s ring-roads. In general, most congestion detection systems obtain real-time traffic data from loop detectors or microwave radar sensors. These streams of data are then conceded through algorithms that perceives the start of congestion based on speed-volume and occupancy relationships and unceasingly tracks them as they grow and disperse. Skabardonis et al. [27], Bezuidenhout et al. [28] and Hourdos’ [29] research for example, proposed procedures which approximated congestion or queue lengths using combined loop detector data in 30-second interruptions. With frequent inadequacies of detector data, probe-based congestion detection substitutes have recently been considered. Dinh et al. [30], Wang et al. [31], Adu-Gyamfi et al. [32] and Cheng et al. [33] proposed end-of-queue and congestion detection systems through the input of high-resolution vehicle probe data through shockwave theory-based algorithms. From this, they testified very high detection precision on roadways with decent probe penetration rates. Video or image-based congestion detection frameworks is also gaining popularity due to limitations of traditional sensors used for traffic flow data collection. Willis et al. [5] studied traffic queues classification using deep neural networks on traffic images by training a two-phase network using GoogLeNet and bespoke deep subnet and further used that for both image processing and congestion detection. They concluded their study showing that a deep-learned classifier system was able to detect traffic congestion with an accuracy of about 95%. Chakraborty et al. in [6] used traffic imagery and applied both DCNN and YOLO algorithms in different
environmental conditions. Similarly, Morris et al. [7] proposed a transportable system for pulling out traffic queue parameters at signalized intersections from traffic video feeds. For this, they used image processing techniques such as clustering, background subtraction and segmentation to recognize vehicles and then finally, approximated queue lengths for various calibrated cameras at different locations of intersection. A similar approach was used by Hao et al. [8] to analyse traffic queue detection capacity through videos. The authors used the highest resemblance matching method and engrossed on a static background area window to remedy the deviations in real-time images and the lane region in setting. It is imperative to note that most automatic traffic monitoring system builds on the fact of how well vehicles are perceived. An unsupervised learning approach employed to categorize congested scenes using feature learning and density approximation is proposed in [16]. Likewise, a real-time computer vision system built on feature learning to track individual vehicles and monitor traffic is proposed in [4]. To quantity traffic parameters, a real-time computer vision system is presented in [17], that is capable of tracing vehicles under clogged conditions via a feature-based tracking algorithm. Similarly, Mandal et al. in [67] proposed a deep learning-built model that predicts traffic congestion using a vision-based system.

2.2 Vehicle Detection and Count

Vehicle detection and counting is an important component of any traffic surveillance system. With the higher processing speeds of GPUs, robust deep learning-based models can be trained to detect vehicles and tabulate counts in real time. Several traditional and non-traditional methods of vehicle detection and analysis have been proposed in recent years. Salvi in [1] proposed a method to automatically detect and track mobile vehicles in night-time or low-light traffic conditions. The author used a virtual loop-based
approach to predict and tabulate the number of moving vehicles in different traffic scenarios. Wang et al. in [2] proposed an automatic vehicle counting technique using a DSP board and image processing technique. Mundhenk et al. in [34] created a dataset of overhead cars and used a deep neural network to classify, detect and count the number of cars. In order to detect and classify vehicles, they used a neural network called ResCeption. This network integrates residual learning with Inception-style layers that can detect and count the number of cars in a single look. Their approach is superior in getting accurate vehicle counts in comparison to the counts performed with localization or density estimation.

Most present-day counting methods could be broadly classified as detection instance counter [35-36] or density estimator [37-38]. Detection instance counters localize every car exclusively and then count the localization. However, this can have a problem such that the whole image is required to be scrutinized pixel by pixel to generate localization. Similarly, occlusions could create another hurdle as detector might merge overlapping objects. Density estimators work in an instinctive manner of trying to create an approximation of density for countable vehicles and then assimilate them over that density. They usually do not require too many samples of training data but mostly remain constrained on the same scene in which it is trained.

There has been a lot of interest in the areas of vehicle detection, recognition, and tracking of vehicles on different traffic scenes. Chiu et al. in [3] introduced an automated traffic monitoring system that implements an object segmentation algorithm capable of vehicle recognition, tracking and detection from traffic imagery. Their approach separated moving vehicles from stationary ones using a moving object segmentation technique that uses geometric features of vehicles to classify vehicle type. Their approach could be implemented on real-time traffic scenarios and is robust
enough to detect vehicles that might otherwise remain undetected in cases of occlusion. Likewise, a real-time computer vision system for vehicle detection is proposed in [4] that uses a feature-based tracking algorithm. In their approach, the authors used a vehicle detection system that tracks the features of vehicles instead of tracking the entire vehicle every time. Thus, it eliminates the issue of partial occlusion and is more robust. The system can detect vehicles during both day-light and night time conditions with high degrees of precision. Zhang et al. in [9] applied deep learning on traffic video shots obtained from Unmanned Aerial vehicles to calculate the nature of traffic flows. In their approach, they used a Faster-RCNN to train vehicle detection model and capture vehicles from traffic videos. The accuracy of their proposed model was over 95% for different classes of vehicles. Likewise, the traffic flow statistic for light to heavy traffic condition was over 90%.

Advanced traffic monitoring system developed by Lin et al. [10] focuses on a stand-alone image tracking method for autonomously monitoring traffic. Their image tracking component can differentiate traffic information from detected positions of vehicles and is able to perform vehicle tracking in real-time. Zhou et al. in [11] proposed an example-based algorithm capable of detecting moving vehicles that would help automatically monitor traffic. The proposed approach is capable of effectively monitoring traffic under various environmental and lighting conditions. Salvi et al. [1] proposed a vehicle counting and detection system useful for traffic surveillance during low-light or night-time conditions. Bas et al used the adaptive background and kalman filtering approach to count vehicles from video-feeds [12]. In [13], a real-time vision system is proposed to automatically monitor traffic based on 2D spatio-temporal images. The proposed real-time vision system, VISATRAM can count the number of vehicles, estimate their speeds and can also classify them through 3D measurements.
Several recent studies on Convolutional Neural Networks (CNN) for vehicle detection and classification has generated higher performance capability over other algorithms. Bautista et al. in [14] used CNN to investigate its performance in correctly detecting and classifying vehicles that use low quality cameras. Ma et al. in [15] proposed a CNN that learns traffic as images, extracts traffic features and accurately predicts traffic speed. Their approach could be implemented to track vehicles and perform vehicular count as well. Likewise, Zhuang et al. in [39] proposed a statistical method that performs a correlation-based estimation to count city’s vehicles through traffic cameras. For this, they introduced two techniques, the first one using a statistical machine learning approach that is based on gaussian models and the second one using the analytical deviation approach based on the origin-destination matrix pair.

2.3 Traffic Anomaly Detection

Early detection of anomalous traffic conditions such as crashes, stranded vehicles, etc. are necessary to reduce incident response times and reduce the likelihood for secondary crashes. The most important characteristic of traffic anomaly detection systems is their ability to perform both local behavioural analysis of each vehicle and a global flow analysis. Vehicle detection, tracking and information fusion are key components of typical anomaly detection systems. Kamijo et al. in [40] developed a vehicle tracking algorithm based on spatio-temporal Markov random field to detect traffic accident at intersections. Their model can track individual vehicle robustly without getting affected by occlusion and clutter effects, which remain a characteristic at most busy intersections. Traditionally, spot sensors were used primarily for incident detection systems [41], however, their scope tend to be rather trivial for anomaly detection systems.
Vision-based systems are utilized far and beyond mostly due to their superior event recognition capability. Information such as traffic jams, traffic violations, accidents, etc. could be easily extracted from vision-based systems. Rojas et al. in [42] and Zeng et al. in [43] proposed systems to detect vehicles on a highway using a static CCTV camera. Similarly, Lai et al. in [44] proposed a method to detect traffic violation at intersections. Their approach was put into practice in the streets of Hong Kong and was able to detect red light runners. Thajchayapong et al. proposed an anomaly detection algorithm that could be implemented in a distributed fashion to predict and classify traffic abnormalities in different traffic scenes [45]. Ikeda et al. in [46] employed image-processing technology to automatically detect abnormal traffic incidents. Their method was able to detect four different types of traffic abnormalities such as detecting stopped vehicles, slow-moving vehicles, fallen objects and the vehicles that endeavored to change lanes consecutively. Michalopoulos et al. in [47] performed an auto-scope video-based prediction system to track incidents. In their approach, they demonstrated a method to track incidents up until 2 miles distance. An accident detection algorithm is proposed in [48] that utilizes the features of moving vehicles to automatically detect and record the picture of an accident before it occurred and afterwards. The picture so obtained was sent to TMC which could be used as a substitute for crash data and would be useful for further conflict analysis. The good thing about their approach is that it is fully automatic in detecting, recording and reporting any traffic accidents taking place at intersections, which could potentially improve the safety impact.

Recently, with the advances in the area of deep learning, there has been a lot of interest in utilizing various architectures of deep neural networks to detect anomalies. Wei et al. in [62] used Faster R-CNN to detect vehicles and introduced
an unsupervised anomaly detection system based on background modelling. Liu et al. [63] proposed a region-aware deep model which extracted discriminative local features from a series of local regions of a vehicle. The authors in [64] put forward a generative adversarial network-based approach trained using normal data to detect the anomalies in images. It is reported that certain algorithms use multiple camera systems employing a system of video sensors to identify stationary vehicles. A method to combine vision-based tracking with Intersection over union would allow for an actual multi-object tracking technique that could be scaled over to detect traffic anomalies [51]. In [52], a machine learning technique to analyse traffic behaviour and detect the location of collision prone vehicles is proposed with high precision. Similarly, Yun et al. in [53] applied motion interaction interface to analyse anomalous traffic behaviour that can detect traffic accidents.
CHAPTER 3 - PROPOSED METHODOLOGY

The methodology adopted for implementing an automated traffic monitoring system is shown in Figure 2. The main components consist of first, a GPU-enabled backend (on premise) which is designed to ensure that very deep models can be trained quickly and implemented on a wide array of cameras in near real time. At the heart of the proposed AI-enabled system is the development and training of several deep convolutional neural network models that are capable of detecting and classifying different objects or segmenting a traffic scene into its constituent objects. Manually annotated Traffic images served as the primary source of dataset used for training these models. To enable the system to be situationally aware, different object tracking algorithms are implemented to generate trajectories for each detected object on the traffic scene at all times. The preceding steps are then combined to extract different traffic flow variables (e.g. Traffic volume and occupancy) and monitor different traffic conditions such as queueing, crashes and other traffic scene anomalies. The AI-enabled traffic monitoring system is capable of tracking different classes of vehicles, tabulating their count, spotting and detecting congestion and tracking traffic anomalies in real-time. The following sections will describe the details of each of the systems components including the algorithms deployed in this study.
3.1 Deep Learning

Deep learning is a branch of machine learning based on neural networks. It could be supervised, semi-supervised or unsupervised. Supervised learning is the one that learns labelled training data as an example and maps an output based on the level of learning. The training data is analysed, and an inferred function is produced that could be useful for generating newer examples. In ideal terms, a supervised algorithm can accurately determine class labels for unobserved instances. Similarly, semi-supervised learning is a class of machine learning that uses both labelled and unlabelled datasets for training purposes. However, the amounts of unlabelled training datasets are far more compared to the labelled set of training data. It has been observed that the learning accuracy is considerably improved when larger unlabelled set of data is used with smaller set of labelled data. Likewise, unsupervised learning is a machine learning technique that figures out unidentified outlines of dataset without any pre-existing labels. This type of
learning mainly uses the principal component and cluster analysis. For Principal Component Analysis, an orthogonal transformation is used in order to alter a group of observations of correlated variables to linearly uncorrelated variables, also referred to as principal components. Similarly, for cluster analysis, the data that has not been labelled is grouped and is further clustered or categorized to evaluate common ground in datasets. This in fact, helps detect anomalous objects that do not appear familiar or do not fit into the group.

Basically, deep neural networks are in fact artificial neural networks with multiple hidden layers in between the input and output layers. Due to the presence of multiple layers, deep neural networks are capable of modelling complex non-linear relationships with complicated datasets which most similarly, performing single-layered shallow networks fail to do. The main advantage of working with deep learning algorithms is that they do not need structured or labelled data to perform prediction [18]. Deep neural networks rely on the hidden layers of artificial neural networks and learns through each layer hierarchically. The neurons of deep learning are classified into 3 different categories:

1. Input Layer
2. Hidden Layer
3. Output Layer

Figure 3 shows the graphical representation of deep neural networks. The input data is received through the input layer where it transfers the data to the first hidden layer. In Figure 3, we have altogether 4 different hidden layers. All the mathematical computation occurs inside the hidden layers. The data is computed in each first hidden layer and its output serves as the input of the second hidden layer and so on. It is
therefore, important to understand what number of hidden layers and the number of neurons in each of these hidden layers would help get the best overall prediction. Similarly, after successive computations in each of the 4 hidden layers as shown in figure 3, the output layer returns the final output data, which we call the predicted value.

![Deep Neural Network Diagram](image)

**Figure 3. Deep Neural Network [19]**

### 3.2 Deep Convolutional Neural Networks

In deep learning, ConvNet or a convolutional neural network is a section of deep neural networks applied mostly at performing image processing techniques. An image is passed through a deep convolutional neural network and assigned importance based on
learnable weights and slight biases to certain features or items in the image that can
differentiate one part of the object from another in same or dissimilar images. The pre-
processing time required in deep convolutional neural networks is comparatively lower
in comparison to other classification algorithms. Convolutional Neural Networks can
purposefully seize both spatial and temporal dependencies throughout the image by
applying numerous relevant filters. Especially, with the advent of GPU and improved
algorithms, deep neural networks usage has surged several folds for analysing visual
imagery. Some of the algorithms used in the current study are described as follows:

3.2.1 Mask R-CNN

Mask R-CNN abbreviated as Mask-region based Convolutional Neural Network is an
extension to Faster R-CNN [56]. In addition to accomplishing tasks equivalent to Faster
RCNN, Mask R-CNN supplements it by adding superior masks and sections the region
of interest pixel-by-pixel. The model used in this study is based on Feature Pyramid
Network (FPN) and is executed with resnet101 support. In this, ResNet101 served as
the feature extractor for our model. It is imperative to state that the initial layers detected
inferior characters such as edges and corners and the advanced layers could successfully
distinguish higher-level features such as vehicles and traffic queues from the images.
Similarly, on using FPN, it was observed that there was an improvement in the standard
feature extraction pyramid by the introduction of another pyramid which took higher
level features from the first pyramid and accordingly passed them over to subordinate
layers. This enabled features at each level to obtain admittance to both higher and
lower-level characters. In this study, we hard-coded the minimum detection confidence
rate at 90% and ran it at 50 validation steps. Our model was run at 30th epoch where in
every epoch had 100 iterative steps. An image-centric training approach was followed
in which all the images were curtailed to the square’s shape.
The images were converted from 1024×1024px×3 (RGB) to a feature map of shape 32×32×2048 on passing through the backbone network. Each of our batch had a single image per GPU and every image had altogether 200 trained Region of Interests (ROIs). Using a learning rate of 0.001 and a batch size of 1, the model was trained on NVIDIA GTX 1080Ti GPU. A constant learning rate was used during the iteration. Likewise, a weight decay of 0.0001 and a learning momentum of 0.9 was used. The total training time for the model training on a sample dataset of 1,509 images, was approximately 3 hours. The main reason why the total training time appeared relatively shorter was because the number of images were not too many. It is important to note that with larger number of sample images in the training and validation dataset, the accuracy of results could be higher for masked detections. However, an issue with instance-level segmentation is that if there are larger number of training images, the accuracy improvement is not necessarily as high as expected. It is therefore, important to have effectively right number of images in the training sample to have acceptable detection accuracy. The framework for Mask-RCNN is shown in Figure 4.

![Figure 4. Mask-RCNN Framework](image)

3.2.2 YOLO

You only look once (YOLO) is the state-of-the-art object detection algorithm. Unlike traditional object detection algorithms, YOLO investigates the image only once and
detects any objects in it. In this research, we used YOLO to detect traffic queues, vehicle
detection and perform vehicle counts. Most contemporary object detection algorithms
repurpose CNN classifiers with an aim of performing detections. For example, to
perform any object detection, these algorithms use a classifier for that object and test it
at varied locations and scales in the test image. The good thing about using YOLO is
that it reframes object detection that is, instead of looking at a single image 1,000 times
to perform detection, it just looks at the image once and performs accurate object
predictions. A single CNN concurrently predicts multiple bounding boxes and class
probabilities for those generated boxes. Due to this feature of YOLO, it is possible to
easily implement it on diverse scenes. Table 1 shows the CNN architecture used by
YOLO. The model uses standard layer types: A convolutional layer with a 3 × 3 kernel
and a 2 × 2 kernel layer for max pooling. A 1 × 1 kernel is used for the last convolutional
layer that helps resize data to the required shape of 13 × 13 × 125. To get the image
apportioned, 13 × 13 structure size of the grid is used. We have altogether 35 channels
for each grid cell which signifies bounding box data and class forecasts. For every grid
cell, we get a total prediction of 5 bounding boxes and these boxes are designated by
altogether 7 data elements in total. In order to build both traffic anomaly detection
system and a congestion monitoring system on YOLO, the total training time was 22
hours for each of them separately. Like Mask-RCNN, YOLO was also trained on
NVIDIA GTX 1080Ti GPU.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel</th>
<th>Stride</th>
<th>Output Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td>[416, 416, 3]</td>
</tr>
<tr>
<td>Convolution</td>
<td>3×3</td>
<td>1</td>
<td>[416, 416, 16]</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>2×2</td>
<td>2</td>
<td>[208, 208, 16]</td>
</tr>
<tr>
<td>Convolution</td>
<td>3×3</td>
<td>1</td>
<td>[208, 208, 32]</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>2×2</td>
<td>2</td>
<td>[104, 104, 32]</td>
</tr>
<tr>
<td>Convolution</td>
<td>3×3</td>
<td>1</td>
<td>[104, 104, 64]</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>2×2</td>
<td>2</td>
<td>[52, 52, 64]</td>
</tr>
<tr>
<td>Convolution</td>
<td>3×3</td>
<td>1</td>
<td>[52, 52, 128]</td>
</tr>
</tbody>
</table>
Max Pooling  2×2  2  [26, 26, 128]  
Convolution  3×3  1  [26, 26, 256]  
Max Pooling  2×2  2  [13, 13, 256]  
Convolution  3×3  1  [13, 13, 512]  
Max Pooling  2×2  1  [13, 13, 512]  
Convolution  3×3  1  [13, 13, 1024]  
Convolution  1×1  1  [13, 13, 35]  

Table 1. YOLO Model Architecture

3.2.3 Faster R-CNN

Faster R-CNN is a two-stage target detection algorithm. It is a third generation of R-CNN algorithm that associates altogether four basic iterative steps of target detection. In Faster-RCNN, a Region Proposal Network (RPN) shares a complete-image convolutional features alongside a detection network which enables cost free region proposals. Here, the RPN concurrently predicts object bounds and their corresponding score values at every position. Overall, end to end training of RPN produces high quality region proposals that is used by Faster-RCNN to perform object predictions. Faster-RCNN performs improved object detection compared to Fast-RCNN by replacing selective search method with RPN. The algorithm divides each image into multiple sections of reduced areas and then passes each area over a sequence of convolutional filters in order to excerpt rich feature descriptors which is then passed through a classifier. It is then that the classifier yields the probability of what certain areas of the image contains which kind of object. In order to obtain higher detection accuracy on traffic video-feeds, the model is twisted for 5 classes (pedestrian, cyclist, bus, truck and car) with the data obtained from traffic scenes. Altogether, 17,000 images were annotated and then used to train and validate the Faster-RCNN model. In order to effectively handle memory and speed requirement, NVIDIA GTX 1080Ti GPU was used. The overall training time was around 8 hours. It was observed that the resulting model was able to process video-feeds at the rate of 5 frames per second.
3.2.4 Comparison: Faster R-CNN, Mask R-CNN and YOLO

Both Faster R-CNN and Mask R-CNN are region-based object detectors whereas YOLO is a bounding box object detector where in a single convolutional network predicts the bounding boxes with class probabilities. In Faster R-CNN, instead of using selective search, a region proposal network is used which is a unified network for object detection. Faster-RCNN consists of two stages. The first stage is the deep fully convolutional network which proposes regions known as Region Proposal Network (RPN). An RPN is a fully convolutional network which predicts object bounds and objectness scores at every location. Here, the RPN serves as the attention of the unified network. In the second stage, the Fast R-CNN detector extracts features using RoIPool obtained from every candidate box and executes classification and bounding-box regression. Faster-RCNN takes image as an input which is then passed through the Feature network to generate feature maps. Similarly, Mask-RCNN is an extension to Faster R-CNN wherein an object mask prediction is run in parallel with the bounding box recognition. Compared to Faster R-CNN, Mask R-CNN is comparatively easier to train and only adds a small overhead to Faster R-CNN running at 5 frames per second. Faster R-CNN uses an RPN alongside Fast R-CNN for image detection. Basically, Mask R-CNN uses Faster R-CNN ground work for feature extraction and ROI proposals. After performing the ROI pooling for Faster R-CNN, an addition of 2 convolution layers is done to build the mask. Specifically, Mask R-CNN is a refinement of the ROI pooling. Likewise, Mask R-CNN performs the task of object classification based on ROIs just like Faster R-CNN.

Both Faster R-CNN and Mask R-CNN algorithms use regions to localize any object that may be present in an image. Neither of them looks into an image fully but only parts of the image that have higher probability value to contain an object. However,
YOLO investigates an image fully and by deploying a single convolutional network predicts bounding boxes for objects in an image. Also, YOLO is much faster than both Faster R-CNN and Mask R-CNN and can process up to 45 frames per second. The speed of 45 frames per second could in fact be considered better than even real-time. The architecture of YOLO is more analogous to a fully convolutional neural network (FCNN) in contrast to RPN for both Faster R-CNN and Mask R-CNN. In YOLO, an image is passed through an FCNN and gives out an output prediction.

3.3 Traffic Congestion Monitoring

![Flowchart of the step-wise operations performed](image)

Figure 5. Flowchart of the step-wise operations performed

The methodology adopted for implementing an automatic traffic monitoring system is shown in Figure 5. The first step was to perform annotations which was carried out using a VGG Image Annotator (See Section 4.3.1 for more details). Here, annotation consisted of a single class, i.e. only congested regions were selected. Then after, annotated images are used to train both Mask R-CNN (See Section 3.2.1 for more details) and YOLO (See Section 3.2.2 for more details) based deep learning models. The training time for Mask R-CNN and YOLO were approximately 3.5 and 22 hours respectively. Mask R-CNN was trained and tested from the models trained in between 30th epoch to 500th epoch. The best result yielded with the model trained on 30th epoch. Anything after that gave almost similar detection accuracy. Similarly, the trained models were tested on real-time traffic video feeds in order to evaluate their performance. In any case, when the model was not able to detect the congested scene,
images were sampled from that scene for further annotation which was subsequently used for building a new model. When the model reached considerable levels, a comparative analysis was conducted in between Mask R-CNN and YOLO models.

Both Mask R-CNN and YOLO algorithms pose excellent object detection capabilities. Since, we aim at studying traffic parameters and tabulate the lengths of traffic queues, we used Mask R-CNN. The advantage of using Mask R-CNN algorithm is that it provides a pixel-wise segmentation approach and segments the region of interest pixel-by-pixel. Likewise, the proposed Mask R-CNN model can mine out queue related parameters from traffic videos. YOLO, on the other hand predicts traffic queues using a bounding-box approach. The most significant aspect of using a Mask R-CNN model for predicting traffic queues is that there is a pixel-wise segmentation of congested regions which makes the detections more precise. YOLO uses a bounding box approach to detect congestion where in the size of box covers exceedingly larger areas and the overall detection method may not seem as precise as the one performed with Mask R-CNN.

3.4 Traffic Anomaly Detection

The methodology so proposed for detecting traffic anomalies is shown in Figure 6. First and foremost, we deploy YOLO in order to train a deep convolutional neural network model for vehicle detection. Then after, the detections are tracked using Intersection over Union (IOU) and each vehicle trajectory is obtained from the traffic scenes. Tracking results are consequently used to outline certain travel directions (east, west, north or south), the kind of road being analysed, which could be either the intersection or freeway, and the predicted speed of tracked vehicles. The results of tracking are subsequently used to define distinct travel directions (east, west, north or south), the
type of roadway being analysed (intersection or freeway), and the estimated speed of tracked vehicles. For certain kinds of roadway, if the speed of any vehicle drops down under a particular-threshold, then an anomaly is detected.

Figure 6. Flowchart for traffic anomaly detection step-wise operations

The first step of the proposed method involves developing a model that is able of detecting and classifying all the vehicles in a traffic scene. In this study, we used Faster R-CNN and YOLO to perform object detection and classification. The purpose of implementing both these algorithms was to determine which one of them would turn out superior for object detection such that the one with higher accuracy and performance speed would be selected for further processing.

Upon successful object detection, tracking detected objects on traffic scenes allows the system to extract higher level features that are useful understanding video scenes. Once, the detector concludes locating the position of target in each frame, the tracker is accountable for obtaining the state of vehicles from the traffic videos. In order to associate detections to a unique track, multi-target tracking is used and based on the
association results so obtained, the speed and state of each vehicle is estimated. Both locations based and feature based tracking is investigated for multi-object tracking.

3.5 Vehicle Detection and Count

Automatic analytics involving detection and counting of vehicles is important for many traffic applications. In this study, the vehicles were detected using YOLO and furthermore, tabulation of vehicles on both northbound and southbound directions is carried out using IOU. For each video, a line is drawn for north and south bound directions wherein the vehicles passing through each of these lines are counted and incremented accordingly. The figure 7 below shows the way these lines were drawn across the video. The red line across the traffic scene is drawn manually. Whenever, any vehicle passes through those lines, their count is recorded. Since, manual tabulation of the number of vehicles is a cumbersome task, the approach adopted in this study can significantly alleviate the work load of human operators. Most traffic counts in the TMCs happen through the adoption of sensors, therefore, the application of vision-based system could be a cheaper and a newer alternative to sensor-based techniques.

Figure 7. Lines Drawn Across Traffic Video Scene
CHAPTER 4 - DATA DESCRIPTION & RESULTS

4.1 DATA DESCRIPTION

Traffic Images served as the main source of dataset for this study. The images were obtained from Iowa 511, New York State DOT, RITIS and Iowa DOT Open Data. The over-all count of images obtained from Iowa 511, New York State DOT and RITIS were altogether 2,509. Out of them, around 1,509 images were used for training and 1,000 images were used for testing purpose. All these images were used to train and validate a Mask-RCNN model. Out of the 1,509 traffic images, 1,184 and 325 images were used for training and validation sets respectively. The datasets consisted of images taken at different times of the day in varied environmental conditions and contained congestion of all sort, from multiple sections of severely congested areas to the regions low on traffic. Training and testing samples of images consisted of the ones taken from different road types having diverse scenarios. Intersection, freeway and work-zone images were included in both training and testing samples. The images obtained from Iowa DOT Open Data were altogether 16,000. These images were used to train and validate deep learning-based models meant for vehicle detection, tracking and count. The traffic images consisted of both vehicles and pedestrians and were sub-divided into 5 different class types. These class types were pedestrian, cyclist, cars, buses, and trucks. For anomaly detection, traffic videos from ‘2019 NVIDIA AI City Challenge’ was used to test the effectiveness of the proposed model. Eventually, the model was assessed on 100 CCTV videos with different kinds of anomalies in erratic traffic and weather conditions [61]. An example of some of the traffic images obtained from Iowa 511, RITIS and New York State DOT under different environmental conditions and camera orientations are shown in Figure 8.
Upon obtaining traffic images, the first step was to annotate them into different classes. Section 4.3 describes annotation in more detail. In this study, we manually annotated over 15,000 traffic images in VGG Image Annotator and OpenLabeling. An example of model training is illustrated in figure 9 where VGG Image Annotator is used to annotate congested regions from images. On manually annotating the images, the .json file which contains the annotated dataset is passed along with the original images to a convolutional neural network. With the help of a Graphics Processing Unit (GPU), the model training is carried out. Section 4.2.1 describes a GPU in more detail.
4.2.1 Graphics Processing Unit (GPU)

A GPU is a programmable logic processor used to control memory in order to accelerate the creation of images in a frame buffer. They are typically specialized and useful for output to a display device. GPU processes images, and videos with exceedingly faster speeds compared to that of a Central Processing Unit (CPU). Although, CPUs are an essential component of a computer system, they are consistently moving from one task to another and requires calling up on information from hard drive repeatedly. However, GPUs break complex problems into individual tasks and work them out at a single time. This can turn out ideal for dealing with graphic and images and due its higher throughput can perform thousands of operations at once. On comparing the architecture, the GPU is composed of many cores that can handle multiple operations simultaneously whereas CPUs only have few cores. In the field of Artificial Intelligence, GPUs have become a key to deep learning technology. Since, deep learning requires large quantities of datasets through neural networks, a GPU is an essential aspect in training
and performing tasks which would have otherwise, become impossible to do with a CPU alone. In this study, we used an NVIDIA GTX 1080Ti GPU as shown in figure 10 to train the deep neural networks.

![NVIDIA GTX 1080Ti GPU](image)

**Figure 10. NVIDIA GTX 1080Ti GPU**

Several deep learning-based models were trained on this GPU and were evaluated to see their performance. Furthermore, fine-tuning was performed in order to obtain higher performance. Table 2 shows some of the training parameters for both Mask-RCNN and YOLO models.
<table>
<thead>
<tr>
<th>Mask R-CNN Configuration</th>
<th>YOLO Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>STEPS_PER_EPOCH = 1000</td>
<td>Steps = 40,000</td>
</tr>
<tr>
<td>EPOCH = 30</td>
<td>Iterations = 120,000</td>
</tr>
<tr>
<td>BACKBONE = resnet101</td>
<td>backbone = Darknet-53</td>
</tr>
<tr>
<td>LEARNING_RATE = 0.001</td>
<td>learning_rate = 0.001</td>
</tr>
<tr>
<td>LEARNING MOMENTUM = 0.9</td>
<td>momentum = 0.9</td>
</tr>
<tr>
<td>WEIGHT_DECAY = 0.0001</td>
<td>decay = 0.0005</td>
</tr>
</tbody>
</table>

Table 2. Deep Neural Network Parameters

To test the deep learning-based models for congestion detection, a total of 1000 traffic images different from the training set of images were used where 500 of them were congested and the remaining were uncongested. Similarly, the proposed traffic scene anomaly detection algorithm was evaluated on 100 CCTV videos with different types of irregularities in varying traffic and weather conditions.

4.3 Annotation

Annotation is the process of describing and defining spatial regions associated to an image typically by using standard region shapes such as rectangle, circle, polyline, freehand drawn sketch, etc. Annotation of digital images builds up on the fundamental processing stage for various research projects and industrial applications. Annotation is mostly carried out manually by humans. The spatial regions so defined manually are described using a textual metadata. In this research, we have used two different open-source annotation software tools named VGG Image Annotator and OpenLabeling respectively.
4.3.1 VGG Image Annotator

VGG image annotator is an open-source manual annotation tool that allows human annotators to describe regions in an image [54]. Although, rectangular shaped annotations are more common, VGG annotator allows to define freehand drawn sketch that could be aimed at training a deep neural network generating a pixel-level segmentation mask. The good thing about using a VGG Image Annotator is that it doesn’t require any installation of the software. It could be run on a web browser even offline without any installation or prior setup. It could be used for both image and video annotation. However, in our case we performed an image-based annotation. An example of the annotation performed using VGG Annotator is shown in Figure 11.

![Figure 11. Annotation Performed Using VGG Image Annotator](image)

4.2.2 OpenLabeling

OpenLabeling is an open-source image and video labelling tool that can label image in multiple annotation formats. It can be used with different deep learning features for
computer vision applications. In our research, we used OpenLabeling tool to annotate different classes of vehicles that would later be trained on a deep neural network. We define the bounding boxes for those object instances that is further processed to train and validate deep learning-based models. An example of annotation performed using OpenLabeling is shown in Figure 12. Different classes of vehicles such as car and truck are shown in the figure below. An interesting feature of using this annotating tool is that there is an option to predict the next frames’ label based on the annotation performed prior to that.

![Figure 12. Annotation Performed Using OpenLabeling](image)

After performing annotations for thousands of traffic surveillance images, we then train several deep learning based-models for congestion monitoring, vehicle counts, and for tracking road-side anomalies.
4.4 Results

In this section, we discuss the results of our proposed models. This section is further sub-divided into three categories. The first part discusses the results obtained for traffic queues detection and includes the study of various queuing parameters, the second part discusses the results obtained for traffic anomaly detection systems and the third part discusses automatic vehicle counting system.

4.4.1 Traffic Queue Monitoring

We first evaluate the performance of Mask R-CNN built traffic queues detection model on a set of 1,000 traffic surveillance images. Out of 1,000 images, 500 of them were congested and the remaining 500 were uncongested. The performance of Mask-RCNN was compared with the classical YOLO framework. Likewise, we discuss the results of a real-time application of Mask-RCNN for monitoring queues at freeways, intersections and work-zones. Standard performance metrics of precision recall and accuracy as shown in equations (i), (ii), (iii) respectively are used to evaluate both Mask-RCNN and YOLO models.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (i)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (ii)
\]

\[
\text{Accuracy} = \frac{TP}{TP + FP + TN + FN} \quad (iii)
\]

TP, TN, FN and FP are abbreviated as True Positive, True Negative, False Negative, and False Positive respectively. On testing, if a congested image is correctly categorized such that the predicted label is also congested, then that image is labelled as True Positive (TP). Similarly, if any image without congestion is categorized as uncongested, then that image is labelled as true negative (TN). For any instance, where the actual image is congested but then categorized as uncongested, the image is labelled as false positive (FP).
negative (FN). Likewise, in cases where the image is uncongested but classified as congested, their labelling is done in the False positive (FP) category. The Figure 13 shows some of the correct detections and misclassifications obtained from Mask-RCNN and YOLO models:
Figure 13. Classification of predicted queues examples: True Positive-(a, b), False Positive-(c, d), False Negative-(e, f), True Negative-(g, h) obtained from YOLO and Mask R-CNN respectively

As seen from the figure above, 13(a) and 13(b) are accurate predictors for congestion and were classified as true positives. Figure 13(a) and 13(b) were the predictions made by Mask-RCNN and YOLO respectively. Mask-RCNN predicts congestion using a pixel-wise segmentation approach whereas YOLO predicts congestion using a bounding box. Similarly, Figures 13(c) and 13(d) were the misclassifications for non-congested images as congested. Hence, they are classified in the false positive category.

Mask-RCNN erroneously predicted an uncongested image to a congested one because the image had a set of vehicles which appeared distant from the camera as seen in Figure 13(d). In case of YOLO, an incorrect prediction was made due to the presence of an overhead bridge which remain uncongested as seen from Figure 13(c). Illustration of false negatives are shown in Figure 13(e) and 13(f) where both Mask-RCNN and YOLO models failed at correctly detecting congested scenes. One of the reasons why YOLO was not able to detect congestion was because the group of vehicles appeared far away from the camera (See Figure 13e). Glaring effect as well as distant queues resulted in Mask-RCNN’s incorrect classification as seen in Figure 13(f). Figure 13(g) and 13(h) accurately predicted uncongested images as false negatives as per the preliminary uncongested labelling.
The values for precision, recall and accuracy obtained for both Mask-RCNN and YOLO models are shown in Table 3. YOLO attained higher precision and accuracy values, but then again, a lower recall value as compared to Mask-RCNN. It is apparent that the general performance of Mask-RCNN is like that of YOLO. The purpose of using Mask-RCNN is that it provides a pixel-level segmentation of congested regions that makes queues detection much more precise. Although, queues detection by YOLO is accurate, its ability of predicting queues using a bounding box approach makes it non-viable for studying traffic queue parameters that could otherwise be done by Mask-RCNN. It is mainly due to the precise detection capability of Mask-RCNN as it covers only selected regions of interest that make it feasible for this study. Thus, in context of traffic queues detection and analysis of queue related parameters, Mask-RCNN outclasses YOLO by providing an accurate congestion measure.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask-RCNN</td>
<td>92.8</td>
<td>95.6</td>
<td>90.5</td>
</tr>
<tr>
<td>YOLO</td>
<td>95.5</td>
<td>94.8</td>
<td>93.7</td>
</tr>
</tbody>
</table>

Table 3. Precision, Recall and Accuracy Values Obtained from Mask-RCNN and YOLO

4.4.1.1 Case Study: Extracting Queue Parameters

In this section, we perform a case study where the Mask RCNN model developed is executed in real time for traffic congestion monitoring at an intersection, on a freeway and construction work zone. It is imperative to note that the distortions in video camera perspective often make it challenging to excerpt traffic queue parameters from video-scenes. A characteristic course around this is to adjust the camera to a certain height, viewing angle, zoom level, etc. Although this might be effective but is not scalable. Another substitute to this approach would be to directly use image pixel values to characterize queue parameters. On using this approach, queue information from one
site location cannot be compared to a different site since the camera geometric configurations may vary. In the steps explained below we develop a simple, standardized calibration free technique for extracting queue length parameters from traffic video feeds. This technique is scalable and is useful at comparing queuing levels at multiple locations.

Step 1: Extract queue regions from traffic video-feeds with Mask RCNN.

Step 2: Calculate the pixel length of each detected queue mask.

Step 3: Accumulate length over time (minimum duration is 1 week).

Step 4: Use adaptive thresholding (Figure 14) to bin queue lengths into different severity levels: low, medium and high.

Step 5: Generate heat map of queuing levels and finally, compare.

<table>
<thead>
<tr>
<th>Steps shown for Adaptive Thresholding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialize:</strong> L, M, H</td>
</tr>
<tr>
<td><strong>Input:</strong> PL – pixel lengths</td>
</tr>
<tr>
<td><strong>for each location do</strong></td>
</tr>
<tr>
<td><strong>for each [day, hour, minute] in [30 days, 24 hours, 60 minutes] do</strong></td>
</tr>
<tr>
<td>% extract first, second, third quartile pixel lengths</td>
</tr>
<tr>
<td>Q = percentile[PL, {Q1, Q2, Q3}]</td>
</tr>
<tr>
<td>L = Q[{Q1, Q2, Q3}].mean.max + k * Q[{Q1}].std</td>
</tr>
<tr>
<td>M = Q[{Q1, Q2, Q3}].mean.max + k * Q[{Q2}].std</td>
</tr>
<tr>
<td>H = Q[{Q1, Q2, Q3}].mean.max + k * Q[{Q3}].std</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td><strong>Output:</strong> L, M, H</td>
</tr>
</tbody>
</table>

Figure 14. Adaptive Thresholding Steps

The queueing levels at a work zone, freeway and intersection is quantified using a Mask-RCNN framework. Figure 15 to 17 is used to demonstrate the results through heat map plots. Overall the model can visibly capture the start and dissipation of congestion events. The freeway and intersection were able to detect both AM and PM peak hours (See Figure 15 & 16). However, for a work-zone, only PM peak hour was detected (See Figure 17), and no AM peak hour was observed. Although, mostly, work-zone sites have active construction going on during the day-time. On further
investigation, it was comprehended that work-zone activities at this site started after the AM peak hour, hence that resulted in lower levels of queueing during the AM hours.

Figure 15. Heat map of traffic queue severity at freeway

Figure 16. Heat map of traffic queue severity at intersection
4.4.1.2 Bottlenecks and Challenges

Mask R-CNN takes approximately 0.3 seconds to process a traffic scene. A typical frame rate for CCTV cameras is 15 frames per second (fps). At this rate, the methodology developed in this paper cannot be used in real time. One way around this is to use YOLO (which can process 50 frames in one second) to process video feeds initially, if a scene is flagged as congested, Mask RCNN model can be called to extract the queue parameters for that particular scene. This way, the model is not running on every single frame from the traffic scene. Alternatively, feeds from CCTV cameras could be re-sampled at 1 fps instead of 15fps. Another bottleneck encountered was regarding how queues are described. A queue at an intersection could just be a platoon of vehicles on a freeway. Training the Mask R-CNN to be able to distinguish between queues at intersections and freeways was a challenge. Eventually, we had to create two different models: one for uninterrupted and the other for interrupted.

4.4.2 Traffic Anomaly Detection

Detecting vehicles effectively is the first step when it comes to finding out traffic anomalies on the roads. In this study, we used two deep learning-based object detection frameworks, YOLO and Faster R-CNN. The main purpose is to determine what model
has a higher accuracy and faster processing speed and then perform a comparative analysis. Some of the sample detection results are shown in Figure 18.

![Figure 18. Vehicle detection results from YOLO](image)

In order to understand and compare the results of both Faster-RCNN and YOLO frameworks, we used confusion matrices and F-1 scores obtained from both these models. The confusion matrix represents the level of accuracy for different sections of image classification. Altogether 25 results are shown in a 5*5 table which we refer to as a confusion matrix. Here, every row presents the actual number of predictions and total number of each row signifies the number of targets predicted for that class. Similarly, each column represents the true number of targets and the total number of each column signifies the actual number of targets for that class. Likewise, F-1 score as shown in equation (iv) is used to compare the performance of both Mask-RCNN and
YOLO models. The results obtained for confusion matrix and F-1 scores are shown in Tables 4-6.

\[ F - 1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (iv) \]

<table>
<thead>
<tr>
<th>Pred</th>
<th>True</th>
<th>Ped</th>
<th>Cyclist</th>
<th>Car</th>
<th>Bus</th>
<th>Truck</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ped</td>
<td>0.992895204</td>
<td>0.005328597</td>
<td>0.000888099</td>
<td>0</td>
<td>0</td>
<td>0.000888099</td>
</tr>
<tr>
<td>Cyclist</td>
<td>0.02283105</td>
<td>0.97260274</td>
<td>0</td>
<td>0</td>
<td>0.00456621</td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td>0</td>
<td>0</td>
<td>0.994734751</td>
<td>0.000198689</td>
<td>0.994285714</td>
<td>0.005714286</td>
</tr>
<tr>
<td>Bus</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.946751864</td>
<td></td>
</tr>
<tr>
<td>Truck</td>
<td>0</td>
<td>0</td>
<td>0.045793397</td>
<td>0.007454739</td>
<td>0.946751864</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Confusion Matrices of Faster R-CNN and YOLO

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ped</td>
<td>0.92165122</td>
<td>0.7367003</td>
<td>0.81886228</td>
</tr>
<tr>
<td>Cyclist</td>
<td>0.94247788</td>
<td>0.8658537</td>
<td>0.90254237</td>
</tr>
<tr>
<td>Car</td>
<td>0.92769723</td>
<td>0.7990594</td>
<td>0.85858674</td>
</tr>
<tr>
<td>Bus</td>
<td>0.95081967</td>
<td>0.8571429</td>
<td>0.9015544</td>
</tr>
<tr>
<td>Truck</td>
<td>0.91603875</td>
<td>0.840079</td>
<td>0.87641607</td>
</tr>
<tr>
<td>Total</td>
<td>0.92690348</td>
<td>0.7975653</td>
<td>0.85738408</td>
</tr>
</tbody>
</table>

Table 5. F-1 Scores of YOLO

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ped</td>
<td>0.87549251</td>
<td>0.88385044</td>
<td>0.87965162</td>
</tr>
<tr>
<td>Cyclist</td>
<td>0.9380531</td>
<td>0.85140562</td>
<td>0.89263158</td>
</tr>
<tr>
<td>Car</td>
<td>0.83125773</td>
<td>0.87880373</td>
<td>0.85436976</td>
</tr>
<tr>
<td>Bus</td>
<td>0.8952381</td>
<td>0.86635945</td>
<td>0.88056206</td>
</tr>
<tr>
<td>Truck</td>
<td>0.89282203</td>
<td>0.8972332</td>
<td>0.89502218</td>
</tr>
<tr>
<td>Total</td>
<td>0.84178622</td>
<td>0.87989299</td>
<td>0.86041789</td>
</tr>
</tbody>
</table>
Table 6. F-1 Scores of Faster R-CNN

The results obtained for both Faster-RCNN and YOLO models in confusion matrices (See Table 4), show that the performance of both these models are alike. However, as seen from table 4, it appears that Faster-RCNN attained a weaker lead in detecting trucks, cyclists and pedestrians. Apart from these 3 classes, both Faster-RCNN and YOLO distinguished cars with 99% accuracy. As seen from the F-1 scores, YOLO seems to be more precise than Faster-RCNN. However, the recall values for Faster-RCNN is larger than the one obtained for YOLO meaning that the YOLO does not detect as many objects on a traffic scene as compared to Faster-RCNN. And with a total F-1 score of 0.86041789, it is evident that the Faster-RCNN was marginally better in comparison to YOLO (See Table 5 and 6 for more details).

Similarly, in order to excerpt higher level features, it is important to correctly detect objects from traffic feeds. After the detector detects the position of an object on a traffic scene, the tracker is accountable for generating the state of objects from a sequence of traffic frames (i.e. video). In this study, a multi-target tracking technique is used to initially associate detections to each exclusive roadway, and on the basis of these associations, the speed and state of each object is approximated. Both location-based and feature-based tracking methods were used for this study. Sections 4.4.2.1 and 4.4.2.2 explains both these multi-object tracking methods in more detail.

4.4.2.1 Tracking Detection by Intersection Over Union (IOU)

On calculating the spatial overlay for object detection boxes in each successive video frames, an IOU assigns detections. In this study, Eric et al.’s implementation was adopted [59]. Since IOU tracker has low computational cost, obtaining trajectories of vehicles could be achieved and be integrated to other high-order tracker without
affecting the computed speed. A frame rate of over 50,000 frames/second could also be achieved with the use of IOU. It is important to note that IOU tracker is heavily reliant on how accurately recognitions are achieved by object detection models. To obtain higher performance of IOU, the researchers in [59] used visual tracking alongside IOU so that the number of ID switches and fragmentations can be reduced while keeping a higher order tracking speed [60]. As seen from Figure 19, the first image is classified a freeway and the second image is the intersection.

![Freeway Detected](image1.png)

![Intersection Detected](image2.png)

**Figure 19. Vehicle tracking and road type classification**

The travel path trajectories as obtained from IOU tracker is useful to classify the direction on which the vehicle travels which would ultimately help predict the kind of road that is, whether an intersection or a freeway. The direction of vehicle path trajectory is governed by the changes made to the x and y coordinates of the respective vehicle paths. Road type is classified based on the number of road directions detected.
In cases, where there are more than two detected directions, the road type is classified as either an intersection or an interchange. Similarly, for only two detected directions, the road would be classified as a freeway or a two-lane road. Some of the examples of trajectories and various road types are shown in figure 19.

4.4.2.2 Feature Tracker Based Object Tracking

In Feature-based object tracking system, there is the usage of appearance information to track objects in a respective traffic scene. This method is useful in tracking vehicles in occluded settings. The system extracts object features from one frame and then matches appearance information with successive frames based on the measure of similarity. The minimum value of cosine distance is useful at computing any resemblance between some of the characteristic features which is useful for vehicle tracking.

4.4.2.3 Results Comparison between IOU and Feature Tracker

Based on the average switch rate, a clustered column chart is used to compare detection results of IOU and Feature Tracker. The switch rate measures how frequently a vehicle is allotted a new track number when it crosses a traffic scene. In ideal terms, every vehicle should be assigned a single track and should not be counted multiple times. To track the performance of the tracker, each of them are tested on different set of conditions such as:

(i) Quality and content, good condition (fluent, clear video)
(ii) Occlusion
(iii) Manual control (whether zoomed in or out)
(iv) Weather conditions (snow, fog, etc.)
Likewise, the switch rate is the ratio of vehicle switch to the actual number of vehicles.

![Comparison of clustered charts for IOU and Feature Tracker](image)

The test results confirm that IOU tracker has a higher switch rate in comparison to the feature-based tracker. Pixilation and hostile weather conditions were some of the major factors that affected the accuracy of both these trackers. However, it is imperative to note that the feature tracker is highly robust in occluded environments. Similarly, the computational costs associated to feature tracker is relatively higher in contrast to the IOU tracker. Despite, the fact that IOU tracker underperformed the feature tracker, we used the IOU tracker for anomaly detection as it can process traffic video-feeds in real-time.

4.4.2.4 Anomaly Detection

In this study, an anomaly is defined as the one in which any vehicle stops for a total period of 15 seconds or more. For anomaly detection, the speeds of all tracked vehicles...
are tabulated over time. Based on that, any vehicle exceeding the speed of 0.5 pixels per second over a 15 second duration is labelled as a possible anomaly. Likewise, the direction of travel and the type of road is used to determine the likelihood of anomaly in post-processing steps. The detected traffic anomalies are shown in Figure 21. These anomalies are shown both prior to and after post-processing of the required steps. The effects of ID switches from the IOU tracker is quite apparent in the second column of Figure 21. This, in fact causes multiple anomalies to be detected at the same position. In the post-processing step, an ID suppressing method is used to reduce the number of anomalies. For this, the first step is to detect multiple anomalies that remain close to each other and then they are merged into one. Then after, all the anomalies are merged based on the direction of the roadway. This assumes that no more than one anomaly exists on one side of the road under a 15-minute time duration. Finally, the traffic anomalies are plotted if a roadway is either a freeway or a two-lane road and discards the anomaly as false if the road is deemed as an intersection.

![Figure 21. Traffic Anomalies](image-url)
Figure 22. Challenges disturbing the performance of the proposed algorithm: Video Pixelation, Traffic Intersections, and Video Stuck for nearly 60 seconds.

The proposed traffic anomaly detection system was assessed on 100 traffic video-feeds with varied traffic and weather conditions [61]. The major challenge at detecting anomalies was largely due to the quality of traffic videos. Out of the various problems encountered, some of the most notable were:

(i) Video Pixelation
(ii) Videos Zoomed In/ Out
(iii) Videos Stuck for exceedingly larger periods

Video Pixelation: It is mostly caused due to the display of bitmap or a small portion of a bitmap at exceedingly larger sizes where individual pixels comprising of bit maps appear visible. It can also occur due to the compression of video files. Because of pixelation, the video files could create false detections over shorter durations of time which could be labelled as anomalies if not corrected timely. To lessen the drawbacks of video pixelation, the proposed algorithm discounted vehicles that remained still for
less than 15 seconds time duration.

Intersection: In this study, an IOU tracker classifies a vehicle or a group of vehicles as a possible anomaly if a traffic stop sign requires a vehicle to stop. This condition could not be classified as an anomaly, but IOU classifies them as such. Therefore, in order to remedy this issue, one of the first steps is to determine whether a roadway is an intersection or a freeway. Based on the road type, any vehicle remaining stationary for more than 30 seconds on a freeway is considered an anomaly and for an intersection, the time limit is set at 60 seconds.

Stuck Video: Sometimes, the stuck video files challenges the anomaly detection capability of IOU tracker. Often, the videos remain stuck for over a minute. In such a case, the IOU tracker detects the vehicle as a possible anomaly every time the video gets stuck for exceedingly larger time periods. This is however, a false anomaly. The experiment found that although the video stuck for larger time periods, the speed of every vehicle in the stuck video remains 0, as it is the same video-frame scene. Since, the vehicle’s speed involved in a crash is approximately 0 but not exactly zero, the rectangle surrounding it is in a slightly swaying state. Therefore, all anomalies with a speed of zero are classified as false detections.

To determine the performance of the proposed anomaly detection model, standard performance metrics of F1, Root Mean Square Error (RMSE) and S3 values were used. The equation used to compute the value of S3 score is shown in equation (1).

\[ S3 = F1 \times (1 - NRMSE) \]

where, NRMSE is the Normalized Root Mean Square Error. To compute the F-1 score, we require the value for True positive. A true positive is the one in which the detection of an anomaly is within the 10 seconds time frame from the actual. An anomaly can only be a true positive for a single anomaly. That is the same anomaly cannot be counted
twice. False positives are the ones that do not resemble to true positives for certain occurrences. Similarly, false negatives are the anomalies that are in fact true anomalies but are missed by the model. Some of the examples of True Positives, False Positives and False Negative Results are shown in Figure 23.

**Figure 23. Classification of predicted anomalies - First Row, (a): True Positives. Second Row, (b): False Negatives - anomalies indicated with red circles. Third Row, (c): False Positives**

Errors in anomaly detection is represented by the root mean square error (RMSE). It is computed for the ground truth anomaly times and predicted anomaly times for any true positive’s detections. To calculate S3 values, the RMSE is then normalized as shown by NRMSE in equation (1). For this study, normalization is done by performing a min-max normalization approach with the largest value being 300 and the lowest value being
set to 0. As per the results shown in Table 7, the F1 score recorded is at a value of 0.8333, which means that the detector can detect approximately 83.3% of the overall anomalies. However, due to the limitations in the dataset, especially for vehicles located far away from the camera, the model failed to detect anomalies in those cases.

<table>
<thead>
<tr>
<th>Name</th>
<th>F1</th>
<th>RMSE</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Score</td>
<td>0.8333</td>
<td>154.7741</td>
<td>0.4034</td>
</tr>
</tbody>
</table>

Table 7. F1, RMSE and S3 Final values

4.4.3 Vehicle Detection and Count

The goal here was to develop a one-look vehicle counting system that can automatically detect and compute the number of vehicles on the road. For our study, we tabulated the number of vehicles passing across the northbound and southbound roads and computed the accuracy of the model using the statistics precision, recall and F-1 values. An image showing the count of vehicles on both northbound and southbound is shown in Figure 24.

Figure 24. Automatic Vehicle Count across Northbound and Southbound directions

In order to evaluate the performance of the proposed model, we manually counted the number of vehicles passing across both northbound and southbound directions and
computed the number of misses recorded by the proposed model. The total length of the traffic video was 15 minutes each and altogether 26 traffic videos were used for the sample study. There were traffic videos of all sort from day light, to night time and snow. The results obtained are shown in Table 8. The accuracy of the proposed model is obtained by simply dividing the automatic vehicle count over the actual vehicle count (i.e. manual vehicle count). As seen from the table, the performance of the proposed model was much higher since these models obtained over 96% accuracies in both northbound and southbound directions.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Manual Vehicle Count</th>
<th>Automatic Vehicle Count</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northbound</td>
<td>13,796</td>
<td>14,251</td>
<td>96.81 %</td>
</tr>
<tr>
<td>Southbound</td>
<td>12,460</td>
<td>12,848</td>
<td>96.98 %</td>
</tr>
</tbody>
</table>

Table 8. Accuracy for Automatic Vehicle Count
The rapid advancement in the field of machine learning and high-performance computing have highly augmented the scope of automatic traffic monitoring systems. In the current study, we implemented three deep learning-based algorithms, Mask-RCNN, Faster-RCNN and YOLO and deployed two different object tracking systems, IOU and Feature Tracker. Mask-RCNN was used to detect traffic queues from real-time video feeds whereas YOLO and Faster-RCNN were used for detecting traffic anomalies. Furthermore, YOLO was used for the comparison of test results obtained from Mask R-CNN and Faster R-CNN. To ensure uniformity, same dataset of images were used for testing purpose. For traffic queues prediction, Mask R-CNN achieved an accuracy of 92.8% while the highest accuracy achieved by YOLO was 95.5%. The inconsistencies in correctly detecting congestion was mostly due to the poor image quality, traffic queues located far away from the camera, single-lane blockages and glaring effects. All these issues significantly affected the accuracies of the proposed models. It is imperative to note that the performance capabilities of these models appeared to be higher during the day-time than at night. Likewise, for images with too many objects, queue detection wasn’t very accurate which caused a small decline in the overall performance.

The training time for Mask-RCNN was relatively smaller which made it easier to train and implement on real-time video feeds. However, the biggest limitation of Mask-RCNN was that it required 0.3 seconds to process a traffic scene whereas a typical frame rate for a CCTV camera is around 15 fps. This could eventually cause lagging and make the post-processing of videos slower. On the other hand, YOLO is extremely fast, and has the ability of processing video feeds up to 50 frames per second. This is
much faster than the actual CCTV video which stands at around 15 fps. Therefore, in this research we used YOLO to process video feeds initially, and if a scene is flagged as congested, Mask RCNN model is brought in to extract queue related parameters for that scene.

In order to track anomaly, IOU and Feature Tracker were used. For anomaly detection, the F1, RMSE and S3 scores for the model were found to be 0.8333, 154.7741, and 0.4034 respectively. From the results, it was quite evident that the model detected anomalies located closer to the camera but had issues with detecting distant anomalies. Factors such as video pixelation, and traffic intersections also contributed to the lower S3 scores. Video pixelation mainly occurred due to the data compression of video files.

The pixelated videos created random false detections over short durations that led to anomalies which were not true. It is important to note that the tracker’s performance was heavily reliant on the object detector. Similarly, videos stuck periodically caused the tracker to classify some of the false anomalies to a true positive, which was later corrected by studying the speed of the vehicles. The speed of vehicles in stuck video clip remained zero, since each frame were same; thus, the bounding box surrounding it was stationary. However, the speed of the vehicle involved in an accident could be close to zero but not equal to zero, as rectangle surrounding it is mostly in a swaying state. Hence, all anomalies with a speed of zero were classified as false anomalies, thereby discounting the misclassifications of the tracker. Likewise, some of the approaches such as anomaly suppression or video pixelation corrections were performed to improve the effectiveness of the proposed framework, thereby enabling an effective anomaly detection system. Similarly, the overall accuracy for the vehicle count was 96.81 % in the northbound and 96.98 % in the southbound direction. The accuracies were comparatively higher and could be implemented in real-time.
Future studies in this area could investigate a more robust traffic monitoring system using a larger image dataset and could use a combination of different model architectural designs to enhance the overall accuracies. In order to effectively study queueing parameters, the system could be further used to automatically calibrate different CCTV cameras that remain resolute to any changes in camera orientation so that it is able to accurately extract queue-length parameters in feet or meters. Similarly, the object detection algorithm could be further improved by adding additional information for instance, including vehicles and traffic scenes from different camera angles, black-and-white/coloured images in varied environmental conditions. Another future problem to investigate would be the occlusion where the vehicles are too close to each other. In addition, some other classifiers could also be considered for future study. Since, anomaly detection systems rely heavily on trackers and trackers rely more so on detectors, steps should be taken to improve the accuracy of the object detector and furthermore, improve tracking for improved post processing of anomalies using larger-real world datasets. The application of automatic vehicle counting could be further explored by improving the tracking algorithm and taking advantage of the automated vehicle counting system to studying its impact on effective traffic management system while reducing congestion bottlenecks on jammed intersections, freeways and work-zones.
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