ABSTRACT

For any non-trivial system, it is impossible to reach the exact reliability of software due to the complexity, cost, and time required to complete the testing. Instead, a sample of test cases can be used to estimate the overall software reliability. Our objective is to obtain the most accurate estimate of software reliability by allocating test cases among partitions.

In the traditional approach, the method of allocating test cases among partitions is determined before reliability testing begins. By allocating test cases in advance, there is no opportunity to take advantage of the errors in choosing the distributions of test cases that may occur during the testing of the software. The inability to use these errors to adjust the estimate during testing is a shortcoming of a fixed sampling scheme.

We applied sequential sampling schemes to make allocation decisions dynamically throughout the testing process. Under these sampling schemes, we
can refine the allocation of test cases sequentially based on the information gained as the testing proceeds. Using theoretical results and Monte Carlo simulation, we have shown that the proposed sequential sampling scheme performs at least as well as the balanced sampling scheme.
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CHAPTER 1

INTRODUCTION

Software reliability plays an essential role in building confidence in software quality assurance. Software reliability is an essential parameter of evaluating systems and determining whether a program meets specified requirements of the system. In critical systems, the level of reliability must be high; that is, the level of failure should not exceed the order of $10^{-3}$ [11]. Software is most often tested late in the product development cycle despite that a product should not be launched on the market before ensuring reliable functioning. The outcomes from measuring software reliability have significant impacts on decision-makers who must determine whether and when to release a product.

Highly reliable software benefits some industries and academic organizations, such as universities and information technology firms, as well as in the medical and health organizations. To meet the demands of technology development and organizations’ goals, many organizations depend critically on software to perform tasks effectively and efficiently; thus, enabling these entities to carry out their missions with confidence. Unreliable software could lead to disastrous consequences, especially in situations where software failure costs lives. For example, unreliable software in medical devices can neg-
atively impact patient safety [30]. Thus, accurate estimations of software reliability can support significant reductions in risk and costs. The purpose of this research is to present sequential sampling methods for testing software reliability.

Researchers have investigated the testing of software using many distinct testing strategies, such as functional testing [9], mutation testing [5], partition analysis [26], and among others [5, 18]. These testing strategies are based on forms of sub-domain testing. In sub-domain testing, the input domain of the program is divided into sub-domains that may overlap in some strategies [7]. Some strategies require that the input domain must be divided into non-overlapping sub-domains which is referred to as partition testings [32, 33, 16]. Thus, partition testing may be viewed as stratified random sampling [4, 15].

In the approach presented for this study, we focus on a partition testing strategy in which the input domain of all possible test cases is broken into \( K > 2 \) partitions. The methods of creating partitions are not the focus of this research; however, several researchers have studied these methods [8, 28, 33]. The partitions \( D_1, D_2, \ldots, D_k \) must be mutually disjoint and cover the whole domain \( D \) such that:

\[
\begin{align*}
(i) & \quad D = \bigcup_{i=1}^{k} D_i \\
(ii) & \quad D_i \cap D_j = \emptyset, \ i \neq j
\end{align*}
\]
This form of partitioning is known as non-overlapping where we can test each partition independently of the others. The independence here is that if test case $j$ is drawn from partition $i$, then all other partitions selected will not contain test case $j$. Also, there should be an equal chance to select each test case from partition $i$. The goal is to allocate the test cases among partitions to improve the estimated reliability of the software.

The operational profile is a crucial factor in determining how to allocate test cases among partitions. Operational profile is defined as the quantitative characterization of how a system will be used [12]. When using an operational profile, attention is directed toward the operations that are used more frequently by the software. In this approach, larger fractions of the test cases are allocated to the most frequently used functions of a system. We can test software reliability efficiently by using the operation profile , $p_i$, where the values of $p_i$ are specified for each sub-domain [13, 14]. In our method, We assume that the parameters of the operational profile $p_1, p_2, ..., p_k$ are known.

There are several approaches for estimating the probabilities of an operational profile, such as the usage models and Markov chain models [31, 34]; however, it is not the goal of this research to focus on computing the probabilities of operational profile.

Software reliability is defined as the probability that the software will give the correct result for a single randomly chosen use [17]. In our method, this
selected use will be according to the operational profile. Thus, the overall software reliability can be represented by:

$$R = \sum_{i=1}^{k} P_i R_i$$

see [1, 28, 22]. Based on the definition, the reliability of a software can be determined by two categories:

(i) The number of successes and faults in each sub-domain $R_i$.

(ii) The operational profile $P_i$ for each partition.

Because the reliability of the software for each partition, $R_i$, is unknown, the optimal sampling scheme is theoretical and not practical. Thus, we aim to find a model that is as close as possible to the optimal model.

In software testing, exhaustive testing refers to the testing of all possible types of inputs and paths. Unfortunately, exhaustive testing to reach a precise level of software reliability is not possible for any non-trivial system due to the complexity, cost, and time required to complete [10]. Instead, a sample of test cases can be executed to estimate the overall software reliability. We have one constraint for the sample size in the proposed method. We assume that the total number of test cases is fixed. Mathematically, $n_1 + n_2 + ... n_k = N$ where $n_1, n_2, ..., n_k$ are sample sizes that are drawn from sub-domains $D_1, D_2, ..., D_k$, respectively. The approach differs from oth-
ers [11, 3] in which the goal is to meet a specified level of reliability. Under the approach requiring a specific reliability level, the testing halts if the system executes \( n \) test cases and achieves the required goal, otherwise testing continues. Thus, the sample size is not fixed in methods using a specific goal for reliability. Alternatively, our objective is to reach the most accurate estimate by sampling a fixed number of test cases from the software.

In a fixed sampling scheme, the method of allocating test cases among partitions is determined before reliability testing begins. By allocating test cases in advance, there is no opportunity to take advantage of the errors that occur throughout the testing of the software. The inability to use these errors to adjust the estimate during testing is a shortcoming of a fixed sampling scheme. Therefore, we will use sequential sampling schemes to estimate reliability as we test software. Under these sampling schemes, we can refine the allocation of test cases sequentially based on the information gained as the testing proceeds. As the process continues, the remaining test cases are distributed based on previous testing results. We aim to allocate these test cases among the partitions of the software to minimize the variance of the reliability estimate. Through Monte Carlo simulation and theoretical results, we will test whether the proposed sampling scheme performs significantly better than the fixed sampling scheme.
2.1 Introduction

In this section, we introduce a sequential sampling scheme to test software by estimating software reliability. We applied a method that permitted refinement of the process of allocating test cases among partitions of the software. This method of sequential allocation supports the development of allocation decisions that are carried throughout the test process. The process aimed to minimize the variance of the overall estimated reliability of the software system via distributing the total number of test cases $N$ into $K$ partitions. The expectation is that a fully sequential sampling scheme performs better than balanced sampling in which the total number of test cases are allocated in advance. We present the theoretical results and Monte Carlo simulations to show that the proposed sampling scheme performs better than the balanced sampling scheme.
2.2 Estimating Software Reliability

In the context of software testing, reliability provides a measure of the probability that the software runs without failure; thus, reliability always takes the value of 0 or 1. We modeled the outcome of a functional unit as 1, while the outcome of a non-function unit as 0, as seen by

\[ X_{ij} = \begin{cases} 
1, & \text{if the } j^{th} \text{ test case of } i^{th} \text{ partition succeeds.} \\
0, & \text{if the } j^{th} \text{ test case of } i^{th} \text{ partition fails.} 
\end{cases} \]

, where \( X_{ij} \) is the outcome of the \( j^{th} \) test case of \( i^{th} \) partition.

Because the outcome is binary, it is obvious that \( X_{ij} \) follows Bernoulli distribution with parameter \( R_i \), which is the software reliability estimator for partition \( i \). After allocating \( n_i \) test cases to partition \( i \), we define \( \hat{R}_i \) as the estimator for \( R_i \). The maximum likelihood estimator of each partition \( R_i \) with \( n_i \) test cases is determined as follow:

\[ f(X_{ij}) = \begin{cases} 
R_i, & \text{if } X_{ij} = 1 \\
1 - R_i, & \text{if } X_{ij} = 0 
\end{cases} \]
The reliability mass function of each $X_{ij}$ is

$$f(X_{ij}) = R_i^{X_{ij}}(1 - R_i)^{1-X_{ij}} \quad (2.1)$$

The likelihood function $L(R_i)$ is given by:

$$L(R_i, X_{i1}, \ldots, X_{ini}) = \prod_{j=1}^{n_i} f(X_{ij})$$

$$= R_i^{X_{i1}}(1 - R_i)^{1-X_{i1}} \cdots R_i^{X_{ini}}(1 - R_i)^{1-X_{ini}} \quad (2.2)$$

We can simplify (2.2) by summing up the exponents:

$$L(R_i, X_{i1}, \ldots, X_{ini}) = R_i^{\sum_{j=1}^{n_i} X_{ij}}(1 - R_i)^{1-\sum_{j=1}^{n_i} X_{ij}} \quad (2.3)$$

To maximize (2.3), we will take the natural algorithm of likelihood function:

$$\log (L(R_i, X_{i1}, \ldots, X_{ini})) = \sum_{j=1}^{n_i} X_{ij} \log (R_i) + (n_i - \sum_{j=1}^{n_i} X_{ij}) \log (1 - R_i) \quad (2.4)$$

Then the partial derivative of the natural logarithm with respect to $R_i$ will be set to zero:
\[
\frac{\partial \log (L(R_i, X_{i1}, \ldots, X_{im}))}{\partial R_i} = \frac{\sum_{j=1}^{n_i} X_{ij}}{R_i} - \frac{(n_i - \sum_{j=1}^{n_i} X_{ij})}{1 - R_i}
\]

\[= \sum_{j=1}^{n_i} X_{ij} (1 - R_i) - (n_i - \sum_{j=1}^{n_i} X_{ij}) R_i \]

\[= \sum_{j=1}^{n_i} X_{ij} - n_i R_i = 0 \quad (2.5)\]

\[R_i = \frac{\sum_{j=1}^{n_i} X_{ij}}{n_i} \quad (2.6)\]

Hence, the MLE estimator of each partition \( R_i \) is given by :

\[
\hat{R}_i = \frac{\sum_{j=1}^{n_i} X_{ij}}{n_i} \quad (2.7)
\]

, where \( n_i \) is the number of test cases that are allocated to partition \( i \).

After we have determined the estimated reliability of each partition with \( n_i \) test cases, we aim now to find the estimation of overall software reliability.

Based on the definition, our estimator \( \hat{R} \) for overall software reliability , \( R \), can be obtained by :
Several strategies are used to allocate test cases among partitions and find the most accurate estimator of software reliability, such as [21, 25, 24, 19]. Our goal is to allocate the total number of test cases, $N$, among the partitions, $K$, using a strategy that achieves the most accurate estimate possible for software reliability. We are using a classical approach by aiming to minimize the variance of overall estimated software reliability incurred by the maximum likelihood estimator. To find the variance of the overall estimated reliability of $\hat{R}$, we will use two properties. First, operational profile is fixed, so we will prove that $\text{Var}(P_i R_i) = P_i^2 \text{Var}(R_i)$. Also, we assume that we test each partition independently of the others; thus, we need to prove that the sum of the variance equals the variance of the sum.

**Theorem 2.2.1** If $R_i$ is any random variable and $p_i$ is any constant, then

$$\text{Var} (p_i R_i) = p_i^2 \text{Var} (R_i)$$

**Proof 2.2.1**

$$\text{Var} (p_i R_i) = E \left[ (p_i R_i - E [p_i R_i])^2 \right]$$

*By the linearity of the expected value, we obtain*
\[ \text{Var}(p_i R_i) = \mathbb{E} \left[ (p_i R_i - p_i \mathbb{E}[R_i])^2 \right] \]

\[ = p_i^2 \mathbb{E} \left[ (R_i - \mathbb{E}[R_i])^2 \right] \]

\[ = p_i^2 \text{Var}(R_i) \tag{2.9} \]

Now it is useful to prove that the sum of the variance is equal to the variance of the sum for independent random variables.

**Theorem 2.2.2** if \( R_i \) and \( R_\ell \) are two independent random variables, then

\[ \text{Var}(R_i + R_\ell) = \text{Var}(R_i) + \text{Var}(R_\ell) \]

**Proof 2.2.2**

\[ \text{Var}(R_i + R_\ell) = \mathbb{E} \left[ (R_i + R_\ell)^2 \right] - (\mathbb{E}[R_i + R_\ell])^2 \]

\[ = \mathbb{E} \left[ R_i^2 + R_\ell^2 + 2R_i R_\ell \right] - \left( \mathbb{E}[R_i] + \mathbb{E}[R_\ell] \right)^2 \]

\[ = \mathbb{E} \left[ R_i^2 \right] + \mathbb{E} \left[ R_\ell^2 \right] + 2 \mathbb{E}[R_i] \mathbb{E}[R_\ell] - \left( \mathbb{E}[R_i]^2 + 2 \mathbb{E}[R_i] \mathbb{E}[R_\ell] + \mathbb{E}[R_\ell]^2 \right) \]

\[ = \mathbb{E} \left[ R_i^2 \right] - \mathbb{E}[R_i]^2 + \mathbb{E} \left[ R_\ell^2 \right] - \mathbb{E}[R_\ell]^2 + 2 \mathbb{E}[R_i R_\ell] - 2 \mathbb{E}[R_i] \mathbb{E}[R_\ell] \]

\[ = \text{Var}(R_i) + \text{Var}(R_\ell) + 2 \mathbb{E}[R_i R_\ell] - 2 \mathbb{E}[R_i] \mathbb{E}[R_\ell] \tag{2.10} \]
Since \( R_i \) and \( R_\ell \) are independent, then \( \mathbb{E}[R_iR_\ell] = \mathbb{E}[R_i] \mathbb{E}[R_\ell] \)

\[
\text{Var}(R_i + R_\ell) = \text{Var}(R_i) + \text{Var}(R_\ell) + 2 \mathbb{E}[R_iR_\ell] - 2 \mathbb{E}[R_i] \mathbb{E}[R_\ell] \\
\overset{(2.11)}{=} \text{Var}(R_i) + \text{Var}(R_\ell)
\]

We can use the properties in (2.9) and (2.10) to simplify the variance of overall software reliability estimator such that:

\[
\text{Var} \left( \hat{R} \right) = \text{Var} \left( \sum_{i=1}^{k} p_i \hat{R}_i \right) \\
= \sum_{i=1}^{k} p_i^2 \text{Var} \left( \hat{R}_i \right) \\
= \sum_{i=1}^{k} p_i^2 \frac{R_i(1 - R_i)}{n_i}
\]

Because the aim to distribute the total number of test cases \( N \) among partitions is to obtain the most accurate estimator, we seek the best strategy to select \( n_1, n_2, \ldots, n_k \) in (2.12) where the variance become as small as possible.

There are several potential choices to select the sample size for each partition \( i \). In a sequential sampling scheme, test cases are determined during the testing process. In contrast, a balanced sampling scheme determines how to allocate test cases among partitions before testing starts. Our primary mission is to derive a near-optimal strategy that minimizes the variance of our estimated reliability model.
2.3 Optimal Sampling Scheme

Exhaustive testing for any non-trivial system is impossible; therefore, finding an exact value for software reliability is also not possible. To circumvent the problem, we have used sampling methods to estimate software reliability. In this section, we will consider the optimal allocation of the total number of test cases $N$ to different partitions. Using optimal allocation, we can work to obtain the most accurate reliability estimator where each partition has the ideal number of test cases. We use Lagrange multipliers as a method to solve optimization problems with one or more constraints [27]. In our method, we want to minimize:

$$\text{Var} \left( \hat{R} \right) = \sum_{i=1}^{k} \frac{p_i^2 R_i(1 - R_i)}{n_i}$$  \hspace{1cm} (2.13)

We have only one constrain that is the total number of test cases is fixed:

$$n_1 + n_2 + .... + n_k = N$$

**Theorem 2.3.1** The optimal allocation of the sample size $N$ to minimize the variance of overall estimated reliability subject to the constraint $N = \sum_{i=1}^{k} n_i$ is given by:

$$n_i = \frac{N \ p_i \sqrt{R_i(1 - R_i)}}{\sum_{i=1}^{k} p_i \sqrt{R_i(1 - R_i)}}$$

**Proof 2.3.1** To use Lagrange multiplier, we want to illustrate two parts:
1- the function that we need to minimize that is

\[ f(n_1, n_2, \ldots, n_k, \lambda) = \sum_{i=1}^{k} \frac{p_i^2 R_i(1 - R_i)}{n_i} \]  \hspace{1cm} (2.14)

2- the constrain that we have

\[ g(n_1, n_2, \ldots, n_k) = \sum_{i=1}^{k} n_i - N \]  \hspace{1cm} (2.15)

So we can now use lgrange function which is:

\[ L(n_1, n_2, \ldots, n_k, \lambda) = f(n_1, n_2, \ldots, n_k, \lambda) + \lambda g(n_1, n_2, \ldots, n_k) \]

\[ = \sum_{i=1}^{k} \frac{p_i^2 R_i(1 - R_i)}{n_i} + \lambda \left( \sum_{i=1}^{k} n_i - N \right) \]  \hspace{1cm} (2.16)

Differentiating (2.16) with respect to \( n_i \), and setting to Zero:

\[ \frac{\partial L(n_1, n_2, \ldots, n_k, \lambda)}{\partial n_i} = -\frac{p_i^2 R_i(1 - R_i)}{n_i^2} + \lambda = 0 \]  \hspace{1cm} (2.17)

Thus,

\[ n_i = \sqrt{\frac{p_i^2 R_i(1 - R_i)}{\lambda}} \] \hspace{1cm} (2.18)
Hence,

\[ N = \sum_{i=1}^{k} n_i = \frac{\sum_{i=1}^{k} p_i^2 \sqrt{R_i(1 - R_i)}}{\sqrt{\lambda}} \]  \hspace{1cm} (2.19)

and

\[ \lambda^{\frac{1}{2}} = \frac{1}{N} \sum_{i=1}^{k} p_i^2 \sqrt{R_i(1 - R_i)} \]  \hspace{1cm} (2.20)

Hence, we substitute (2.20) into the expression of \( n_i \) in (2.18), we obtain

\[ n_i = \frac{N \ p_i^2 \sqrt{R_i(1 - R_i)}}{\sum_{i=1}^{k} p_i^2 \sqrt{R_i(1 - R_i)}} \]  \hspace{1cm} (2.21)

From the previous theorem 2.3.1, we determined the optimal allocation for each partition given the total number of test cases, the operational profile, and software reliability for each partition. Because the software reliability for each partition \( R_i \) is unknown, the optimal sampling scheme is theoretical but not practical. Unfortunately, this limitation prevents the use of the optimal allocation strategy to obtain the best software reliability estimator. Due to the shortcoming, we were motivated to explore a sequential allocation scheme, as described in the next section.
2.4 Sequential Sampling Scheme

We consider the problem of allocating the total number of test cases among partitions such that the variance is minimized. Because optimal allocation is unattainable, the aim is to find a nearly optimal variance of the software reliability estimator. In contrast to a balanced sampling scheme where the allocation of test cases is determined in advance, a sequential sampling scheme relies on distribution test cases among partitions dynamically during the testing process. Evidence supports that the fully sequential scheme performs more efficiently than balanced sample allocation because we can refine our allocation for test cases among partitions as information accrues about the system. The variance of overall software reliability estimator is given by:

\[ \text{Var} \left( \hat{R} \right) = \sum_{i=1}^{k} \frac{p_i^2 R_i (1 - R_i)}{n_i} \]  (2.22)

Assume that we have only two partitions, so the equation (2.22) will be written such that:

\[ \text{Var}(\hat{R}) = \frac{p_1^2 R_1 (1 - R_1)}{n_1} + \frac{p_2^2 R_2 (1 - R_2)}{n_2} \]  (2.23)

We want to simplify (2.23) to facilitate finding how we can allocate test cases among partitions.

Here we show the algebraic steps to simplify (2.23):
\[ V_{ar}(\hat{R}) = \frac{p_1^2 R_1(1-R_1)}{n_1} + \frac{p_2^2 R_2(1-R_2)}{n_2} \]

\[ = \frac{n_2 p_1^2 R_1(1-R_1) + n_1 p_2^2 R_2(1-R_2)}{n_1 n_2} \]

\[ = \frac{N(n_2 p_1^2 R_1(1-R_1) + n_1 p_2^2 R_2(1-R_2))}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{(n_1 + n_2)(n_2 p_1^2 R_1(1-R_1) + n_1 p_2^2 R_2(1-R_2))}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{n_1 n_2 p_1^2 R_1(1-R_1) + n_2^2 p_1^2 R_1(1-R_1) + n_1 n_2 p_2^2 R_2(1-R_2) + n_1 n_2 p_2^2 R_2(1-R_2)}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{n_1 n_2 p_1^2 R_1(1-R_1) + n_2^2 p_1^2 R_1(1-R_1) + n_1 n_2 p_2^2 R_2(1-R_2) + n_1 n_2 p_2^2 R_2(1-R_2)}{(n_1 + n_2) n_1 n_2} + \frac{2p_1 p_2 R_1(1-R_1) + 2p_1 p_2 R_1(1-R_1)R_2(1-R_2)}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{n_1 n_2 p_1^2 R_1(1-R_1) + n_2^2 p_1^2 R_1(1-R_1) + n_1 n_2 p_2^2 R_2(1-R_2) + n_1 n_2 p_2^2 R_2(1-R_2)}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{(p_1 \sqrt{R_1(1-R_1)} + p_2 \sqrt{R_2(1-R_2)})^2}{(n_1 + n_2)} + \frac{(n_2 p_1 \sqrt{R_1(1-R_1)} - n_1 p_2 \sqrt{R_2(1-R_2)})^2}{(n_1 + n_2) n_1 n_2} \]

\[ = \frac{(p_1 \sqrt{R_1(1-R_1)} + p_2 \sqrt{R_2(1-R_2)})^2}{N} + \frac{(n_2 p_1 \sqrt{R_1(1-R_1)} - n_1 p_2 \sqrt{R_2(1-R_2)})^2}{N n_1 n_2} \]
Hence the variance of overall software reliability estimator can be rewritten such that:

$$Var(\hat{R}) = \frac{\left(P_1 \sqrt{R_1(1-R_1)} + P_2 \sqrt{R_2(1-R_2)}\right)^2}{N} + \frac{\left(n_2 P_1 \sqrt{R_1(1-R_1)} - n_1 P_2 \sqrt{R_2(1-R_2)}\right)^2}{N n_1 n_2}$$

(2.24)

By selection of $n_1, n_2, ..., n_k$, we aim to minimize $Var(\hat{R})$ in above equation. Note the first term of (2.24) relies on the fixed total number of test cases, the known operational profiles, and unknown software reliability estimators. The first term of the equation is fixed, and we cannot manipulate it.

Hence, the variance will be bounded below by:

$$Var(\hat{R}) \geq \frac{(P_1 \sqrt{R_1(1-R_1)} + P_2 \sqrt{R_2(1-R_2)})^2}{N}$$

(2.25)

with equality if:

$$\frac{n}{n_2} = \frac{P_1 \sqrt{R_1(1-R_1)}}{P_2 \sqrt{R_2(1-R_2)}}$$

(2.26)

By achieving the equality of (2.25), we obtain the variance incurred by the optimal allocation that is:

$$Var(\hat{R}_{optimal}) = \frac{(P_1 \sqrt{R_1(1-R_1)} + P_2 \sqrt{R_2(1-R_2)})^2}{N}$$

(2.27)
The question becomes how to allocate the test cases among partitions to achieve the equality of (3.5). Rather than selecting $n_1, n_2, \ldots, n_k$ in advance by using balanced allocation that prevents recovery from test case distribution mistakes, we allocated test cases among partitions to force the second term of (2.24) to be zero. Thus, we dynamically determined partitions to which test cases can be allocated, as shown in the next section.

## 2.5 Fully Sequential Sampling Scheme

In this section, we introduce one of the sequential sampling schemes to test software to estimate software reliability. This sequential allocation promotes learning about the software such that test cases are allocated throughout the test process based on prior results. In a fully sequential sampling scheme, we allocated test cases one after another among partitions in each stage, such that an allocation decision is made after obtaining each test result. The goal in this scheme is to obtain the near-optimal choices for distributing the test cases among sub-domains that will minimize the variance of the overall software reliability estimator. This fully sequential scheme is expected to perform very well and more accurate than balanced sampling scheme in which the number of test cases is determined in advance for each partition. The following will be an outline for the fully sequential sampling scheme:

**Step I :**

We will distribute $\ell$ test cases among partitions.

**Step II :**
After $\ell$ test cases have been distributed where $\ell \geq k$, we will allocate test cases one by one.

Step IV :
The next test case $\ell + 1$ will be taken from partition $i$ if for all partitions:

$$\frac{n_{\ell,1}}{n_{\ell,2}} < \frac{P_1 \sqrt{R_1 (1 - R_1)}}{P_2 \sqrt{R_2 (1 - R_2)}}$$

(2.28)

where $n_{\ell,1}$ is the cumulative test cases allocated to partition 1 after $\ell$ tests have been allocated and

$$\hat{R}_{\ell,1} = \frac{n_{\ell,1}}{\sum_{j=1}^{n_{\ell,1}} X_{ij}}$$

Step V :
If there is an equality, it can be resolved in an arbitrary fashion such as an independent random experiment.

Step VI :
we will repeat IV sequentially until all the test cases are allocated.

The idea of this approach is to evolve an optimal sampling method by dynamically altering allocation among partitions as we learn more about software performance. The advantage of this method is that we can gain insightful information for each sub-domain and refine test cases allocation sequentially among partitions using this information. However, the disadvantage of this method is that we have to make $\ell = N - K$ decision in advance to obtain our estimate. Also,
the execution of test cases may be time-consuming and costly run; therefore, the
process should be automated. The primary benefit of automated testing is that
we can execute more test cases in less time. As the software matures, more time
is required to execute a single test case because, by this stage, many failures are
eliminated. In the next sections, we make comparisons to prove the efficiency of a
fully sequential sampling scheme over the balanced sampling scheme.

2.6 Comparison

Using theoretical results and Monte Carlos simulations, we compared the fully
sequential sampling and balance sampling schemes. This comparison is made in
consideration of minimizing the variance of the overall software reliability estimate.
We demonstrate the efficiency of a fully sequential scheme when the total number
of test cases $N$ is large. Also, we expected that the proposed sequential scheme
performs better than a balanced sampling scheme. This expectation of the fully
sequential scheme is built on the refinements of allocation that are possible as we
learn more about the software. Thus, we have an opportunity to recover from
the mistakes in choosing the allocations of test cases among partitions by using
previous test results. The distribution of test cases has a significant impact on the
accuracy of the software reliability estimator. As we mentioned in equation (2.24),
the first term is fixed and does not rely on the sample size of partition $n_i$. By
choosing $n_1, n_2, ..., n_k$ that forces the second term to be zero to achieve equality of
(3.5), the variance of a fully sequential scheme becomes:

$$\text{Var}(\hat{R}) \geq \frac{(P_1 \sqrt{R_1(1 - R_1)} + P_2 \sqrt{R_2(1 - R_2)})^2}{N}$$

(2.29)
In the next section, we compare theoretically sequential test allocation scheme with the optimal sampling scheme and prove its accuracy by showing an impact on the variance of the overall software reliability estimator. We also demonstrate results by Monte Carlo Simulations in which we compare a fully sequential sampling scheme with a balanced sampling scheme.

2.7 Theoretical Result

In this section, we present theoretical results to prove the efficiency of a fully sequential sampling scheme in terms of minimizing the variance of the overall software reliability estimator. It is critical to know about the advantages of choosing one specific methodology over another. The importance of this theoretical result lies in its support of a scheme that mimics the optimal sampling, especially when $N$ is large. We aim to determine $\text{Var}(\hat{R}_{\text{fully}}) - \text{Var}(\hat{R}_{\text{optimal}})$, where $\text{Var}(\hat{R}_{\text{fully}})$ is the variance incurred by the fully sequential sampling scheme and $\text{Var}(\hat{R}_{\text{optimal}})$ is the variance associated with the optimal sampling scheme as in (2.27).

**Theorem 2.7.1** The excess variance incurred by the fully sequential sampling scheme over the variance incurred by the optimal sampling is of order of $\frac{1}{N}$.

**Proof 2.7.1**:

We want to show that

$$N \left[ \text{Var}(\hat{R}_{\text{fully}}) - \text{Var}(\hat{R}_{\text{optimal}}) \right] = 0 \quad \text{as} \quad N \to \infty$$
where

$$\text{Var}(\hat{R}_{\text{fully}}) = \frac{\left(\sum_{i=1}^{k} P_i \sqrt{R_i(i - R_i)}\right)^2}{N} + \sum_{i=1}^{k} \sum_{j=i+1}^{k} \frac{\left(n_j P_i \sqrt{R_i(1 - R_i)} - n_i P_j \sqrt{R_j(1 - R_j)}\right)^2}{N n_1 n_2}$$

and

$$\text{Var}(\hat{R}_{\text{optimal}}) = \frac{\left(\sum_{i=1}^{k} P_i \sqrt{R_i(i - R_i)}\right)^2}{N}$$

Thus,

$$\left[ \text{Var}(\hat{R}_{\text{fully}}) - \text{Var}(\hat{R}_{\text{optimal}}) \right] = \sum_{i=1}^{k} \sum_{j=i+1}^{k} \frac{\left(n_j P_i \sqrt{R_i(1 - R_i)} - n_i P_j \sqrt{R_j(1 - R_j)}\right)^2}{N n_1 n_2}$$

We can establish the proof of theorem if we can show that in the fully sequential sampling scheme

$$\sum_{i=1}^{k} \sum_{j=i+1}^{k} \frac{\left(n_j P_i \sqrt{R_i(1 - R_i)} - n_i P_j \sqrt{R_j(1 - R_j)}\right)^2}{N n_1 n_2} \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty$$

Hence, the proof follows if we can show:

$$\frac{n_i}{n_j} = \hat{C}_{i,j} \quad \text{as} \quad N \rightarrow \infty$$
, where
\[
\hat{C}_{i,j} = \frac{P_i \sqrt{R_i(1 - R_i)}}{P_j \sqrt{R_j(1 - R_j)}}
\]

The rest of this proof is similar to Rekab [20]. Let \( k \) be the large enough and define \( k^{(i)} \) to be the largest stage before \( k \) such that:

\[
k^{(i)} = \sup \left\{ \ell < k : \frac{n_{i,\ell}}{n_{j,\ell}} = C_{i,j}(\ell) \quad \text{for all} \quad i \neq j \right\}
\]

where \( n_{\ell,i} \) is the cumulative test cases allocated to partition \( i \) after \( \ell \) tests have been allocated.

and \( k^{(i)} \to \infty \) as \( k \to \infty \). Then

\[
\frac{n_{i,k}}{n_{j,k}} \leq \frac{n_{i,k^{(i)}} + 1}{n_{j,k^{(i)}}} \leq \hat{C}_{i,j}(k^{(i)}) + \frac{1}{n_{i,k^{(i)}}}
\]

On the other hand,

\[
\frac{n_{i,k}}{n_{j,k}} \geq \frac{n_{i,k^{(i)}} + 1}{n_{j,k^{(i)}} + 1} \geq \hat{C}_{i,j}(k^{(i)}) \left(1 - \frac{1}{n_{j,k^{(i)}} + 1}\right)
\]

The proof follows by the strong law of large numbers.

This theorem proves that the variance of fully sequential sampling schemes approach the optimal variance, as \( N \) gets large.

### 2.8 Monte Carlo Simulations

In this section, we make experimental comparisons among the fully sequential sampling scheme, the balanced sampling scheme, and the optimal sampling model.
In this simulation, we used R program. We discuss the case where the input domain $D$ of all possible test cases is broken up into two disjoint partitions $D_1, D_2$. Each of these sub-domains is associated with reliability $R_1$ and $R_2$. Also, we assume that the known usage probability $p_1, p_2$ is associated with $D_1, D_2$, respectively.

The tables show the results for the distinct software reliabilities $R_1$ and $R_2$ as well as various usage probabilities $p_1, p_2$. The results show that the fully sequential sampling scheme performs more effectively than the balanced sampling scheme.

Table (1) presents results of the estimated variance under various parameters $R_1, R_2$ and different usage probabilities $p_1, p_2$. In columns five, six, and seven, we show the estimated variance of the optimal allocation model, fully sequential allocation, and the balanced allocation model, respectively. The results show that the proposed sequential sampling scheme performs very close to the optimal sampling scheme. Also, the estimated variance of a fully sequential scheme is less than the estimated variance of the balanced scheme in most cases. The only case in which the balanced allocation performed better than fully sequential allocation scheme occurs when the usage probabilities $p_1, p_2$ are equal, and the reliability of partitions be $R_1 = R_2$ or $R_1 = 1 - R_2$ such as the case in the last two columns. In general, the fully sequential scheme has proved its superiority over the balanced plan through Monte Carlo Simulation.

In table (2), we focus on the comparison between the fully sequential sampling scheme and the balanced scheme. The last column contains the ratio of the proposed scheme over the balanced scheme. Where the ratio of two schemes is less than 1, the results favor the fully sequential sampling scheme. Regardless of the reliability and usage probability of each partition, the simulation results show
the superiority of a fully sequential sampling scheme over the balanced sampling scheme.

Table (6) presents the simulation results for various total sample sizes with the ratio of the variance of optimal sampling scheme over the variance of sequential scheme. It is obvious from the simulation results that the sequential sampling scheme outperformed near optimally, as N becomes very large. Intuitively, and by Theorem (2.7.1), this result is what we would expect from that the sequential sampling schemes use gained during the testing process.

The two figures show results for various total sample sizes, N, and the ratio of optimal sampling scheme over the sequential sampling scheme. It is obvious that as N becomes large, the ratio be very close to 1. This indicates that the sequential sampling schemes become near optimally as the total number of test cases gets large.
CHAPTER 3

A TWO-STAGE SAMPLING SCHEME FOR SOFTWARE RELIABILITY ESTIMATION

3.1 Introduction

In this chapter, we consider the same problem as in the previous chapter, that of determining how test cases might be allocated among partitions. The purpose of the allocation strategy is to obtain the most accurate software reliability by minimizing the variance of overall estimated software reliability. In the previous chapter, we described the fully sequential sampling scheme in which test cases should be executed one after another; thus, allocation decisions could be made after each test execution. However, in some cases, a fully sequential sampling scheme is challenging and becomes very costly and time-consuming. Thus, we proposed another sequential sampling scheme that is more convenient in some situations.

In this chapter, we present a two-stage sampling scheme. The proposed scheme could be more accessible to implement than most fully sequential sampling schemes. This two-stage sampling scheme is executed in two batches, and therefore, requires fewer computations. Using our method, we determined the size of the second stage according to the results from the first stage. We compared the results from the two-stage sampling scheme with the balanced sampling scheme to show the strength of the two-stage method as measured by the variance of overall estimated reliability. These comparisons are made both theoretically and through Monte Carlo
3.2 Sequential Sampling Scheme

As mentioned in chapter one, the optimal sampling scheme can only be theoretical and not practical because the software reliability for each partition $R_i$ is unknown. In a balanced sampling scheme, we determine how to allocate test cases among partitions in advance, so we cannot refine our allocation through the testing process. Because of the shortcomings of the optimal and balanced sampling schemes, we were motivated to introduce a dynamic allocation approach.

In a two-stage sampling scheme, we have some assumptions that are:

- Total number of test cases is fixed.
  
  \[ N = n_1 + n_2 + \ldots + n_k \]

- The parameters of the operational profile $p_1, p_2, \ldots, p_k$ are known.

- Each partition will be tested independently of the other partitions.

Our goal is to allocate the $N$ test cases among $k$ partitions to obtain the most accurate software reliability. This process shown here was determined by minimizing the variance of estimated software reliability.

From the above equation (3.3), the variance will be bounded below by:

\[
\text{Var} \left( \hat{R} \right) = \sum_{i=1}^{k} \frac{p_i^2 R_i (1 - R_i)}{n_i}
\]  

(3.1)
Assume that we have only two partitions, then our goal is to minimize:

\[ Var(\hat{R}) = \frac{p_1^2 R_1(1 - R_1)}{n_1} + \frac{p_2^2 R_2(1 - R_2)}{n_2} \]  

(3.2)

The equation(3.2) can be re-written as:

\[
Var(\hat{R}) = \left( \frac{P_1 \sqrt{R_1(1 - R_1)} + P_2 \sqrt{R_2(1 - R_2)}}{N} \right)^2 + \frac{(n_2 P_1 \sqrt{R_1(1 - R_1)} - n_1 P_2 \sqrt{R_2(1 - R_2)})^2}{N n_1 n_2}
\]

(3.3)

From the above equation(3.3), the variance will be bounded below by:

\[
Var(\hat{R}) \geq \left( \frac{P_1 \sqrt{R_1(1 - R_1)} + P_2 \sqrt{R_2(1 - R_2)}}{N} \right)^2
\]

(3.4)

with equality if:

\[
\frac{n_1}{n_2} = \frac{P_1 \sqrt{R_1(1 - R_1)}}{P_2 \sqrt{R_2(1 - R_2)}}
\]

(3.5)

The optimal variance is achieved when we can meet the equality of (3.5). Hence, we aim to determine the sample size for both \( n_1, n_2 \) that minimizes the variance of the software reliability estimator. In the next section, we dynamically allocate test cases among partitions.
3.3 Two Stage Sampling Scheme

In this section, we introduce a sequential sampling scheme to test software and estimate reliability. We present a two-stage sampling scheme in which test cases can be allocated among partitions in two phases. Our goal of this scheme is to obtain the near-optimal choices for distributing the test cases among subdomains by minimizing the variance of the overall software reliability estimator. This two-stage sampling scheme is expected to be more convenient than a fully sequential sampling scheme because it requires fewer computations than the fully sequential sampling scheme. Also, the two-stage sampling scheme is expected to perform better than a balanced sampling scheme by virtue of lower the variance incurred by the overall estimated software reliability. The following description is an outline for a two-stage sampling scheme:

3.3.1 First Stage

In the first stage, we sample initial test cases from each partition. Many researchers have shown that an expected initial sample size should be about $\sqrt{N}$ \cite{29, 2}. The initial sample size $L$ must satisfy with the following conditions:

- if $N$ is large, $L$ must be large.
- $L \leq \frac{N}{k}$, where $k$ is the number of partitions.
- $\frac{L}{N} \to 0 \quad as \quad N \to \infty$, which means that $L$ is relatively small compared to $N$. 
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After we allocate test cases for each partition, we can estimate the software reliability with the obtained results of the small sample size by:

$$\hat{R}_i = \frac{\sqrt{N} \sum_{j=1}^{\sqrt{N}} X_{ij}}{\sqrt{N}}$$

Also, the overall software reliability estimator based on the initial sample is given by:

$$\hat{R}_i = \sum_{i=1}^{k} p_i \hat{R}_i$$

$$= \sum_{i=1}^{k} p_i \left[ \frac{\sqrt{N} \sum_{j=1}^{\sqrt{N}} X_{ij}}{\sqrt{N}} \right]$$  \hspace{1cm} (3.6)

After the outcome of the test cases is obtained for each partition, we can estimate $R_i$ based on the initial sample. The first stage results have a significant effect on a decision on how to allocate test cases in the second stage.

### 3.3.2 Second Stage

In the second stage, we would use the information that we gained from first stage to sequentially allocate the remaining test cases among partitions such that the variance of overall software reliability is minimized. Because we assumed that
we have only two sub-domains, we aim to determine the number of test cases for both \( n_1 \) and \( n_2 \). Mathematically, the total remaining of test cases would be such that:

\[
N - 2 \sqrt{N} = \begin{cases} 
    n_1 - \sqrt{N}, & \text{for first partition.} \\
    n_2 - \sqrt{N}, & \text{for second partition.}
\end{cases}
\]  

(3.7)

We will combine the first stage results with the optimal theoretical results to determine the test cases for each partition. The number of test cases for each partition \( n_1 \) and \( n_2 \) is determined as:

\[
n_1 = N \frac{P_1 \sqrt{\hat{R}_1(1 - \hat{R}_1)}}{P_1 \sqrt{\hat{R}_1(1 - \hat{R}_1)} + P_1 \sqrt{\hat{R}_1(1 - \hat{R}_1)}}
\]

\[
n_2 = N - n_1
\]

After we have performed the second stage, we can obtain the variance incurred by two-stage sampling scheme that is given such that:

\[
Var(\hat{R}) = \frac{p_1^2}{n_{1, \text{twostage}}} R_1(1 - R_1) + \frac{p_2^2}{n_{2, \text{twostage}}} R_2(1 - R_2)
\]  

(3.8)

In next two section, we will show theoretical result and Monte Carlo simulation to prove that the two stage sampling scheme performs much better than the balanced
3.4 Theoretical Result

In this section, we will prove the efficiency of two-stage sampling scheme in terms of minimizing the variance of overall software reliability estimator via theoretical result. We aim to determine \( \text{Var}(\hat{R}_{\text{twostage}}) - \text{Var}(\hat{R}_{\text{optimal}}) \), where \( \text{Var}(\hat{R}_{\text{twostage}}) \) is the variance incurred by the fully sequential sampling scheme and \( \text{Var}(\hat{R}_{\text{optimal}}) \) is the variance incurred by the optimal sampling scheme. The next theorem proves that the variance of two-stage sampling schemes approaches the optimal variance, as \( N \) gets large.

**Theorem 3.4.1** The excess variance incurred by the two stage sampling scheme over the variance incurred by the optimal sampling is of order of \( \frac{1}{N} \).

**Proof 3.4.1 :**

It will in fact show that

\[
N \left[ \text{Var}(\hat{R}_{\text{fully}}) - \text{Var}(\hat{R}_{\text{optimal}}) \right] \text{ will approach zero.}
\]

The variance incurred by the optimal is given by:

\[
\text{Var}(\hat{R}_{\text{optimal}}) = \frac{\left( \sum_{i=1}^{k} P_i \sqrt{R_1(i - R_i)} \right)^2}{N}
\]

Hence, the proof will follow if we show that the test cases of partition \( i \) is nearly equal to
We know that the estimation of $n_i$ should not exceed the remaining of test cases for second stage and should not be smaller than the initial sample, that is:

$$n_i = \min \{ N - (K - 1) \frac{L}{N}, \max \{ L, \hat{n}_i \} \}$$

, where $i = 1, \ldots, k - 1$ and $L$ is the initial sample.

Then

$$\frac{n_i}{N} = \min \left\{ \frac{N}{N} - \frac{(K - 1) L}{N}, \max \left\{ \frac{L}{N}, \frac{\hat{n}_i}{N} \right\} \right\}$$

By substituting the estimation of $n_i$

$$\frac{n_i}{N} = \min \left\{ \frac{N}{N} - \frac{(K - 1) L}{N}, \max \left\{ \frac{L}{N}, \frac{\hat{n}_i}{N} \right\} \right\}$$

Hence, for a large number of test cases to be tested $N$, the proportion of $\frac{n_i}{N}$

approach like

$$\frac{P_i \sqrt{R_i (1 - R_i)}}{\sum_{i=1}^{k} P_i \sqrt{R_i (1 - R_i)}}.$$
the optimal variance, as $N$ gets large.

3.5 Monte Carlo Simulations

In this section, we show the results of experimental comparison between the two stage sampling scheme described above, the balanced sampling schemes and the optimal sampling scheme. The goal of this comparison is to figure out the scheme that give most accurate estimator in terms of minimizing the variance of overall estimated software reliability. We consider the case where the input domain of the program $D$ is divided into two sub-domains $D_1, D_2$. Each of these sub-domains is associated with reliability $R_1$ and $R_2$. Also, associated with each sub-domain $D_1, D_2$ is the usage probability $p_1, p_2$, respectively.

Table (3) displays results of the estimated variance of the optimal sampling scheme, two-stage sampling scheme, and the balanced sampling scheme in columns five, six, and seven, respectively. We show different values of software reliability as the usage probabilities across the first four columns. The results indicated that the proposed sequential sampling scheme performed near optimally. Also, the estimated variance of the two-stage sampling scheme is less than the estimated variance of the balanced scheme in most cases. A result similar to the case in which the balanced allocation performed better than the fully sequential sampling scheme, was also found with the use of the two-stage sampling scheme. The case occurs when the usage probabilities $p_1, p_2$ are equal, and the reliability of partitions be $R_1 = R_2$ or $R_1 = 1 - R_2$, as in the last two columns. However, the two-stage sampling scheme demonstrates superior outcomes over those from a balanced scheme in all other cases.
Table (4) presents the comparison between the fully sequential sampling scheme and the two-stage scheme. The last column contains the ratio of the fully scheme over the two scheme. Where the ratio of two schemes is less than 1, the results favor the fully sequential sampling scheme, because an allocation decision is made after obtaining each test result. However, this two-stage sampling scheme is executed in two batches, and therefore, requires fewer computations than fully sequential sampling scheme, and achieves more accuracy than the balanced sampling scheme, as we see in table (5).

In table (5), we focus on the comparison between the two-stage sampling scheme and the balanced scheme. The last column contains the ratio of the two-stage sampling scheme over the balanced scheme. If the ratio of two schemes is less than 1, the results favor the two-stage sampling scheme as more effective than the balanced scheme. In most cases, the results showed that the two-stage sampling scheme performs much better than the balanced sampling scheme regardless of the reliability and usage probability of each partition. Intuitively, this is what we expect from sequential sampling schemes over the traditional approach because these schemes dynamically use the information for decision-making as the information is obtained during the testing process.
CHAPTER 4

SUMMARY AND CONCLUSION

Software testing is an integral and valuable component of the product development cycle. Developers and those who are responsible for this task give more attention to the reliability of a system before reliability testing begins. The results of reliability estimation have a significant impact on decision-makers as they consider whether to release a product. In traditional approaches such as the balanced sampling scheme, the allocating of test cases among partitions is performed before reliability testing began. Therefore, it can be impossible to recover from mistakes in selecting the allocations of test cases among partitions as the testing process continues. Thus, the lack of use of errors to adjust the estimate during testing is a shortcoming of the balanced sampling scheme.

In this study, we adopted a sequential sampling scheme in which we can refine the allocation of test cases sequentially based on the information gained as the testing proceeds. The purpose of this scheme is to minimize the variance of the reliability estimate by the allocation of test cases dynamically among partitions.

In chapter 1, we introduced some background and definitions concerning software reliability. Also, we mentioned some assumptions underlying the use of the schemes. One of these assumptions was that the total number of test cases is fixed, and another was that the domain of all possible test cases must be divided into non-overlapping partitions. We clarified the importance of operational profile to make the software testing more efficient.
After introducing some background and assumptions, we presented a fully sequential sampling scheme in chapter 2. The goal of this scheme is to estimate the reliability of a software system using partition testing. In this scheme, test cases are allocated one after another, allowing allocation decisions after each test is executed. We have proved both theoretically and through Monte Carlo simulation that the fully sequential sampling scheme always performs at least as well as the balanced sampling scheme in which test case allocation is determined in advance.

In the third chapter, the two-stage sampling scheme is examined. The two-stage sampling scheme was easier to implement than a fully sequential sampling scheme. Unlike the fully sequential sampling scheme, the two-stage sampling scheme is executed in two batches of allocated test cases instead of one. The proposed sampling scheme requires fewer computations, costs less, while preserving the trustworthy results. Using theoretical results and Monte Carlo simulation, we showed that the two-stage sampling scheme always performs at least as well as the balanced sampling scheme.

In our research, we assumed that operational profile is fixed. The very important point is that how about if we assume of operational profile is random variable. This assumption might be addressed in future studies. In the future work, we will also discuss multistage sampling scheme. In this method, We will distribute the $N$ test cases in $L$ stages. Thus, we will allocate group of test cases among the partitions in $L$ stages. We expect that this method will be more appropriate than the fully sequential sampling when $N$ is large. Also, future research may investigate combining between fully sequential sampling scheme and the multistage sampling scheme. We expect that this method will consume less time consuming.
than the fully sequential sampling scheme but achieves more accuracy than the multistage sampling scheme.
APPENDIX A

TABLES
Table 1: Comparison of Optimal, Fully, and Balanced Allocation Model with varying Reliability and operational profile

[N = 500, 500 replication]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$Var(op)$</th>
<th>$Var(fully)$</th>
<th>$Var(Bal)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000337</td>
<td>0.000351</td>
<td>0.000444</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0004286</td>
<td>0.000429</td>
<td>0.000528</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0005</td>
<td>0.000507</td>
<td>0.000580</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00048</td>
<td>0.00050</td>
<td>0.00078</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000192</td>
<td>0.000194</td>
<td>0.000298</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000155</td>
<td>0.000156</td>
<td>0.000219</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.0005</td>
<td>0.000507</td>
<td>0.000580</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000480</td>
<td>0.000485</td>
<td>0.000480</td>
</tr>
</tbody>
</table>
Table 2: Comparison of Fully Allocation, and Balanced Allocation Model with varying Reliability and operational profile

\[ N = 500, \ 500 \text{ replication} \]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$\text{Var}(\text{fully})$</th>
<th>$\text{Var}(\text{Bal})$</th>
<th>$\frac{\text{Var}(\text{fully})}{\text{Var}(\text{Bal})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000351</td>
<td>0.000444</td>
<td>0.79</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000429</td>
<td>0.000528</td>
<td>0.81</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000507</td>
<td>0.000580</td>
<td>0.87</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00050</td>
<td>0.00078</td>
<td>0.64</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000194</td>
<td>0.000298</td>
<td>0.65</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000156</td>
<td>0.000219</td>
<td>0.71</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.00053</td>
<td>0.00050</td>
<td>1.06</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000485</td>
<td>0.000480</td>
<td>1.01</td>
</tr>
</tbody>
</table>
Table 3: Comparison of Optimal, Two Stage, and Balanced Allocation Model with varying Reliability and operational profile

\[ N = 500, \ 500 \text{ replication} \]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$\text{Var}(\text{op})$</th>
<th>$\text{Var}(\text{TwoStage})$</th>
<th>$\text{Var}(\text{Bal})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000337</td>
<td>0.0003712</td>
<td>0.000444</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0004286</td>
<td>0.000470</td>
<td>0.000528</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0005</td>
<td>0.000548</td>
<td>0.000580</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00048</td>
<td>0.00052</td>
<td>0.00078</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000192</td>
<td>0.000215</td>
<td>0.000298</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000155</td>
<td>0.000172</td>
<td>0.000219</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.00050</td>
<td>0.000548</td>
<td>0.00050</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000480</td>
<td>0.000520</td>
<td>0.000480</td>
</tr>
</tbody>
</table>
Table 4: Comparison of Fully Allocation, Two-Stage Allocation Model

with varying Reliability and operational profile

\[ N = 500, \; 500 \text{ replication} \]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$\text{Var(}\text{fully}\text{)}$</th>
<th>$\text{Var(}\text{Twostage}\text{)}$</th>
<th>$\frac{\text{Var(}\text{fully}\text{)}}{\text{Var(}\text{Twostage}\text{)}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000351</td>
<td>0.0003712</td>
<td>0.95</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000429</td>
<td>0.000470</td>
<td>0.91</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000507</td>
<td>0.000548</td>
<td>0.93</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00050</td>
<td>0.00052</td>
<td>0.96</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000194</td>
<td>0.000215</td>
<td>0.90</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000156</td>
<td>0.000172</td>
<td>0.91</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.00053</td>
<td>0.000548</td>
<td>0.97</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000485</td>
<td>0.000520</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Table 5: Comparison of Two Stage Allocation, and Balanced Allocation Model with varying Reliability and operational profile

\[ N = 500, \ 500 \text{ replication} \]

<table>
<thead>
<tr>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( \text{Var(TwoStage)} )</th>
<th>( \text{Var(Bal)} )</th>
<th>( \frac{\text{Var(TwoStage)}}{\text{Var(Bal)}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0003712</td>
<td>0.000444</td>
<td>0.83</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000470</td>
<td>0.000528</td>
<td>0.89</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000548</td>
<td>0.000580</td>
<td>0.94</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00052</td>
<td>0.00078</td>
<td>0.66</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000215</td>
<td>0.000298</td>
<td>0.72</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000172</td>
<td>0.000219</td>
<td>0.78</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000548</td>
<td>0.00050</td>
<td>1.09</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000520</td>
<td>0.000480</td>
<td>1.08</td>
</tr>
</tbody>
</table>
Table 6: Comparison of Optimal, Fully, Two-Stage, and Balanced Model with varying Reliability and operational profile

\[N = 500, \ 500\text{ replication}\]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$\text{Var(op)}$</th>
<th>$\text{Var(fully)}$</th>
<th>$\text{Var(TwoStage)}$</th>
<th>$\text{Var(Bal)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000337</td>
<td>0.000351</td>
<td>0.0003712</td>
<td>0.000444</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0004286</td>
<td>0.000429</td>
<td>0.000470</td>
<td>0.000528</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0005</td>
<td>0.000507</td>
<td>0.000548</td>
<td>0.000580</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.1</td>
<td>0.00048</td>
<td>0.00050</td>
<td>0.00052</td>
<td>0.00078</td>
</tr>
<tr>
<td>0.1</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.000192</td>
<td>0.000194</td>
<td>0.000215</td>
<td>0.000298</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000155</td>
<td>0.000156</td>
<td>0.000172</td>
<td>0.000219</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.0005</td>
<td>0.00053</td>
<td>0.000548</td>
<td>0.00050</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.000480</td>
<td>0.000485</td>
<td>0.000520</td>
<td>0.000480</td>
</tr>
</tbody>
</table>
Table 7: Comparison of Highly Reliability with varying Reliability and operational profile

\[ N = 500, \ 500 \text{ replication, } p_1 = 0.3, p_2 = 0.7 \]

<table>
<thead>
<tr>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( Var(\text{fully}) )</th>
<th>( Var(Bal) )</th>
<th>( \frac{Var(\text{fully})}{Var(Bal)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>0.9</td>
<td>0.000130</td>
<td>0.000179</td>
<td>0.72</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7</td>
<td>0.000338</td>
<td>0.000469</td>
<td>0.82</td>
</tr>
<tr>
<td>0.9</td>
<td>0.8</td>
<td>0.0002756</td>
<td>0.000346</td>
<td>0.79</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.000472</td>
<td>0.000498</td>
<td>0.89</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7</td>
<td>0.000433</td>
<td>0.000444</td>
<td>0.77</td>
</tr>
<tr>
<td>0.99</td>
<td>0.8</td>
<td>0.000224</td>
<td>0.000317</td>
<td>0.70</td>
</tr>
</tbody>
</table>
Table 8: Comparison of Fully Allocation, and Balanced Allocation Model with the percentage of $n_1$


with varying Reliability and operational profile

\[ N = 500, \ 500 \text{ replication} \]

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$\text{Var(}\text{fully})$</th>
<th>$\text{Var(Bal)}$</th>
<th>$\frac{\text{Var(}\text{fully})}{\text{Var(Bal)}}$</th>
<th>$n_{1,\text{optimal}}%$</th>
<th>$n_{1,\text{fully}}%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000351</td>
<td>0.000444</td>
<td>0.79</td>
<td>21%</td>
<td>31%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000429</td>
<td>0.000528</td>
<td>0.81</td>
<td>25%</td>
<td>27%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000507</td>
<td>0.000580</td>
<td>0.87</td>
<td>28%</td>
<td>28%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>0.000420</td>
<td>0.000436</td>
<td>0.96</td>
<td>40%</td>
<td>38%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.00053</td>
<td>0.00050</td>
<td>1.06</td>
<td>50%</td>
<td>49%</td>
</tr>
</tbody>
</table>

* in all cases the $n_{1,\text{balanced}}\% = 50\%$ for balances allocation.
Table 9: Comparison of Two Stage Allocation, and Balanced Allocation Model with the percentage of $n_1$

with varying Reliability and operational profile

$[N = 500, \ 500 \text{ replication } ]$

<table>
<thead>
<tr>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$\text{Var(} \text{TwoStage})$</th>
<th>$\text{Var(Bal)}$</th>
<th>$\frac{\text{Var(} \text{TwoStage})}{\text{Var(Bal)}}$</th>
<th>$n_{1, \text{optimal}}%$</th>
<th>$n_{1, \text{TwoStage}}%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.0003712</td>
<td>0.000444</td>
<td>0.79</td>
<td>21%</td>
<td>35%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000429</td>
<td>0.000528</td>
<td>0.81</td>
<td>25%</td>
<td>33%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4</td>
<td>0.3</td>
<td>0.7</td>
<td>0.000507</td>
<td>0.000580</td>
<td>0.87</td>
<td>28%</td>
<td>26%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.4</td>
<td>0.6</td>
<td>0.000420</td>
<td>0.000436</td>
<td>0.96</td>
<td>40%</td>
<td>36%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.00053</td>
<td>0.00050</td>
<td>1.06</td>
<td>50%</td>
<td>45%</td>
</tr>
</tbody>
</table>

* in all cases the $n_{1, \text{balanced}}\% = 50\%$ for balances allocation.
Table 10: Comparison of Optimal and Sequential Allocation Model

\[ R_1 = 0.7, R_2 = 0.1, p_1 = 0.9, p_2 = 0.1 \]

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\frac{\text{Var}(\text{Op})}{\text{Var}(\text{Seq})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.944</td>
</tr>
<tr>
<td>250</td>
<td>0.961</td>
</tr>
<tr>
<td>500</td>
<td>0.968</td>
</tr>
<tr>
<td>750</td>
<td>0.969</td>
</tr>
<tr>
<td>1000</td>
<td>0.974</td>
</tr>
</tbody>
</table>
Comparison of Optimal Allocation, and Sequential Allocation Model with varying of $N$

\[ R_1 = 0.7, R_2 = 0.1, p_1 = 0.9, p_2 = 0.1 \]
Comparison of Optimal Allocation, and Sequential Allocation Model

with varying of $N$

$[R_1 = 0.3, R_2 = 0.6, p_1 = 0.9, p_2 = 0.1]$
Appendix B

A Fully Sequential Sampling Scheme Program

\[
\text{simulate} \leftarrow \text{function} \left( R1=R1, R2=R2, N=N, \text{NRep}=\text{NRep}, p1=p1, p2=p2 \right) \{ \\
q1 = p1 \ast \sqrt{R1 \ast (1 - R1)} \\
q2 = p2 \ast \sqrt{R2 \ast (1 - R2)} \\
n1opt = N \ast q1 / (q1 + q2) \\
\text{VarOptimal} = (q1 + q2) ^ 2 / N \\
\}
\]

```
list_nls=c()
X1Successes=c()
X2Successes=c()

for (rep in 1:NRep){
  data=array(NA, dim=c(N,2))
  for (i in 1:N) {
    o1=rbinom(1, 1, R1); data[1,1]=1;
    o2=rbinom(1, 1, R2); data[2,1]=2;
    data[2,2]=o2
  }
  nls=1
  for (k in 3:N){
    cid=NA
    N2k=sum(data[,1]==2, na.rm=T)
    N1k=sum(data[,1]==1, na.rm=T)
  }
}
```
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Xbar1k = \sum(p1*data[data[,1]==1,2], na.rm=T) / N1k
Xbar2k = \sum(p2*data[data[,1]==2,2], na.rm=T) / N2k

diff = N1k*p2*sqrt(Xbar2k*(1-Xbar2k)) - N2k*p1*sqrt(Xbar1k*(1-Xbar1k))
if (diff < 0) cid = 1
else if (diff > 0) cid = 2
else cid = sample(c(1, 2), 1)

if (cid == 1){
    p = R1
    nls = nls + 1
} else if (cid == 2){
    p = R2
}

o = rbinom(1, 1, p); data[k,1] = cid; data[k,2] = o

X1_successCnt = sum(p1*data[data[,1]==1,2])
X2_successCnt = sum(p2*data[data[,1]==2,2])

m1s = sum(data[,1]==1)
list_mls = c(list_nls, nls)
X1Successes = c(X1Successes, X1_successCnt)
X2Successes = c(X2Successes, X2_successCnt)

p1hat = sum(p1 * X1Successes) / sum(list_n1s)

p2hat = sum(p2 * X2Successes) / sum(N_list_n1s)

v1 = p1^2 * R1 * (1 - R1) / (n1s)

v2 = p2^2 * R2 * (1 - R2) / (N - n1s)

var_rhat = v1 + v2

result <- c(0)

result[1] <- var_rhat

return(result)
A Two-Stage Sequential Sampling Scheme Program

simulate<-function(R1=R1, R2=R2, N=N, NRep=NRep, p1=p1, p2=p2)
{
  q1=p1*sqrt(R1*(1-R1))
  q2=p2*sqrt(R2*(1-R2))
  n1opt= N*q1/(q1+q2)
  VarOptimal=(q1+q2)^2/N
  badness=0
  df<-rbindlist(lapply(1:NRep, function(j)
  {
    outcomes1<-c()
    outcomes2<-c()
    sqrtn=floor(sqrt(N))
    for(i in 1:sqrtn)
      {
        outcomes1<-c(outcomes1, runif(1)<R1)
        outcomes2<-c(outcomes2, runif(1)<R2)
      }
    q1hat=p1*sqrt(R1*(1-R1))
    q2hat=p2*sqrt(R2*(1-R2))
    n12s=round((N-2*sqrtn)*q1hat/(q1hat+q2hat))
    n22s=N-2*sqrtn-n12s
  })
  }
}
stopifnot(!is.na(n12s))

outcomes1<-c(outcomes1,(runif(n12s)<R1))
outcomes2<-c(outcomes2,(runif(n22s)<R2))
stopifnot(length(outcomes1)+length(outcomes2)==N)

list(n12s=n12s,n22s=n22s,R1hat=mean(outcomes1,na.rm=T),R2hat=mean(outcomes2,na.rm=T))

R12s<-mean(df$R1hat,na.rm=T)
R22s<-mean(df$R2hat,na.rm=T)
n12s<-mean(df$n12s,na.rm=T)
n22s<-mean(df$n2,na.rm=T)

VarTwoStage=p1^2*R12s*(1-R12s)/n12s+p2^2*R22s*(1-R22s)/n22s

result <- c(0)
result [1] <- VarTwoStage

return(result)
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