Gilbert damping and spin Coulomb drag in a magnetized electron liquid with spin-orbit interaction
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We present a microscopic calculation of the Gilbert damping constant for the magnetization of a two-dimensional spin-polarized electron liquid in the presence of intrinsic spin-orbit interaction. First, we show that the Gilbert constant can be expressed in terms of the autocorrelation function of the spin-orbit induced torque. Then, we specialize to the case of the Rashba spin-orbit interaction and we show that the Gilbert constant in this model is related to the spin-channel conductivity. This allows us to study the Gilbert damping constant in different physical regimes, characterized by the interplay of different energy scales—spin-orbit coupling, Zeeman coupling, momentum relaxation rate, spin Coulomb drag relaxation rate, and driving frequency—and to discuss its behavior in various limits. Particular attention is paid to electron-electron interaction effects, which enter the spin conductivity and hence the Gilbert damping constant via the spin Coulomb drag coefficient.
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I. INTRODUCTION

The Gilbert constant characterizing the damping of magnetization precession is one of the important phenomenological parameters that describe the collective magnetization dynamics of ferromagnets. It is an essential input of the Landau-Lifshitz-Gilbert equation (LLG) for magnetization dynamics and as such is widely used in the analysis of magnetization reversal processes, which are crucial to magnetic recording technologies. Recently, hybrid systems of ferromagnets and normal metals have also attracted considerable attention, in the context of the enhancement of Gilbert damping at the ferromagnet–normal-metal interfaces. Despite tremendous efforts to elucidate the nature of Gilbert damping in bulk ferromagnets, however, the microscopic processes responsible for the observed ferromagnetic relaxation in real materials are still not fully understood. The matter is complicated by the potential relevance of a number of different mechanisms involving eddy currents, magnetoelastic coupling, two-magnon and nonlinear multimagnon processes, and extrinsic and intrinsic spin-orbit (SO) coupling of itinerant electrons. Without delving into a detailed discussion of various points of view, we note that a certain level of consensus has been reached in the recent theoretical literature about the central importance of SO interaction of some form in conducting ferromagnets, although with a limited and rather indirect experimental support at present.

Even restricting the attention to the SO-based mechanisms of Gilbert damping, however, the myriad of relevant energy scales (namely, ferromagnetic resonance frequency, ferromagnetic exchange energy, intrinsic SO splitting, impurity scattering rate, and spin dephasing due to magnetic or SO disorder) has led different authors to make qualitatively different predictions for the Gilbert damping, for example, with regard to its dependence on the disorder strength. Furthermore, electron-electron (e-e) interactions have been mainly discussed in the mean-field spirit as the source of the exchange field in itinerant-electron ferromagnets.

In this paper, we set off to formulate a microscopic theory of the Gilbert damping constant, which we then apply to a simple model, where the competition of different energy scales can be studied, comparing various points of view and also generalizing and extending the results existing in the literature. We wish to consider the interplay of magnetic spin splitting, intrinsic SO strength, disorder scattering, as well as the strength of e-e interactions in a single self-contained model without introducing any phenomenological dephasing or relaxation parameters. In particular, we find an intricate relation between the spin-drag correlations induced by e-e interactions and the Gilbert damping in two-dimensional electron liquids. We hope that our discussion will bring the community a step closer to the understanding of the relevant microscopic mechanisms responsible for the Gilbert damping observed in conducting ferromagnets and spin-polarized systems.

SO interactions, especially in narrow-band semiconductors, have recently received a great deal of attention in the context of spin-based electronics (i.e., spintronics). In particular, theoretical proposals to manipulate spins by means of intrinsic SO interactions, without the use of magnetic fields or magnetic materials, especially in the so-called spin Hall configuration, have unleashed a wave of theoretical research as well as experimental efforts to measure the effect. It is worthwhile noting that these activities have shown the need to better understand the fundamental aspects of intrinsic SO coupling and its experimental manifestations. The role of e-e interactions, furthermore, remains a relatively unexplored territory with regard to its interplay with interesting topological properties brought about by the SO coupling, which lie beyond the conventional theories of electron liquids. In addition, the recent discovery of the Aharonov-Casher phase in narrow-band semiconductors shows that a study of the combined response to magnetic and SO fields in a regime of weak and strong-SO interactions is of urgent importance. It is closely related to the topic considered here, i.e., the spin response and relaxation in magnetized system with SO interactions.
In this paper, we study an interacting electron liquid magnetized by an external magnetic field in the presence of SO interactions. First, by comparing the macroscopic Landau-Lifshitz-Gilbert (LLG) theory with a microscopically derived expression for the transverse spin susceptibility, we find the following relationship between the Gilbert damping constant and the torque-torque correlator [see Eq. (32) below]:

$$\lambda = -\frac{g}{M_0 V} \lim_{\omega \to 0} \text{Im} \frac{\langle \hat{\tau} \hat{\hat{r}} \rangle_\omega}{\omega},$$

(1)

where $g$ is the gyromagnetic ratio, $\lambda$ is the dimensionless Gilbert coefficient, $M_0$ is the equilibrium magnetization, $V$ is the volume of the system, and $\hat{\tau}$ the torque induced by SO interactions. To derive Eq. (1), we must neglect certain contributions of order higher than the fourth order in the strength of the spin-orbit coupling: we will argue that this procedure is justified, not only at zero frequency but also at frequencies close to the ferromagnetic resonance.

Next, we focus on the specific case of a two-dimensional electron gas (2DEG) with Rashba SO interactions induced by a uniform electric field perpendicular to the plane of the electron gas. In this case, we show that the Gilbert damping constant can be expressed in terms of the spin-channel conductivity; the same result holds in a three-dimensional electron gas, provided the electric field responsible for the spin-orbit interaction is uniform in space. For the isotropic case, i.e., when the magnetic field, the magnetization, and the SO-inducing electric field are all perpendicular to the direction of the 2DEG, the result is

$$\lambda = \frac{\bar{a}^2 E_F \tau \text{Re} \sigma_p(0)}{\hbar p \sigma_D},$$

(2)

where $E_F$ is the Fermi energy, $\tau$ is the momentum relaxation time due to electron-impurity scattering, $\bar{a}$ is the Rashba SO-coupling strength normalized by the Fermi velocity $v_F$, $p$ is the ratio of Zeeman energy, $\hbar \omega_0/2$ (including both the external magnetic field and the internal exchange field), to the Fermi energy, $\sigma_p$ is the Drude conductivity, and $\sigma_D(0)$ is the longitudinal spin-channel conductivity.

The problem now shifts to the calculation of the spin-channel conductivity. We show that this can be done exactly (subject to the usual weak-disorder assumption $E_F \tau \gg 1$) in the isotropic noninteracting case, with ladder vertex corrections playing an essential role in ensuring the correct behavior in the limit of strong SO coupling. e-e interactions can then be introduced using the formalism described in Refs. 30 and 31. The final result for the isotropic case at zero frequency has the following form:

$$\lambda = p E_F \frac{\sin^2 \delta}{\hbar} \frac{1 + \frac{1}{2}(\Omega \tau)^2(1 + \cos^2 \delta) + \frac{1}{2}(\Omega \tau)^2(1 + \cos^2 \delta)^2 + 1 + \xi^2 \gamma \tau}{1 + \gamma \tau},$$

(3)

where $\Omega$ is the spin splitting of electronic states due to the combined action of the Zeeman field (external plus exchange) and the SO effective magnetic field, $\cos \delta$ is the ratio of the Zeeman field to the total effective field $\Omega$, $\sin \delta$ is the ratio of the SO field to the total effective field $\Omega$, and $\gamma$ is the spin-drag coefficient. Here, $p$ is the ratio of Zeeman energy to the Fermi energy and $\xi$ is the degree of spin polarization of the electron gas defined as $\xi = (n_\uparrow - n_\downarrow)/n$. We do not assume any a priori hierarchy in the energy scales, Zeeman splitting, spin-orbit splitting, $1/\tau$, and $\gamma$, but we consider for simplicity the limit $e/\varepsilon_F \ll 1$, where $e$ is any of the mentioned energy scales. This approximation assumes that $p < 1$, and, therefore, the values of $\xi$ and $p$ coincide in zero temperature. Therefore, for simplicity, we are going to use below the common symbol $p$ for the degree of spin polarization.

Equation (3) expresses the Gilbert damping as a function of disorder strength, magnetic field, SO, and e-e interactions. One of the great features of this equation is a rough scaling of $\lambda$ with $\tau$, which is particularly evident in the clean limit $\tau \to \infty$. We will see, however, that Eq. (3) describes, in general, a nonmonotonic dependence of $\lambda$ on the scattering rate, due to the interplay between $1/\tau$ and other energy scales. For example, in the regime of strong e-e interactions and weak degree of spin polarizations, $1 < v_\tau < 1/p^2$, the Gilbert damping $\lambda$ becomes independent of $\tau$ and scales as $1/\gamma$.

It is important to note that Eq. (3) holds in the low-frequency limit, $\omega \to 0$, which means that, in practice, $\omega$ is much smaller than all the other energy scales. For this reason, the divergence of $\lambda$ as $1/\tau \to 0$ in Eq. (3), which was obtained after first taking the $\omega \to 0$ limit, is not physically consequential: taking the $1/\tau \to 0$ limit with a fixed $\omega$ results in a vanishing damping as it should. This is clearly seen by extending the calculation of $\lambda$ to finite frequency, which can be done with little extra effort in the $\omega \ll E_F$ regime. This important extension of Eq. (3) is presented in full in Eq. (59) below. Among other modifications, we get a factor $1/1 + (\omega \tau)^2$ to multiply Eq. (3), ensuring the correct behavior of $\lambda$ for $\tau \to \infty$ at finite $\omega$. Finally, we notice that the Gilbert damping decreases and eventually vanishes when the Zeeman field greatly exceeds the magnitude of the spin-orbit field. Even though $p$ increases in this regime, the factor $\sin^2 \delta$ decreases as $1/p^2$ and suppresses the Gilbert damping.

The rest of the paper is organized as follows. In Sec. II, we discuss the LLG phenomenology, which is compared to the microscopic calculation in Sec. III, allowing us to express the Gilbert damping constant in terms of the torque-torque correlator. In Sec. IV A, we present the calculation of the Gilbert damping constant in the presence of the Rashba SO and e-e interactions for an isotropic case, i.e., when the magnetic field is perpendicular to the 2DEG plane. In Sec. IV B, the same model is treated for the anisotropic case, where the induced magnetization is tilted away from the direction perpendicular to the 2DEG. Our summary, conclusions, and speculations are presented in Sec. V. Technical details of the calculations are supplied in the Appendices.

**II. LLG EQUATION**

Studies of the magnetization dynamics in ferromagnetic materials often start from a phenomenological equation of motion for the magnetization as follows:

$$M(\mathbf{r}, t) = -g\langle \hat{s}(\mathbf{r}, t) \rangle,$$

(4)

where $\langle \hat{s}(\mathbf{r}, t) \rangle$ is the expectation value of the spin-density operator at position $\mathbf{r}$ and $g$ is the gyromagnetic ratio: for
free electrons in vacuum, \( g = e/mc \), where \( e \) is the absolute value of the electron charge. An important assumption in the LLG phenomenology is that the magnitude of the magnetization is fixed at a constant value \( M_0 \) (determined by the minimization of the free energy), i.e., we have

\[
M = M_0 \hat{e}_M,
\]

where \( \hat{e}_M \) is the unit vector specifying the direction of the magnetization. The physical reasoning underlying this picture assumes a very large (essentially infinite) longitudinal spin stiffness which prevents changes in the magnitude of \( M \), while one focuses on the softer transverse modes—essentially ferromagnetic Goldstone modes with a finite gap in the presence of intrinsic or extrinsic anisotropies. The direction of the magnetization \( \hat{e}_M \) thus provides the relevant degrees of freedom, whose time evolution is determined by the LLG equation

\[
\frac{\partial \hat{e}_M}{\partial t} = g \mathbf{H}_{\text{eff}} \times \hat{e}_M + \lambda \cdot \hat{e}_M \times \frac{\partial \hat{e}_M}{\partial t},
\]

where \( \mathbf{H}_{\text{eff}} \) is the effective magnetic field defined as the functional derivative of the equilibrium free-energy density \( f(M) \), regarded as a functional of the magnetization \( M \), with respect to its argument:

\[
\mathbf{H}_{\text{eff}}(\mathbf{r}, t) = -\frac{\delta f(M)}{\delta M(\mathbf{r}, t)}. \tag{7}
\]

\( \lambda \) is a symmetric \( 2 \times 2 \) matrix acting in the two-dimensional space perpendicular to the magnetization, and the dot denotes the usual matrix product [note that the possible antisymmetric component of \( \lambda \) would only lead to a renormalization of the gyromagnetic ratio in Eq. (7)]. The first term on the right-hand side (rhs) of this equation produces a coherent precessional motion of the magnetization, conserving the total free energy, while the second term, known as the Gilbert damping, is responsible for the relaxation toward equilibrium, i.e., the lowest free-energy state. Both terms vanish at equilibrium. Notice that the LLG equation is not restricted to the linear-response regime, as \( \hat{e}_M \) is allowed to wander away arbitrarily from the equilibrium orientation.

The primary focus of this paper is on the microscopic calculation of the Gilbert damping matrix \( \lambda \). We concentrate exclusively on homogeneous systems, that is, the situation in which \( M \) is independent of position and depends only on time. In such a case, it is immediately obvious that any damping must arise from the coupling between the spin and the orbital degrees of freedom. This is so since the nonrelativistic \( e-e \) interaction is invariant under a uniform rotation of all the spins, and thus cannot be involved in the damping of such a rotation. It will therefore be essential to include the SO coupling in our microscopic calculation, and we will do this starting from the simplest model, and then try to generalize our conclusions to more realistic situations. Note that although in our model we consider SO coupling stemming from the relativistic corrections to the Schrödinger equation, a kind of SO coupling would also be possible in the presence of an inhomogeneous crystal magnetic field.

We can calculate \( \lambda \) by applying Eq. (6) to a linear-response problem and comparing the resulting susceptibility with the susceptibility obtained from the Kubo formula. Our linear-response problem is depicted in Fig. 1.35 We perturb the system with a small magnetic field \( \mathbf{H}_1 \) perpendicular to the direction of the equilibrium magnetization \( \hat{e}_M \). \( \mathbf{H}_1 \) is uniform in space and periodic in time, with an angular frequency \( \omega \) (this field must not be confused with the static field \( H_0 \) which may be present at equilibrium). In response to \( \mathbf{H}_1 \), the direction of the magnetization becomes time dependent and will be written as

\[
\hat{e}_M(t) = \hat{e}_3 + \delta \hat{e}_M(t),
\]

where \( \delta \hat{e}_M \) is a small vector perpendicular to \( \hat{e}_3 \), which therefore does not change the normalization of \( \hat{e}_M \) to first order. Adding the external field \( \mathbf{H}_1 \) to \( \mathbf{H}_{\text{eff}} \) and substituting Eq. (8) into Eq. (6), we obtain the following equation of motion for \( \delta \hat{e}_M \) to first order in \( \mathbf{H}_1 \):

\[
\frac{\partial \delta \hat{e}_M}{\partial t} = g(\mathbf{H}_1 + \mathbf{H}_{\text{eff}}) \times \hat{e}_3 + \lambda \cdot \hat{e}_M \times \frac{\partial \delta \hat{e}_M}{\partial t}. \tag{9}
\]

To the same order, the effective field is

\[
\mathbf{H}_{\text{eff},1} = -\frac{1}{M_0^2} \frac{\partial^2 f(M)}{\partial \hat{e}_M \partial \hat{e}_M} \hat{e}_3 \cdot M_0 \delta \hat{e}_M = -\tilde{S} \cdot M_0 \delta \hat{e}_M,
\]

where we have defined the transverse spin stiffness matrix

\[
\tilde{S} = \frac{1}{M_0^2} \frac{\partial^2 f(M)}{\partial \hat{e}_M \partial \hat{e}_M} \hat{e}_3.
\]

a \( 2 \times 2 \) matrix in the plane perpendicular to \( \hat{e}_3 \).

Upon taking a Fourier transform with respect to time, the linearized LLG equation can be rewritten as follows:

\[
[-i\omega(1 + \hat{e}_3 \cdot \lambda) + gM_0 \hat{e}_3 \cdot \tilde{S}] \cdot \delta \hat{e}_M = g \hat{e}_3 \cdot \mathbf{H}_1, \tag{12}
\]

where \( \mathbf{I} \) is the \( 2 \times 2 \) identity matrix and
\[
\tilde{\varepsilon} = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix},
\]
with \(\tilde{\varepsilon}^{-1} = -\tilde{\varepsilon}\). The transverse spin susceptibility \(\tilde{\chi}\) connects the transverse magnetization \(M_1 = M_0 \tilde{\varepsilon}_M\) to the external field \(H_1\) as follows:

\[
M_1(\omega) = \tilde{\chi}(\omega) \cdot H_1(\omega).
\]

Comparing this with Eq. (12), we easily obtain

\[
\tilde{\chi}^{-1}(\omega) = \frac{i\omega(\tilde{\varepsilon} - \tilde{\lambda})}{gM_0} + \tilde{S},
\]
which is the most general form of the anisotropic transverse response, to the first order in frequency. Notice that \(\tilde{\chi}^{-1}(0) = \tilde{S}\), showing that the transverse stiffness is indeed the inverse of the static spin susceptibility. In an isotropic system, \(\tilde{S}\) vanishes (the free energy does not depend on the direction of the magnetization). If a static external field \(H_0\) is applied to such a system, then the stiffness matrix becomes \(\tilde{S} = (H_0/M_0) \tilde{I}\). Anisotropies due to SO interactions will show up as additional contributions to \(\tilde{S}\).

Needless to say, the theory described in this section is valid only at low frequencies (in comparison to relevant microscopic energy scales) when the frequency expansion of the inverse susceptibility, such as Eq. (15), can be truncated at the linear term.

### III. MICROSCOPIC THEORY

A microscopic expression for the homogeneous transverse spin susceptibility is given by the following Kubo formula:

\[
\chi_{ij}(\omega) = \frac{g^2}{V} \left[ \frac{i}{\hbar} \int_0^\infty dt \langle [\hat{S}_i(t), \hat{S}_j(0)] \rangle e^{i(\omega + \delta\omega)t} \right],
\]
where \(\hat{S}_i(t)\) is the Heisenberg operator of the total spin of the system, the angular brackets denote the equilibrium average, \(V\) is the volume of the system, and \(i\) and \(j\) are Cartesian indices in the plane perpendicular to the magnetization (they can take up the values 1 or 2). The lengthy expression inside the square brackets in the above equation (i.e., the retarded spin response function) will be abbreviated from now on as \(\langle [\hat{S}_i; \hat{S}_j] \rangle_w\), so we have

\[
\chi_{ij}(\omega) = -\frac{g^2}{V} \langle [\hat{S}_i; \hat{S}_j] \rangle_w.
\]
(The magnetization is related to the average spin by \(M = -g\langle \hat{S}\rangle/V\).) Notice that this expression is dimensionless in three dimensions and has the units of length in two spatial dimensions (in the cgs units).

In view of the fact that Gilbert damping arises ultimately from torques on the individual spins, it is convenient to rewrite Eq. (17) in terms of the time derivatives of \(\hat{S}\). The time derivative of the spin is conveniently written as the sum of two parts: a free precession term at frequency \(\omega_0\) about the magnetization axis \(\hat{e}_3\) and a residual torque \(\hat{\tau}\) due to the SO interactions:

\[
\hat{\dot{S}} = \omega_0 \hat{e}_3 \times \hat{S} + \hat{\tau} \quad (18)
\]

where, \(\omega_0 = gH_0^0\), where \(H_0^0\) is the projection of the static magnetic field along \(\hat{e}_3\), while \(\hat{\tau}\) is a model-dependent torque, which is proportional to the spin-orbit coupling constant.

It is very convenient at this point to rewrite Eq. (17) in terms of the \(\langle [\hat{\tau}; \hat{\tau}] \rangle\) correlation function. The fact that \(\hat{\tau}\) explicitly contains the spin-orbit coupling constant \(\alpha\) will allow us to calculate the correlator, to order \(\alpha^2\), without including the spin-orbit interaction in the Hamiltonian: this will be a major simplification. Furthermore, this transformation will enable us to connect the Gilbert constant to the spin conductivity, which is particularly helpful for the inclusion of \(e-e\) interactions.

To express the spin susceptibility in terms of the \(\langle [\hat{\tau}; \hat{\tau}] \rangle\) correlator, we make use of the identity

\[
\langle [\hat{\dot{A}}; \hat{B}] \rangle_w = -\frac{\langle [\hat{A}; \hat{B}] \rangle_w}{\hbar \omega} + \frac{\langle [\hat{A}; \hat{B}] \rangle_w}{\hbar \omega} + \frac{\langle [\hat{\dot{A}}; \hat{\dot{B}}] \rangle_w}{\hbar \omega},
\]
(19)

where

\[
\dot{\hat{A}} = \frac{\hbar}{i} [\hat{A}, \hat{\dot{H}}]
\]

is the time derivative of \(\hat{A}\) and \(\hat{\dot{H}}\) is the unperturbed Hamiltonian.

Combining Eqs. (18) and (19), we easily obtain

\[
-\frac{i\omega}{\hbar} \langle [\hat{\dot{S}}; \hat{S}] \rangle_w = \frac{\langle [\hat{\tau}; \hat{S}] \rangle_w}{\hbar} - \frac{i}{\hbar} \langle [\hat{S}; \hat{\dot{S}}] \rangle_w = \varepsilon_i \langle \hat{S}_i \rangle_w - \omega_0 \varepsilon_i [\hat{S}_i; \hat{S}_i]_w + \langle [\hat{\tau}; \hat{S}] \rangle_w,
\]
(21)

where a sum over the repeated index \(k\) in this case is understood. Solving for \(\langle [\hat{S}_i; \hat{S}_j] \rangle \) we get

\[
\langle [\hat{S}_i; \hat{S}_j] \rangle_w = -\frac{i\omega_0 \varepsilon_{ij}}{\omega_0^2 - \omega^2} [\varepsilon_i (\hat{S}_j) + \langle [\hat{\tau}; \hat{S}] \rangle_w].
\]
(22)

In the absence of the SO coupling, the torque \(\hat{\tau}\) vanishes and the second term on the rhs of Eq. (22) is absent. Then, the susceptibility is easily found to have the form

\[
\chi_{ij}^{(0)}(\omega) = gM_0 \frac{-i\omega \varepsilon_{ij} + \omega_0 \delta_{ij}}{\omega_0^2 - \omega^2}.
\]
(23)

Notice that its inverse

\[
[\chi^{(0)}]^{-1}(\omega) = \frac{-i\omega \varepsilon_{ij} + \omega_0 \delta_{ij}}{gM_0 \omega_0^2 - \omega^2}.
\]
(24)

is in perfect agreement with Eq. (15), if in the latter we set \(\lambda = 0\) and \(\tilde{S} = (\omega_0/gM_0) \tilde{I}\).

Upon applying again Eq. (19) to \(\langle [\hat{\tau}_k; \hat{S}_j] \rangle_w\), we get
we arrive after some algebraic manipulations at the following conditions of applicability of this regime of the SO-coupling constant, is assumed to give a small correction. In this limit, we get
\[ \langle \hat{\tau}_i \hat{\tau}_j \rangle = \left[ \frac{\imath \hbar}{\partial} \langle \hat{\tau}_i \hat{\tau}_j \rangle \right]_{\omega} i \omega \delta_{ij} + \omega_0 \epsilon_{ij} \frac{\omega_0 - \omega^2}{2} \].
(25)

Putting this in Eq. (22) and making use of Eqs. (17) and (23), we arrive after some algebraic manipulations at the following compact formula for the spin susceptibility matrix:
\[ \chi(\omega) = \chi^{(0)}(\omega) + \chi^{(0)}(\omega) \cdot \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{M_0^2 V} \cdot \chi^{(0)}(\omega), \]
(26)
where the matrix \( \hat{\Gamma}(\omega) \) is defined as follows:
\[ \hat{\Gamma}_{ij}(\omega) = \langle \langle \hat{\tau}_i \hat{\tau}_j \rangle \rangle_{\omega} + \frac{\imath}{\hbar} \langle \langle \hat{\tau}_i \hat{\tau}_j \rangle \rangle_{\omega}. \]
(27)

The main dynamical quantity on the rhs here is the torque-torque response function \( \langle \langle \hat{\tau}_i \hat{\tau}_j \rangle \rangle_{\omega} \). The rest are ground-state averages that we will not be interested in.

We can now express the Gilbert damping and stiffness matrices \( \tilde{\chi} \) and \( \tilde{S} \), which appear in the phenomenological field equation [Eq. (15)], in terms of microscopic response functions. First of all, consider the formal limit of weak SO interactions. In this limit, \( \hat{\Gamma} \), which is proportional to the square of the SO-coupling constant, is assumed to give a small correction to the susceptibility (we will comment below on the conditions of applicability of this regime). Upon inverting Eq. (26) to first order in \( \hat{\Gamma} \), we obtain
\[ \tilde{\chi}^{-1}(\omega) = \left[ \chi^{(0)}(\omega) - \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{M_0^2 V} \right]^{-1}. \]
(28)

Comparing this with Eq. (15) and taking into account Eq. (24) we get
\[ \tilde{S}_{SO} = \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{M_0^2 V} \]
(29)
and
\[ \tilde{\lambda} = \frac{g}{M_0 V} \lim_{\omega \to 0} \Im \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{\omega} \sim \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{\omega}. \]
(30)
where the subscript sym denotes the symmetric part of a matrix. In the first of these two equations, \( \tilde{S}_{SO} \) is the SO contribution to the stiffness matrix, i.e., \( \tilde{S}_{SO} = \tilde{S} - (H_0' / M_0) \hat{\Gamma} \), which reflects SO induced magnetic anisotropy. The second equation is the main result at this point. It expresses the Gilbert damping matrix in terms of the zero-frequency slope of the spectrum of the torque-torque response function. Notice that this spectrum has no contribution from the second term on the rhs of Eq. (27), which is purely real (the commutator of two Hermitian operators is anti-Hermitian). In general, the imaginary part of \( \ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e} \) will have both symmetric and antisymmetric components: the latter has been interpreted as a Berry curvature correction\(^{32}\) to the adiabatic spin dynamics [also, see the note below Eq. (7), where we point out that inclusion of the antisymmetric component would lead to a renormalization of the \( g \) factor]. The symmetric component is purely diagonal in the limit of weak spin-orbit coupling because in this limit the system is isotropic under rotations about the three axes. (In general, one can still diagonalize the symmetric component of the spectrum by a suitable choice of the axes in the \( 1-2 \) plane—a transformation that does not affect the antisymmetric component. We will not consider this complication here). Thus, we conclude that the Gilbert damping matrix is a diagonal matrix of the form
\[ \tilde{\lambda} = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}, \]
(31)
where
\[ \lambda_1 = \frac{g}{M_0 V} \lim_{\omega \to 0} \Im \frac{\langle \hat{\tau}_2 \langle \hat{\tau}_2 \rangle \rangle_{\omega}}{\omega} \]
(32)
and
\[ \lambda_2 = \frac{g}{M_0 V} \lim_{\omega \to 0} \Im \frac{\langle \hat{\tau}_1 \hat{\tau}_1 \rangle_{\omega}}{\omega}. \]
(33)

The above formulas have been derived from a first-order expansion in \( \hat{\Gamma} \), which is justified for \( \omega \ll \omega_0 \) when the spin-orbit interaction is weak. At first sight, however, the approximation seems to break down completely when \( \omega \approx \omega_0 \) (the interesting region of the ferromagnetic resonance) because \( \chi^{(0)} \) has a pole at \( \omega = \omega_0 \), but this conclusion is too hasty. To show this, we first notice that the exact inversion of \( \tilde{\chi} \) from Eq. (26) gives
\[ \tilde{\chi}^{-1}(\omega) = \left[ \chi^{(0)}(\omega) \right]^{-1} - \tilde{\chi} \]
(34)
where the “self-energy” \( \tilde{\chi} \) is given by
\[ \tilde{\chi}(\omega) = \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{M_0^2 V} \left[ 1 + \chi^{(0)}(\omega) \cdot \ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e} \right]^{-1}. \]
(35)

For \( \omega \ll \omega_0 \), \( \chi^{(0)}(\omega) \) reduces to \( S_{SO}^{-1} = \frac{g M_0}{\omega} \), which is just the inverse of the stiffness to zeroth order in the spin-orbit interaction. Then, from the above formulas and making use of Eq. (29), we see that the zero-frequency Gilbert matrix (proportional to \( \Im \langle \tilde{S}(\omega) / \omega \rangle \) is given by Eq. (30) times a renormalization factor
\[ \left( \tilde{\Gamma} - \tilde{S}_{SO} / S_{SO} \right)^{-1}. \]
(36)

We will estimate this renormalization below for a specific model, and find it to be very small.

An important observation is that, unlike the function \( \chi^{(0)}(\omega) \), the self-energy is well behaved at \( \omega = \omega_0 \). Indeed, from Eq. (26), we see that \( \tilde{\Gamma}(\omega) \) must vanish at \( \omega_0 \) in order to cancel the pole of \( \chi^{(0)} \) and replace it with a roughly Lorentzian peak at the true ferromagnetic resonance. Furthermore, the rate at which \( \tilde{\Gamma}(\omega) \) vanishes for \( \omega \) tending to \( \omega_0 \) must be such that the denominator of Eq. (35), i.e.,
\[ \frac{\ve{e} \cdot \hat{\Gamma}(\omega) \cdot \ve{e}}{M_0^2 V} \]
must also vanish at \( \omega_0 \); otherwise, the pole at \( \omega_0 \) would survive. [Note that we say that an operator
vanishes or has a pole in the sense that its projection along the eigenvector of the ferromagnetic resonance, \((1, i)\) or \((1, -i)\), has a zero or a pole. Therefore, \(\Sigma(e_0)\) is finite and amenable to a perturbative treatment in which we retain only the leading term \(\Sigma(e) = \frac{g}{M_0 V} \frac{\epsilon}{\omega} \left| I(\omega) \cdot \epsilon \right|_{\text{sym}}\). This leads to the more general formula

\[
\chi(\omega) = \frac{g}{M_0 V} \text{Im} \frac{e^{\frac{1}{2} \Gamma(\omega) \cdot \epsilon}}{\omega} \left|_{\text{sym}} \right.,
\]

which is applicable at finite frequency, as well as zero frequency. Furthermore, we will show below that this approximation for \(\Sigma\) generates results that are in perfect agreement in the noninteracting case, with the direct diagrammatic calculation of the spin susceptibility, even when \(\alpha\) is not small.

**IV. SPIN RESPONSE OF A RASHBA 2DEG**

In this section, we introduce a simple model that allows us to calculate the torque-torque response function and hence the Gilbert damping and the static stiffness from first principles. The model is illustrated in Fig. 1 and consists of a two-dimensional electron gas (2DEG) with a linear SO interaction induced by an electric field along the \(z\) axis perpendicular to the plane of the electrons, and a magnetic field \(H = H_0 \hat{e}_3\), where the unit vector \(\hat{e}_3\) forms an angle \(\Theta\) with the \(z\) axis and lies in the \(z-x\) plane. The Hamiltonian for the model is

\[
\hat{H} = \sum_n \left[ \frac{\hat{p}_n^2}{2m} + V(\hat{r}_n) + \omega_0 \hat{S}_n \cdot \hat{e}_3 - \frac{\alpha}{\hbar} (\hat{e}_3 \times \hat{p}_n) \cdot \hat{S}_n \right] + \frac{1}{2} \sum_{n \neq n'} \frac{e^2}{\epsilon_0 |\hat{r}_n - \hat{r}_n'|},
\]

where \(\hat{p}_n, \hat{r}_n\), and \(\hat{S}_n\) are, respectively, the momentum, the position, and the spin operators of the \(n\)th electron; \(V(\hat{r})\) is the random electron-impurity potential; \(\alpha\) is the Rashba velocity, which controls the strength of the SO coupling (\(\alpha\) is proportional to the electric field in the \(z\) direction); \(m\) is the effective mass of the electrons; and \(\epsilon_0\) is the background dielectric constant. Notice that we have chosen to omit effects connected with the interaction between the magnetic field and the orbital current. Our interest here is to develop a model of Gilbert damping for ferromagnetic or large \(g\)-factor materials (for example, InAs quantum wells) for which the orbital effects of the magnetic field are usually negligible. In fact, the external magnetic field appears in our theory primarily as a device to induce spin polarization in the homogeneous electron gas which, otherwise, would not be spin polarized. To this end, only the Zeeman coupling is relevant. The hope is that the homogeneous electron gas will serve as a reference system for more realistic systems which do exhibit spontaneous polarization. Aside from these considerations, we notice that it is possible to reduce the orbital effects by tilting the applied magnetic field toward the plane of the 2DEG.

The explicit form for \(\alpha\) in a typical direct gap semiconductor (say, InAs) is

\[
\alpha = v_F (eE a_B) \frac{2P^2}{3m} \left[ 1 - \frac{1}{(E_g + \Delta_{SO})^2} \right] \sqrt{2r_s}.
\]

where \(v_F\) is the Fermi velocity, \(E\) is the magnitude of the electric field in the \(z\) direction, \(a_B\) is the Bohr radius, \(P\) is the matrix element of the momentum operator between the conduction and the valence band at the zone center, \(E_g\) is the gap, \(\Delta_{SO}\) is the SO splitting of the lowest hole band, and \(r_s\) is the average distance between the electrons in units of \(a_B\).

Notice that we have already assumed that the direction of the external magnetic field coincides with the direction of the equilibrium magnetization (\(\hat{e}_3\), by definition). This is not generally true in the presence of SO coupling (except for special cases such as \(\Theta = 0\)), but the angle between \(H_0\) and \(\hat{e}_3\) is obtained from\(\Theta = \frac{\hbar \omega_0}{E_g a_B}\) and will be neglected henceforth. The magnitude of the magnetization, neglecting Coulomb interactions, is simply given by \(M_0(\hat{e}_3) = \frac{1}{2} \{ N(0) \} \hat{e}_3\), where \(N(0) = \frac{\pi N}{\hbar} \) is the free-particle density of states in two dimensions.

The SO torque, defined in Eq. (18), is straightforwardly calculated to be

\[
\hat{T} = \frac{\alpha}{\hbar} \sum_n \{ \hat{e}_3 (\hat{p}_n \cdot \hat{S}_n) - \hat{p}_n \hat{S}_n \}.
\]

In order to facilitate the calculations in the limit of weak-SO coupling, it is convenient to express the torque in terms of the components \(p_x\) and \(p_y\) of the momentum in the plane, as well as the components \(S_x, S_y, S_z\) of the spin in the coordinate system shown in Fig. 1. This is advantageous when the only significant anisotropy in spin space is caused by the magnetic field in the \(\hat{e}_3\) direction. The result of this rewriting is

\[
\hat{T}_1 = \alpha h^{-1} \sum_n (\hat{S}_{nx} \hat{p}_{nx} - \hat{S}_{nx} \hat{p}_{ny} \sin \Theta),
\]

\[
\hat{T}_2 = \alpha h^{-1} \sum_n (\hat{S}_{nx} \hat{p}_{ny} \cos \Theta + \hat{S}_{ny} \hat{p}_{ny} \sin \Theta),
\]

\[
\hat{T}_3 = \alpha h^{-1} \sum_n (- \hat{S}_{nx} \hat{p}_{nx} - \hat{S}_{nx} \hat{p}_{ny} \cos \Theta).
\]

Notice that these equations do not involve \(p_z\) not just because our model system is two dimensional but, more fundamentally, because a motion along the direction of the electric field does not produce spin-orbit coupling.

The commutators \([\hat{T}_1, \hat{S}_1]\) that appear in Eq. (27) can also be straightforwardly calculated as follows:

\[
- \{ [\hat{T}_1, \hat{S}_1] = \alpha \sum_n (\hat{S}_{nx} \hat{p}_{ny} \sin \Theta + \hat{S}_{nx} \hat{p}_{ny})
\]

\[
- \{ [\hat{T}_2, \hat{S}_2] = \alpha \sum_n (\hat{S}_{nx} \hat{p}_{ny} \cos \Theta - \hat{S}_{nx} \hat{p}_{ny} \sin \Theta),
\]

\[
- \{ [\hat{T}_3, \hat{S}_3] = - \alpha \sum_n \hat{S}_{nx} \hat{p}_{nx},
\]

\[174434-6\]
\[-\vec{I}(\hat{\tau}_2, \hat{S}_1) = \alpha \sum_n \hat{S}_{n\alpha} \vec{p}_{n\alpha} \cos \Theta. \tag{42}\]

Their expectation values in the ground state are of second order in \(\alpha\) and are closely related to the change in energy of the electron gas due to the SO interaction (i.e., they control the magnetic anisotropy induced by the SO interaction).

The fact that in this model the torque is linear in both spin and momentum, i.e., proportional to the spin current, allows us to establish an exact connection between Gilbert damping and spin-channel conductivity, defined in terms of spin-current–spin-current response functions. Unfortunately, this relation does not hold in more realistic models of the SO coupling, in which the electric field that is responsible for the SO coupling depends on position rather than being constant, but we will argue in the concluding section that a similar relation, involving a spatially varying SO-coupling constant and a local spin conductivity, can be justified if certain conditions are met.

A. Isotropic case

1. Noninteracting 2DEG

Let us begin with the simplest case in which the magnetic field and the magnetization are parallel to the \(z\) axis (\(\Theta = 0\)). The system is invariant for rotations about the \(z\) axis, which coincides with the three axes, so we have

\[
\langle \langle \hat{\tau}_1; \hat{\tau}_1 \rangle \rangle_\omega = \langle \langle \hat{\tau}_2; \hat{\tau}_2 \rangle \rangle_\omega = \frac{\alpha^2}{\hbar^2} \left( \sum_n \hat{S}_{n\alpha} \vec{p}_{n\alpha}; \sum_n \hat{S}_{n\alpha} \vec{p}_{n\alpha} \right)_\omega.
\]

(43)

Let us introduce the longitudinal spin-channel conductivity \(\sigma_{\parallel}\) as the constant of proportionality between the spin current \(j_{\parallel} - j_{\perp}\) and an electric field \(E_{\parallel}\), which acts with opposite signs on the spin-up and the spin-down components of the electron liquid.\[^{36}\]\(\uparrow\) and \(\downarrow\) denote the directions parallel and antiparallel to the magnetic field (the \(\hat{e}_z\) axis), respectively, \(\sigma_{\parallel}\) is related to the spin-current–spin-current response function by the Kubo formula,

\[
\text{Re} \, \sigma_{\parallel}(\omega) = -\frac{4e^2}{m^2 \gamma} \frac{\left\langle \sum_n \hat{S}_{n\alpha} \vec{p}_{n\alpha}; \sum_n \hat{S}_{n\alpha} \vec{p}_{n\alpha} \right\rangle_\omega}{\hbar^2 \omega}. \tag{44}\]

We now discern a simple relationship between the imaginary part of the torque-torque response function and the spin-channel conductivity, namely,

\[
\frac{1}{\gamma} \frac{\text{Im} \, \tilde{\Gamma}(\omega)}{\omega} \bigg|_{\text{sym}} = -\frac{m^2 \alpha^2}{4e^2} \text{Re} \, \sigma_{\parallel}(\omega). \tag{45}\]

Substituting this in Eqs. (32) and (33), we arrive at the following expression for the Gilbert damping constant:

\[
\lambda = \lambda_1 = \lambda_2 = \frac{m^2 g \alpha^2}{e^2} \frac{\text{Re} \, \sigma_{\parallel}(0)}{4M_0} \text{Re} \, \sigma_{\parallel}(0). \tag{46}\]

Let us emphasize that the relation between equilibrium magnetization and external field in this model is not affected by SO interactions as long as both spin-orbit split bands are occupied. The \(e-e\) interaction, on the other hand, would reduce the value of \(\omega_0\) interaction. However, what will be needed in the subsequent calculations is not \(\omega_0\) per see, but the Zeeman splitting that it produces on single-particle energy levels. The latter is brought back to the noninteracting value once exchange is included in the single-particle energy levels. So, it seems permissible to ignore the \(e-e\) correction to \(\omega_0\), as long as we do not include \(e-e\) effects in the spectrum of single-particle excitations. Finally, it can be shown that the spin-orbit anisotropy stiffness \(\tilde{S}_{SO}\) for this model begins with terms of order \((\alpha/\nu_F)^4\) and is therefore negligible for typical values of \(\alpha\) and \(\nu_F\).

Having considered all these, we can express \(\lambda\) in the following elegant form:

\[
\lambda = \frac{\bar{\alpha}^2 E_F \tau}{\hbar} \frac{\text{Re} \, \sigma_{\parallel}(0)}{\sigma_D}, \tag{47}\]

where \(\bar{\alpha}\) is the Rashba velocity in units of the Fermi velocity,

\[
\bar{\alpha} = \frac{\alpha}{\nu_F}, \tag{48}\]

\(\sigma_D\) is the usual Drude conductivity,

\[
\sigma_D = \frac{ne^2 \tau}{m}. \tag{49}\]

\(\tau\) is the transport scattering time, \(E_F\) is the Fermi energy, and \(p\) is the dimensionless Zeeman energy (including both the external magnetic field and the internal exchange field), which for \(p < 1\) (assumed throughout the paper) coincides with the degree of spin polarization of the electron gas:

\[
p = \frac{\hbar \omega_0}{2E_F} = \frac{2M_0}{gh}. \tag{50}\]

The next task is the calculation of the spin-channel conductivity. In the absence of Coulomb interaction, this can be done even without assuming that \(\bar{\alpha}\) is small compared to \(p\) and \(\hbar / E_F \tau\). We supply the details of the calculation in Appendix A. The result is

\[
\text{Re} \, \sigma_{\parallel}(0) = \sigma_D \cos^2 \delta \left[ 1 + \frac{1}{2} (\Omega)^2 (1 + \cos^2 \delta) \right] \cos^2 \delta + \frac{1}{4} (\Omega)^2 (1 + \cos^2 \delta)^2, \tag{51}\]

where we have defined

\[
\Omega = \sqrt{\omega_0^2 + \alpha^2 k_F^2}, \tag{52}\]

and

\[
\cos \delta = \frac{\omega_0}{\Omega} = \frac{p}{\sqrt{p^2 + \alpha^2}}, \tag{53}\]

and correspondingly,
Clearly, the effective magnetic field to the external magnetic field is accounted for by the growth of the \( \sin^2 \frac{\alpha k_f}{\omega_0} \), i.e., for this expression vanishes in the limit of zero magnetization, plotted in Fig. 2 as a function of two parameters: \( n_i/H_9244/H_9270 \). One recovers the "dirty" limit.

Recalling that, in the absence of SO coupling, one recovers the elastic mean free path proportional to \( \tau \). Notice that, up- and down-spin components are completely decoupled and have the same mobility. If, on the other hand, the external field frequency \( \omega_0 \) is set to zero when \( \alpha \) is still finite, we get \( \sigma_a(0)=0 \). Again, this is not surprising in view of the fact that the SO interaction causes a steady precession of the spin in a plane perpendicular to \( \mathbf{p} \), effectively suppressing the average \( z \) component of the spin. Putting Eq. (51) back into Eq. (47), we arrive at

\[
\lambda_m = \rho \frac{E_F \sin^2 \delta}{\hbar} \frac{1 + \frac{1}{2}(\Omega \tau)^2(1 + \cos^2 \delta)}{\cos^2 \delta + \frac{1}{2}(\Omega \tau)^2(1 + \cos^2 \delta)^2},
\]

where the subscript \( ni \) stands for noninteracting. Notice that this expression vanishes in the limit of zero magnetization, i.e., for \( p \to 0 \).

The Gilbert damping constant, as given by Eq. (55), is plotted in Fig. 2 as a function of two parameters: \( \Omega \tau \)—measuring the effectiveness of spin precession during an elastic mean free path \( \tau \) and \( \alpha k_f/\omega_0=\alpha l/p \) the ratio of the SO effective magnetic field to the external magnetic field. Clearly, \( \Omega \tau \ll 1 \) corresponds to the "clean" limit and \( \Omega \tau \ll 1 \) to the "dirty" limit.

Figure 3 shows the two-dimensional cross sections of Fig. 2. In Fig. 3(a), we see the Gilbert constant plotted as a function of the spin orbit to polarization ratio for two values of \( \Omega \tau \), one in the clean limit and one in the dirty limit. In the weak-SO-coupling regime \( (\alpha k_f/\omega_0 \ll 1) \), the Gilbert constant grows as \( (\alpha k_f/\omega_0)^2 \), while for strong-SO coupling, it saturates and begins to decrease linearly beyond a certain value \( \alpha k_f/\omega_0 \). The quadratic increase of \( \lambda \) for small \( \alpha \) is easily accounted for by the growth of the \( \sin^2 \delta \) factor in Eq. (55)—see Eq. (54). For large \( \alpha \), on the other hand, \( \sin \delta \) approaches the maximum value of 1 and \( \lambda \) becomes essentially proportional to \( \tau \). The decrease in \( \lambda \) in this regime reflects the decrease in \( \tau \) along a curve on which \( \Omega \tau \) remains constant.

Figure 3(b) shows the Gilbert damping as a function of \( \Omega \tau \) for two different values of \( \alpha k_f/\omega_0 \). For weak-SO coupling (lower solid line), the Gilbert damping constant is proportional to \( \tau \) in both the clean and dirty limits. This is not surprising given that in this regime, the Gilbert damping is essentially proportional to the Drude conductivity. For strong-SO coupling, however, we observe an interesting nonmonotonic behavior of \( \lambda \) (upper solid curve) in the transition region between the dirty regime \( (\Omega \tau \ll 1) \) and the clean one \( (\Omega \tau \gg 1) \). This region is defined by the inequality \( 2 \cos \delta < \Omega \tau < \sqrt{2} \), and obviously appears only if \( \cos \delta \) is sufficiently small, i.e., if the SO coupling is sufficiently strong.

There is a limit, however, on how large the spin-orbit coupling can be made for a given value of \( \Omega \tau \). Recall that our treatment of disorder is justified for \( E_F \tau \gg 1 \) and becomes uncontrolled when this inequality is violated. Since \( E_F \tau = \frac{\Omega \tau}{2 \rho \tau_0 (\alpha k_f/\omega_0)^2} \), we see that \( \Omega \tau/2 \rho \) must be larger than \( \frac{\alpha k_f}{\omega_0} \) or,
equivalently, $\Omega \tau > 2 \bar{\alpha}$ if $E_F\tau \gg 1$ is to be satisfied. In Fig. 4(b), the regions of validity of this condition, for three different values of $\bar{\alpha}$, extend to the right of the three vertical dashed lines. We see that the nonmonotonic behavior for larger $\bar{\alpha}$ occurs well within the region in which our treatment of disorder is justified and can be observed if $\bar{\alpha}$ is much larger than $p$, so that $\cos \delta$ is small.

In a naive microscopic picture, the Gilbert damping could be obtained by substituting the D’yakonov-Perel spin-relaxation rate,

$$\frac{1}{\tau_s} = \frac{2\pi (ak_F)^2}{1 + (2\pi ak_F)^2},$$

into the phenomenological Bloch equation for spin dynamics. This results in the formula

$$\lambda \sim \frac{\tau_s}{1 + (\omega_0\tau_s)^2},$$

which reproduces Eq. (55) either in the weak-SO limit with $ak_F \ll 1/\tau$, $\omega_0 = 0$, or in the absence of the applied field, $\omega_0 = 0$, where Eq. (56) becomes the correct Bloch spin-relaxation rate of the unpolarized Rashba 2DEG.\textsuperscript{33} We note, however, that the full structure of Eq. (55) cannot be completely captured by the D’yakonov-Perel spin-relaxation rate [Eq. (56)]. In particular, in the clean limit, the combined Eqs. (56) and (57) would lead to the scaling of $\lambda$ as $1/\tau$, which tends to zero, while our Eq. (55) gives scaling of $\lambda$ as $\tau$, which tends to infinity.

Figure 4 shows the Gilbert damping as a function of polarization for two different values of spin-orbit coupling. One can see that Gilbert damping increases with $p$ for $p < \bar{\alpha}$ and decreases with further increase of $p$ above $\bar{\alpha}$. The rapid decrease of $\lambda_{ni}$ with $p$ can be easily understood taking the limit $p \gg \bar{\alpha}$ of Eq. (55):

$$\lambda_{ni} \approx \frac{\bar{\alpha}^2 E_F \tau}{\rho \hbar}.$$

Therefore, in the case of full spin polarization, i.e., for $\bar{\alpha}/p \ll 1$, the Gilbert damping tends to zero. Tunable magnetization damping is very desirable, since it allows us to reduce postswitching magnetization precession.\textsuperscript{34} Figure 4 shows the possibility of tuning of the Gilbert damping by changing temperature in a polarized 2DEG with spin-orbit interactions.\textsuperscript{37}

The $\omega$ dependent spin-channel conductivity can be obtained through the replacement of $\frac{1}{\tau}$ by $\frac{1}{\tau} - i\omega$ (see also Appendix A) and has a form

$$\Re \sigma_{ij}(\omega) = \sigma_p \frac{\cos^2 \delta}{1 + (\omega \tau)^2} \frac{1 + (\Omega \tau)^2 \left[ \frac{1}{2} \sin^2 \delta + (\cos \delta + \omega/\Omega)^2 \right]}{1 + (\omega \tau)^2}.$$

which gives

$$\lambda_{ni}(\omega) = \frac{\rho}{\hbar(p^2 + \bar{\alpha}^2)} \frac{\bar{\alpha}^2 E_F \tau}{\rho \hbar} \frac{1 + (\Omega \tau)^2 \left[ \frac{1}{2} \sin^2 \delta + (\cos \delta + \omega/\Omega)^2 \right]}{1 + (\omega \tau)^2}.$$

These equations reduce to Eqs. (51) and (55), respectively, if we set $\omega = 0$.

Notice the very different limiting behavior of $\lambda$ as a function of the disorder strength for $\omega = 0$ and $\omega$ finite. In the first case, $\lambda$ tends to infinity as the scattering time $\tau$ increases (i.e., for decreasing disorder). At finite $\omega$, however, the Gilbert constant goes to zero for $\tau$ tending to infinity. This is the proper clean limit. In the opposite limit of strong disorder, the Gilbert damping decreases monotonically to zero. This is a manifestation of the D’yakonov-Perel effect: in a strongly disordered system, the instantaneous axis of spin precession changes too rapidly to allow an effective loss of spin orientation.

Instead of using the equation of motion to calculate the Gilbert damping, we could evaluate directly the imaginary part of the transverse spin response function. The two approaches are equivalent, and the details of the calculations of the transverse spin response function are summarized in Appendix D. We will see in the following, however, that the treatment in terms of the spin-channel conductivities allows us to gain useful intuition for the inclusion of $e-e$ interaction effects.
The role of the Coulomb interaction in spin transport was analyzed in detail in Refs. 30 and 31, but only in the absence of SO coupling. In the spin-polarized electron gas, the “spin electric field” stands in terms of the coupling between charge and spin current integral in Eq. (61), i.e., when $p=1$ and $\alpha=0$, the result is

$$\text{Re} \sigma_{sl}(0) = \sigma_{l} \frac{1 + p^2 \gamma T}{1 + \gamma T},$$

where $\gamma$ is the spin-drag coefficient—the rate of momentum transfer due to the Coulomb interaction between up and down spins—and $p$ is the degree of spin polarization. The derivation of Eq. (61) is presented for completeness in Appendix B.

Notice that the effect of the spin Coulomb drag vanishes (as expected) when the electron gas is fully spin polarized, i.e., when $p=1$. This is because in this limit, there are no minority-spin carriers to exert a drag on the majority-spin carriers. More generally, the form of Eq. (61) can be understood in terms of the coupling between charge and spin currents in a spin-polarized electron gas. A “spin electric field” $E_s = E_i = -E_e$ drives not only a spin current but also a charge current $j_e = p \sigma \mu E_s$ (note that $\gamma$ does not enter here). The charge current acts on the spin current as an additional spin electric field $\frac{\partial}{\partial t} \mu E_s$. The spin current then responds in the usual way (i.e., with the unpolarized spin conductivity $\sigma_{l}^{1+p^2 \gamma T}$) to an enhanced spin electric field $E_s(1 + \gamma T)$. This gives Eq. (61).

The low-temperature behavior of $\gamma$ is approximately given by the formula

$$\gamma(T) = \left( \frac{k_B}{E_F} \right)^2 \frac{\pi r_s^2}{6(1-p^2)^{3/2}} \times \int_0^1 \frac{dx}{(x + \frac{r_s}{\sqrt{2(1-p)}})^2 \sqrt{1-x\sqrt{1-ax}}},$$

where $a=(1-p)/(1+p)$.

For zero polarization, $\gamma$ diverges logarithmically as can be easily shown by putting $p=0$ under integral in Eq. (62). Thus, $\gamma$ scales quadratically with temperature for $T/T_F \ll 1$, but has a nonmonotonic behavior as a function of polarization.

The behavior of the spin conductivity renormalization factor $(1+p^2 \gamma)/\gamma$ of Eq. (61) is shown in Fig. 5 as a function of $p$ for several values of $r_s$, assuming $E_F \tau / h = 10/r_s^2$ and $k_B T / E_F = r_s^2/10$. We see that the reduction of the spin conductivity and hence of $\lambda$ due to Coulomb interaction is significant for small and intermediate polarizations, especially at larger values of $r_s$.

The calculation of the spin-drag coefficient in the presence of SO coupling poses, of course, a more difficult problem. However, in view of the fact that the SO energy scale is usually much smaller than the Coulomb energy scale, such a detailed calculation is not urgently needed. Coulomb interaction corrections are adequately taken into account by multiplying the noninteracting result of Eq. (55) by the correction factor on the right-hand side of Eq. (61). This gives

$$\lambda = \lambda_m \left( \frac{1 + p^2 \gamma T}{1 + \gamma T} \right).$$

Equation (63) has the interesting property that it scales as $\tau$ for $\gamma p^2 \tau \gg 1$ and $\gamma \tau \gg 1$, as well as in the opposite limit when $\gamma p^2 \tau \ll 1$ and $\gamma \tau \ll 1$. The e-e interactions play a role mostly in the regime $1 < \gamma \tau < 1/p^2$ which shrinks to zero as $p$ increases. The behavior of Gilbert constant as a function of $\gamma T$ and polarization $p$ is presented in Figs. 6 and 7. For strong polarization, the factor $(1+p^2 \gamma)/\gamma$ ~ 1 and the Gilbert damping scales with a scattering time $\tau$. The situation looks different for a very weak polarization (see solid line in Fig. 7): the Gilbert damping scales as $\tau/(1+\gamma\tau)$ for weak e-e interactions, but for strong e-e interactions, it saturates to a constant value proportional to $1/\gamma$.

The dependence of $\lambda$ on polarization is more complicated. This is a consequence of the fact that the spin Coulomb drag depends on polarization. For weak e-e interaction, $\lambda$ increases linearly with $p$ for small $p$ and saturates for large $p$. For strong e-e interactions ($\gamma \tau > 1$), $\lambda$ increases linearly with $p$ for small $p$, and increases even faster than $p$ for strong polarization.
It is also possible to include the frequency dependence of the spin Coulomb drag correction through the replacement of \( \frac{1}{\tau} \) by \( \frac{1}{\tau} - i\omega \). A straightforward calculation gives

\[
\lambda(\omega) = \lambda_m(\omega) \frac{(1 + \gamma\tau)(1 + p^2\gamma\tau) + (\omega\tau)^2}{(1 + \gamma\tau)^2 + (\omega\tau)^2}.
\]  

(64)

B. Anisotropic case

Let us now consider the general anisotropic case, in which the direction \( \hat{e}_3 \) of the magnetization forms an angle \( \Theta \) with the direction \( \hat{e}_\parallel \) of the electric field that generates the SO effective magnetic field. An exact calculation of the torque-torque response function is complicated, even in the noninteracting case, by the lack of rotational symmetry about the \( \hat{e}_3 \) axis. However, in the limit of small \( \alpha \), the spin degrees of freedom are decoupled from the orbital degrees of freedom, and we can take advantage of rotational symmetry about the \( \hat{e}_3 \) axis in spin space to simplify the calculation. What happens is that response functions such as \( \langle \hat{S}_{\parallel n} \hat{p}_{\parallel m}; \hat{S}_{\parallel n} \hat{p}_{\parallel m} \rangle_\omega \) vanish by symmetry when \( \hat{S}_\perp \) denotes one of the two transverse components, \( \hat{S}_1 \) or \( \hat{S}_2 \), of the spin operator. On the other hand, the response function \( \langle \hat{S}_{\perp n} \hat{p}_{\parallel m}; \hat{S}_{\perp n} \hat{p}_{\parallel m} \rangle_\omega \) does not depend on which component \( \hat{S}_{\perp} \) we choose to consider.

Going back to Eqs. (32) and (33) and making use of Eq. (41), we see that to second order in \( \tilde{\alpha} \), we have

\[
\lambda_1 = \frac{\alpha^2 E_F}{\hbar} \left[ \frac{\text{Re } \sigma_{\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{\perp}(0)}{\sigma_D} \right] + \frac{\alpha^2 E_F}{\hbar} \left[ \frac{\text{Re } \sigma_{\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{\perp}(0)}{\sigma_D} \right]
\]  

(65)

and

\[
\lambda_2 = \frac{\alpha^2 E_F}{\hbar} \left[ \cos^2 \Theta \frac{\text{Re } \sigma_{\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{\perp}(0)}{\sigma_D} \right] + \frac{\alpha^2 E_F}{\hbar} \left[ \cos^2 \Theta \frac{\text{Re } \sigma_{\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{\perp}(0)}{\sigma_D} \right]
\]  

(66)

where the transverse spin-channel conductivity \( \sigma_{s\perp} \) is defined, in analogy to Eq. (44), as

\[
\text{Re } \sigma_{s\perp}(\omega) = -\frac{4e^2}{m^2\gamma} \frac{\text{Im } \sigma_{s\parallel}(\omega)}{\hbar^2\omega}.
\]  

(67)

The calculation of \( \sigma_{s\perp} \) in the absence of SO coupling and \( e-e \) interactions is straightforward and yields

\[
\text{Re } \sigma_{s\perp}(0) = \frac{\sigma_D}{1 + (\omega_0\tau)^2}.
\]  

(68)

Notice that this differs from the longitudinal spin-channel conductivity \( \sigma_{s\parallel} \), calculated in the same approximation, simply by the factor \( [1 + (\omega_0\tau)^2]^{-1} \). This takes into account the nonconservation (precession) of the transverse spin caused by the magnetic field in the \( \hat{e}_3 \) direction. Therefore, in the limit of weak-SO coupling and no interaction, we get

\[
\lambda_1 = \frac{\alpha^2 E_F}{\hbar} \left[ 1 + \frac{\sin^2 \Theta}{1 + (\omega_0\tau)^2} \right]
\]  

(69)

and

\[
\lambda_2 = \frac{\alpha^2 E_F}{\hbar} \left[ \cos^2 \Theta + \frac{\sin^2 \Theta}{1 + (\omega_0\tau)^2} \right].
\]  

(70)

The effect of the spin Coulomb drag can be included, at the same level of approximation, by multiplying the two spin-channel conductivities by appropriate renormalization factors. Namely, we use Eq. (61) for \( \sigma_{s\parallel}(0) \), and

\[
\text{Re } \sigma_{s\perp}(0) = \frac{\sigma_D}{1 + \gamma_\perp \tau} \left( \frac{1}{\omega_0\tau} + (1 + \gamma_\perp \tau)^2 \right),
\]  

(71)

where \( \gamma_\perp \) is a transverse spin analog of the longitudinal spin Coulomb drag coefficient, as discussed in Appendix C.

An unsatisfactory feature of Eqs. (69) and (70) is that they are valid only for \( \alpha k_F < \omega_0 \). Notice, however, that the angular dependence of the Gilbert constants in these equations reduces to simple angular factors multiplying the isotropic result. This suggests that we take care of the problem simply by multiplying the full isotropic noninteracting result for \( \lambda(\omega) \), given by Eq. (55), by the same angular factor. The resulting expressions

\[
\lambda_1 = \lambda_m \left[ \frac{\text{Re } \sigma_{s\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{s\perp}(0)}{\sigma_D} \right]
\]  

(72)

and

\[
\lambda_2 = \lambda_m \left[ \cos^2 \Theta \frac{\text{Re } \sigma_{s\parallel}(0)}{\sigma_D} + \sin^2 \Theta \frac{\text{Re } \sigma_{s\perp}(0)}{\sigma_D} \right],
\]  

(73)

with \( \lambda_m \), \( \text{Re } \sigma_{s\parallel}(0) \), and \( \text{Re } \sigma_{s\perp}(0) \) given by Eqs. (55), (61), and (71), respectively, vanish for \( \omega_0 \) tending to zero and should be reasonable not only for \( \alpha k_F < \omega_0 \) but also for \( k_F \gg \omega_0 \), provided that both energies are small compared to the Fermi energy. Furthermore, these formulas can be generalized to finite frequency by simply replacing \( \lambda_m(\omega) \) [Eq. (60)] and replacing \( \frac{1}{\tau} \) by \( \frac{1}{\tau} - i\omega \) in the Coulomb renormalization factors.
V. GENERALIZATIONS AND CONCLUSION

In this paper, we have shown that (1) the Gilbert damping constant for a homogeneously magnetized electron gas with SO interactions can be exactly expressed in terms of the torque-torque correlator which comes from SO interactions. (2) In the special case of the Rashba model the Gilbert damping can be expressed in terms of the spin-channel conductivity. Based on this connection, we have discussed the behavior of the Gilbert damping constant in a two-dimensional electron gas with Rashba SO coupling as a function of magnetic field, SO interaction, $e$-$e$ interaction, and disorder. These calculations, while based on linear-response theory, do nevertheless provide the input for the nonlinear LLG equation, provided it is recognized that $\lambda$ depends on the instantaneous orientation of the magnetization.

It should be clear that point (1) above is completely general, while point (2) depends on a specific feature of the Rashba spin-orbit interaction, namely, the fact that the electric field is independent of position. This poses the following question: To what extent is the connection between Gilbert damping and spin conductivity transferable to general, non-homogeneous, spin-orbit coupled systems?

In conclusion, we argue that the connection is indeed broadly applicable to itinerant-electron ferromagnets, under the assumptions similar to those are used to justify the local-density approximation (LDA) in the density-functional theory of electronic structure. We recall that in a multiband all-electron theory, the SO interaction has the form

$$\hat{H}_{SO} = -\frac{1}{2m^2c^2} \sum_n (\hat{V}(r_n) \times \hat{p}_n) \cdot \hat{S}_n,$$

where $V(r)$ is the self-consistent Kohn-Sham potential, typically given by the local-density approximation. The gradient of $V(r)$ defines a privileged direction at each point in space, which we denote $\hat{e}_r(r)$. Then, the spin-orbit interaction can be recast in the form

$$\hat{H}_{SO} = -\sum_n \frac{\alpha(r_n)}{\hbar} (\hat{e}_r(r_n) \times \hat{p}_n) \cdot \hat{S}_n,$$

where $\alpha(r)$ is a position dependent SO-coupling constant, which reflects the local magnitude of the electric field seen by the electron, and $\hat{e}_r(r)$ is the local direction of this field. Another privileged direction is the direction of the local magnetization, which we call $\hat{e}_z(r)$. Thus, we are back to our model Hamiltonian [Eq. (38)] (we already remarked that the two dimensionality of the model is not essential to our treatment) with the crucial difference that $\alpha$, $\hat{e}_z$, and $\hat{e}_3$ are functions of position.

Now, in the spirit of the LDA, let us assume that the Kohn-Sham potential, its gradient, and the direction of the magnetization are all slowly varying on the appropriate microscopic length scale (e.g., the electron-electron distance, or the size of the unit cell, or the scattering mean free path). Then, we can equiparate each small volume element of the system to a homogeneously magnetized electron gas of density $n$ and spin polarization $p$ pointing in the $\hat{e}_3$ direction, with a SO-coupling constant $\alpha(r)$ and a local anisotropy axis $\hat{e}_z$. With this identification, all the results obtained in the previous section become immediately applicable to each volume element.

An obvious objection to this procedure is that the electronic density of real materials is not slowly varying on the atomic scale. In spite of this, however, it is well known that the LDA works very well in materials because the exchange-correlation potential is controlled by a spherical average of the exchange-correlation hole, which is reasonably close to the spherical hole of the homogeneous electron gas. We believe that a similar averaging may also work for the magnetization dynamics. Then, the Gilbert damping would be given by the formulas derived in this paper, only with the appropriate coarse-grained values of $\alpha$, $\hat{e}_z$, and $\hat{e}_3$.
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APPENDIX A: LONGITUDINAL SPIN-CHANNEL CONDUCTIVITY FOR NONINTERACTING ELECTRONS

In the calculations that follow, we set $\hbar=1$ for convenience. To obtain the real part of longitudinal spin-channel conductivity, we need to calculate $\text{Im} \langle \hat{S}_z \hat{P}_x \hat{P}_x \rangle_0$. For a magnetization parallel to the $z$ axis (i.e., $\Theta^\omega=0$), the above expression simplifies to $\text{Im} \langle \hat{S}_z \hat{P}_x \hat{P}_x \rangle_0$, where $\hat{S}_z$ is the $z$ component of the spin operator and $\hat{P}_x$ is the $x$ component of the total momentum. For nonzero $\omega$, we have to evaluate the following integral:

$$\text{Im} \left\langle \frac{\langle \hat{S}_z \hat{P}_x \hat{P}_x \rangle_0}{\omega} \right\rangle = \frac{1}{\omega} \text{Im} \left\langle \int \frac{d\epsilon}{2\pi i} \int \frac{d^2p}{(2\pi)^2} \hat{P}_x \right. \right.$$

$$\left. \left. \times \text{Tr} \left[ \hat{S}_z \hat{G}(\epsilon + \omega) \hat{A}_\omega(\epsilon) \hat{G}(\epsilon, \epsilon) \right] \right\rangle,$$

where

$$G(\epsilon, \omega) = \frac{1}{\omega - \epsilon - \hat{h}_p \hat{S} + i/2\tau_\omega}$$

is the disorder-averaged Green’s function near the Fermi level, $\epsilon$ is the kinetic energy relative to the Fermi level, $\hat{h}_p = (ap_z, ap_x, \omega_0)$ is the effective magnetic field, $\hat{S} = \hat{\sigma}/2$, where $\hat{\sigma}$ is the vector of Pauli matrices, and

$$\frac{1}{\tau_\omega} = \frac{1}{\tau} \text{sgn}(\omega).$$

Using the fact that the integration over energy involves only the states around the Fermi energy, i.e., $\epsilon + \omega > E_F$ and $\epsilon < E_F$, allows us to integrate over $\epsilon$ and cancel out the $1/\omega$ on the rhs of Eq. (A1). Then, one can see that the formula for a nonzero $\omega$ can be obtained from the $\omega=0$ limit with the substitution $1/\tau \rightarrow 1/\tau - i\omega$, leading to Eq. (60).
In the \( \omega=0 \) limit, \( \tilde{G}(\epsilon+i\omega) \) and \( \tilde{G}(\omega) \) should be substituted by \( \tilde{G}(\epsilon) \) and \( \tilde{G}(0) \), respectively. The ladder vertex corrections are found by solving the self-consistent integral equation for \( \tilde{A} \). For an electron-impurity potential of the form \( U \delta(r) \), this equation is

\[
\tilde{A} = \tilde{p} S_z + U^2 \int \frac{d^2p'}{(2\pi)^2} \tilde{G}(p',0^+) \tilde{G}(p',0^-). \tag{A3}
\]

Its solution gives the vertex correction of the following form:

\[
\Lambda_x = p_x S_z + \frac{\alpha p_x^2}{2} \frac{i \omega_n - 1/\tau}{\Omega^2 + \omega_0^2 + 2i \omega_n \tau} S_z + \text{H.c.}, \tag{A4}
\]

where \( S_z = S + i S_y \) and \( U^2 = 1/m \tau_r \).

The calculation of the spin-channel conductivity in Eq. (A1) without the vertex corrections (a single bubble) gives

\[
\text{Im} \frac{\langle \hat{S}_x \hat{P}_z \hat{S}_x \hat{P}_z \rangle_{\omega}}{\omega \gamma_{n}} = - \frac{mn \tau}{4} \left( \frac{\Omega^2 \gamma \cos \delta + 1}{\Omega^2 \gamma + 1} \right), \tag{A5}
\]

while the final result including the ladder vertex corrections is

\[
\text{Im} \frac{\langle \hat{S}_x \hat{P}_z \hat{S}_x \hat{P}_z \rangle_{\omega}}{\omega \gamma_{n}} = - \frac{mn \tau \cos^2 \delta \left[ 1 + \frac{1}{2} \Omega^2 \tau (1 + \cos^2 \delta) \right]}{4 \cos^2 \delta + \frac{1}{2} \Omega^2 \tau (1 + \cos^2 \delta)}.
\tag{A6}
\]

Using Eq. (A6) and the definition of spin-channel conductivity, we finally obtain the formula [Eq. (51)] for the real part of longitudinal spin-channel conductivity as follows:

\[
\text{Re} \, \sigma_{\parallel}(0) = \frac{\sigma_D}{1 + \frac{p^2 \gamma^2}{\tau^2} \left[ \frac{1}{2} \Omega^2 \tau (1 + \cos^2 \delta) \right]}.
\]

The single bubble calculation recovers the behavior of the longitudinal spin conductivity for weak-SO interactions: Eqs. (A5) and (A6) coincide for \( \delta=0 \), i.e., for a zero SO coupling. However, for strong spin-orbit interactions, the vertex corrections are absolutely necessary. Moreover, only Eq. (A6) gives the correct result for zero magnetic field, i.e., \( \text{Re} \, \sigma_{\parallel}(0) = 0 \).

**APPENDIX B: LONGITUDINAL SPIN-CHANNEL CONDUCTIVITY IN THE PRESENCE OF e-e INTERACTIONS**

In the absence of SO interactions the structure of the \( 2 \times 2 \) resistivity matrix can be deduced from the equation of motion for electrons with spin \( \sigma \) and velocity \( v_\sigma \) as follows:

\[
m^* N_\sigma v_\sigma = - eN_\sigma \tilde{E}_\sigma + \tilde{E}_C - \frac{m^*}{\tau_\sigma} N_\sigma v_\sigma,
\tag{B1}
\]

where \( m^* \) is the effective mass of the electrons, \( \tilde{E}_\sigma = -\sigma \gamma \), and \( \tilde{E}_C \) is the average Coulomb force between electrons of opposite spin orientations, which is proportional to the difference of their drift velocities. The Fourier transformation of Eq. (B1) leads to the following formula for the spin current:

\[
\text{Im} \frac{\langle \int \sum_n \gamma \bar{S}_n \hat{P}_{\sigma n} \gamma \bar{S}_n \hat{P}_{\sigma n} \rangle_{\omega}}{\hbar^2 \omega} = \frac{-4e^2}{m^* \gamma} \text{Im} \frac{\langle \int \sum_n \gamma \bar{S}_n \hat{P}_{\sigma n} \gamma \bar{S}_n \hat{P}_{\sigma n} \rangle_{\omega}}{\hbar^2 \omega}.
\tag{B2}
\]

Using Eq. (B2), we can show that the resistivity tensor has the following form:

\[
\rho = \left( \begin{array}{cc}
\frac{m^*}{n \tau^2} \left( -i \omega + \frac{1}{\tau} + \frac{n_1}{n} \gamma \right) & -\frac{m^*}{n \tau^2} \frac{1}{n} \\
-\frac{m^*}{n_2 \tau^2} \frac{1}{n} & \frac{m^*}{n_2 \tau^2} \left( -i \omega + \frac{1}{\tau} + \frac{n_1}{n} \gamma \right)
\end{array} \right).
\tag{B3}
\]

Inverting the resistivity matrix, we get the following formula for the spin-channel conductivity \( \sigma_{\parallel}(\omega) \):

\[
\sigma_{\parallel}(\omega) = \frac{\rho_{11} + \rho_{12} + \rho_{13} + \rho_{14}}{\rho_{11} - \rho_{13} \rho_{14}}.
\tag{B4}
\]

Substituting the elements of the resistivity matrix into Eq. (B4), one obtains

\[
\sigma_{\parallel}(\omega) = \sigma_D \left[ \frac{\omega^2 + (1/\tau^2)(1 + \gamma \tau^2)](\gamma + 1/\tau) - \gamma \tau^2 \omega^2}{(\omega^2 + (1/\tau^2)(1 + \gamma \tau^2)](\gamma + 1/\tau)} \right],
\tag{B5}
\]

where \( p = \frac{n_1}{n} \) is the degree of spin polarization and takes a value between 0 and 1. If \( \omega=0 \), Eq. (B5) simplifies to Eq. (61):

\[
\text{Re} \, \sigma_{\parallel}(0) = \frac{\sigma_D}{1 + \frac{p^2 \gamma^2}{\tau^2}}.
\]

For zero polarization, the spin and charge channels are decoupled and the inverse of the effective scattering time consists of two contributions, one connected with disorder and a second one associated with e-e interactions:

\[
\tau_{\text{eff}}^{-1} = \tau^{-1} + \gamma.
\tag{B6}
\]

For nonzero polarization, the spin and charge channels are mixed and the additional term \( \gamma \tau^2 \) appears in the numerator.

**APPENDIX C: TRANSVERSE SPIN-CHANNEL CONDUCTIVITY IN THE PRESENCE OF e-e INTERACTIONS**

In this appendix, we use the semiclassical approach (similar to the one presented in Appendix B) to calculate the real part of the transverse spin-channel conductivity. According to Eq. (67),

\[
\text{Re} \, \sigma_{\perp \perp} = \frac{4e^2}{m^* \gamma} \text{Im} \frac{\langle \int \sum_n \gamma \bar{S}_n \hat{P}_{\sigma n} \gamma \bar{S}_n \hat{P}_{\sigma n} \rangle_{\omega}}{\hbar^2 \omega}.
\]

So, we are looking for a spin current response on the perturbation \( \delta S_x \). This perturbation is generated by the SU(2) vector potential \( A_S \), where \( S_x \) is the x component of the spin operator. As a consequence, one can show that the "electric
field” that drives the change of spin current does not depend on spin [see Eq. (C1) below]. We neglect SO interactions in this calculation and work in the circularly polarized basis in which the spin conductivity is diagonal and has two components \( \sigma_x^\| (\omega) \) and \( \sigma_y^\| (\omega) \). The diagonal character of the conductivity in this basis is equivalent to the statement that the current of right-handed circularly polarized electrons, \( j_x \), does not interact with the current of left-handed circularly polarized electrons, \( j_y \). The semiclassical equation of motion for these currents is

\[
\frac{d}{dt} (S_{\pm} v_{\|}) = -m \frac{e^2}{v_0} E_{\|} + j_x + j_y \gamma_{\perp},
\]

(C1)

where \( S_{\pm} = S_x \pm i S_y \), \( v_{\|} \) is the \( x \) component of the velocity, and \( \gamma_{\perp} \) is the in-plane spin Coulomb drag coefficient. The Fourier transformation of Eq. (C1) leads to the following formula for the left and right circularly polarized spin current densities:

\[
i(\omega \pm \omega_0) j_x = -n e^2 \frac{E_{\|}}{m} + j_x + j_y \gamma_{\perp},
\]

(C2)

where we used the fact that in the absence of SO coupling,

\[
\frac{dS_{\pm}}{dt} = -i [S_{\pm}, \hat{H}] = \pm i \omega_0 S_{\pm}.
\]

(C3)

Then, the circularly polarized spin conductivities have the form

\[
\sigma_x^\| (\omega) = \frac{n e^2}{m} \frac{1}{\omega} \left( \gamma_{\perp} + i \tau \right) \gamma_{\perp} + \frac{1}{\tau + \gamma_{\perp}}.
\]

(C4)

where we assumed that the spin Coulomb drag coefficient is the same for both circular polarizations.

Accordingly, the real parts of spin conductivities have the following form:

\[
\text{Re} \sigma_x^\| (\omega) = \frac{n e^2}{m^2} \left( \gamma_{\perp} + 1/\tau \right) \gamma_{\perp} + \frac{1}{\tau + \gamma_{\perp}}.
\]

(C5)

Assuming that \( \omega \gg 1/\tau \), \( \gamma, \omega_0 \), we find the real part of the transverse spin-channel conductivity \( \sigma^\perp (\omega) \) as follows [Eq. (C5)]:

\[
\text{Re} \sigma_{x\perp} (\omega) = \frac{4 e^2}{m^2} \left( \gamma_{\perp} + 1/\tau \right) \gamma_{\perp} + \frac{1}{\tau + \gamma_{\perp}}.
\]

(C6)

Equation (C6) separates the disorder and interaction terms. Since we have already included disorder in the phenomenological equation [Eq. (C2)], it is justified to derive the transverse spin-drag coefficient \( \gamma_{\perp} \) by comparing Eq. (C6) with the transverse spin-channel conductivity found from Eq. (67). Using two times the identity (19), we can rewrite Eq. (67) in terms of the force-force correlation function:

\[
\text{Re} \sigma_{x\perp} (\omega) = -\frac{4 e^2}{m^2} \text{Im} \left( \Omega \sum_n \frac{\hat{S}_{x\perp n} F_{x\perp n} \hat{S}_{x\perp n}}{\omega \omega^3} \right).
\]

(C7)

Then, by comparing Eq. (C6) with Eq. (C7), we obtain in the clean limit the following:

\[
\gamma_{\perp} (\omega) = -\frac{8}{nm^2} \text{Im} \left( \Omega \sum_n \frac{\hat{S}_{x\perp n} F_{x\perp n} \hat{S}_{x\perp n}}{\omega \omega^3} \right)
\]

(C8)

where \( q \equiv q/k_F \) and \( \omega \equiv \hbar \omega/2E_F \). For small \( \omega \),

\[
v_q \text{Im} \chi_{xx}(q, \omega) = -\frac{1}{\sqrt{2}} \frac{\bar{\omega} \bar{q}}{\sqrt{1 - \frac{p^2}{q^2} - \frac{q^2}{4} r^2}} \frac{r}{\sqrt{2}}
\]

and

\[
v_q \text{Im} \chi_{xx}(q, \omega) = \text{Im} \chi_{xx}(q, \omega) + \text{Im} \chi_{xx}(q, \omega),
\]

and \( \chi_{xx}(q, \omega) \) is obtained from the above equation simply by changing the sign of \( p \). \( \nu_q \) is the dimensionless screened interaction potential, and \( r \equiv \frac{\hbar \omega}{m E_F} \) is the dimensionless Wigner-Seitz radius. In the limit of \( T/T_F \ll 1 \), this formula can be evaluated analytically leading to the following integral on the transverse spin Coulomb drag coefficient:

\[
\gamma_{\perp} (0) = \frac{E_F}{\hbar} \frac{k_B T}{E_F} \sqrt{2} \pi r^2 \left[ F(r, p) + F(r, -p) \right],
\]

(C11)

where

\[
F(r, p) = \int_{a(p)}^{b(p)} \frac{Q \bar{d} \bar{q}}{(\bar{q} + \sqrt{2} r)^2} \left( \sqrt{1 - \frac{p^2}{q^2} - \frac{q^2}{4} \left( \frac{1}{1 + p^2} \right)^2} \right)
\]

(C12)

for \( b(p) \geq a(p) \), and zero otherwise, and the limits of integration are

\[
a(p) = \sqrt{1 + p - \sqrt{1 - p}},
\]

\[
b(p) = \frac{\sqrt{1 + p - \sqrt{1 - p}}}{1 + p \sqrt{1 - p}}.
\]
GILBERT DAMPING AND SPIN COULOMB DRAG IN A...

\[ G_{\epsilon}^R(k,\omega) = \frac{1}{\omega - (\epsilon_{\pm} \mp \Omega) + i\tau}. \]  

(3)

\[ \epsilon_{\pm} = h^2k^2/2m - \mu, \] and \( \hat{U}_k \) are the following spin-rotation matrices:

\[ \hat{U}_k = \begin{pmatrix} \cos(\delta/2) & i \sin(\delta/2)e^{-i\epsilon_k} \\ -i \sin(\delta/2)e^{i\epsilon_k} & -\cos(\delta/2) \end{pmatrix}, \]  

(4)

where

\[ \cos \delta = \frac{\omega_0}{\Omega} = \frac{p}{\sqrt{p^2 + \alpha^2}}, \]  

(5)

and

\[ \Omega = \sqrt{\omega_0^2 + \alpha^2k^2}. \]  

(6)

are defined as in the main text. Note that, in general, \( \hat{G}^A \) \( = (G^R)^\dagger \) in order to obtain the advanced Green’s function.

We do not assume any \textit{a priori} hierarchy in the three energy scales \( \omega_0, \alpha k_F, \) and \( 1/\tau, \) but we consider for simplicity the limit \( \epsilon/\epsilon_F \approx 1, \) where \( \epsilon \) is any of the mentioned energy scales. Disregarding terms of order \( \epsilon/\epsilon_F, k \) can be set to \( k_F \) in the relevant expressions.

It is most convenient to calculate the spin response function in the Matsubara formalism. For a uniform perturbation, one gets, in general, the following:

\[ \chi_{\alpha}(i\tilde{\Omega}_n) = -\frac{g^2T}{2V^2} \sum_{k,k':m} G_{\alpha}(k,k';i\omega_m)G_{\alpha}(k,k';i\omega_m + i\tilde{\Omega}_n), \]  

(7)

where \( \omega_m = 2\pi T(m+1/2) \) and \( \tilde{\Omega}_n = 2\pi Tn \) are fermionic and bosonic Matsubara frequencies, respectively, \( T \) is the absolute temperature, and \( V \) is the total volume of the system. The desired retarded response function is obtained by analytic continuation \( i\tilde{\Omega}_n \rightarrow \omega + i0^+ \).

It is important to take into account vertex corrections when averaging Eq. (7) over disorder. Otherwise, the response would have a low-frequency dissipative component even in the absence of SO interaction, i.e., \( \alpha = 0, \) if the disorder-averaged Green’s functions were inserted in Eq. (7). Namely, we find, without vertex corrections, the following:

\[ \partial_\omega \text{Im} \chi_{\alpha}(\omega)|_{\omega=0} = \frac{g^2m^*\tau}{8\pi} \left[ 1 + \cos^2 \delta \frac{1}{\Omega^2 + \sin^2 \delta} \right]. \]  

(8)

which diverges in the clean limit, \( \tau \rightarrow \infty, \) even when there is no SO interaction, i.e., \( \delta = 0, \) and vanishes in the dirty limit, \( \tau \rightarrow 0. \)

Taking into account vertex corrections is conceptually straightforward but technically somewhat tedious. Defining the tensor \( \Pi \) as

FIG. 8. (Color online) The behavior of \( \gamma_{\alpha,\tau} \) as a function of polarization for various \( r_s. \) We assume \( E_F\tau/h=10/r_s^2 \) and \( k_0 T/E_F = r_s^2/10. \)

\[ b(p) = \min(\sqrt{1 + p} + \sqrt{1 - p}, 2\sqrt{1 + p}). \]  

(13)

For zero polarization, the transverse spin Coulomb drag coefficient coincides with the longitudinal one because of the isotropy of the electron gas. The behavior of the transverse spin Coulomb drag coefficient is presented in Fig. 8 for various values of \( r_s. \) The effect of the electron-electron interaction is stronger for larger \( r_s, \) and, therefore, \( \gamma_{\alpha,\tau} \) is larger. For a given \( r_s, \gamma_{\alpha,\tau} \) decreases with increasing polarization and saturates for large degree of spin polarization to the value of \( \gamma_{\tau,s} \) corresponding to the value of the \( F(s,p) \) integral for \( p=1 \) [see Eq. (12)]. The downward step at degree of spin polarization \( p=0.8 \) is due to the fact that the limits of integration for \( F(r_s,-p) \) come together at this value of \( p, \) and, furthermore, the integrand has a singularity that causes the integral to drop to zero discontinuously at this point.

APPENDIX D: DIRECT MATSUBARA CALCULATION OF THE NONINTERACTING TRANSVERSE SPIN RESPONSE

The Gilbert damping constant is directly related to the imaginary part of the transverse spin susceptibility, which does not depend on the equilibrium parameters (for example, magnetization) of the system. It is useful to show that the calculation of the transverse spin susceptibility via the torque-torque correlator and the more direct calculation by Matsubara approach are equivalent. We consider the same Hamiltonian as in Eq. (38). The transverse spin response \( \chi_{\alpha,\tau} \) is defined as follows:

\[ \chi_{\alpha,\tau}(r,r';t,t') = \frac{i g^2}{2V} \Theta(t-t') \langle \Delta s_{\alpha}(r,t) s_{\alpha}(r',t') \rangle, \]  

(1)

where \( s_{\alpha} = s_{\alpha} \pm i s_{\mu} \) is the spin density in terms of the density matrix \( \rho_{\alpha\alpha}(r) = \Psi_{\alpha}(r)\Psi_{\alpha}^\dagger(r). \)

It is straightforward to show that the disorder-averaged retarded single-particle Green’s function in the representation of Rashba subbands is given by

\[ \hat{G}^R(k,k';\omega) = \delta_{k,k'} \hat{U}_k \begin{pmatrix} G_{\alpha}^R(k,\omega) & 0 \\ 0 & G_{\alpha}^L(k,\omega) \end{pmatrix} \hat{U}_k^\dagger, \]  

(2)

where

\[ \partial_\omega \text{Im} \chi_{\alpha}(\omega)|_{\omega=0} = \frac{g^2m^*\tau}{8\pi} \left[ 1 + \cos^2 \delta \frac{1}{\Omega^2 + \sin^2 \delta} \right], \]  

(8)

which diverges in the clean limit, \( \tau \rightarrow \infty, \) even when there is no SO interaction, i.e., \( \delta = 0, \) and vanishes in the dirty limit, \( \tau \rightarrow 0. \)

Taking into account vertex corrections is conceptually straightforward but technically somewhat tedious. Defining the tensor \( \Pi \) as
\[ \Pi_{\alpha',\beta',\alpha\beta}(i\overline{\Omega}_m) = \sum_{k^{\uparrow\downarrow},m} G_{\alpha',\beta'}(k',k;i\omega_m)G_{\alpha\beta}(k,k';i\omega_m + i\overline{\Omega}_m), \]  
(D9)
}

whose \( \uparrow\downarrow, \downarrow\uparrow \) component determines the response function according to Eq. (D7), namely, \( \chi_{\uparrow\downarrow} = -i(T/2V)\Pi_{\uparrow\downarrow,\downarrow\uparrow} \). We find the following by summing the ladder diagrams:

\[ \Pi_{\alpha',\beta',\alpha\beta}(i\overline{\Omega}_m) = \sum_{m} \Gamma_{\alpha',i\beta'}(i\overline{\Omega}_m,i\omega_m)Y_{\alpha,i\beta}(i\overline{\Omega}_m,i\omega_m), \]  
(D10)

where

\[ Y_{\alpha',\beta',\alpha\beta}(i\overline{\Omega}_m,i\omega_m) = \sum_{k} G_{\alpha',\beta'}(k;i\omega_m)G_{\alpha\beta}(k;i\omega_m + i\overline{\Omega}_m) \]  
(D11)

is the \( \omega_m \) contribution to the \( \overline{\Pi} \) tensor without the vertex corrections and

\[ \Gamma_{\alpha',\beta',\alpha\beta}(i\overline{\Omega}_m,i\omega_m) = \delta_{\alpha',\alpha}\delta_{\beta',\beta} \]

\[ + \frac{1}{2\pi\nu\tau} \Gamma_{i\beta,\alpha}(i\overline{\Omega}_m,i\omega_m)Y_{\alpha',i\beta'}(i\overline{\Omega}_m,i\omega_m) \]  
(D12)

is the recursive relation for the vertex tensor \( \overline{\Gamma} \). \( \nu = m^*/2\pi \) is the density of states per spin. If a tensor \( \widetilde{A} \) can be decomposed into matrices \( \widetilde{B} \) and \( \overline{C} \) by \( A_{\alpha',\beta',\alpha\beta'} = B_{\alpha',\beta'}C_{\alpha\beta'} \), one will write \( \widetilde{A} = \overline{A} \otimes \overline{B} \). All subscripts in Eqs. (D10)–(D12) are spin-1/2 indices taking values \( \uparrow \) and \( \downarrow \), and the summation over repeated indices \( i \) and \( j \) is implied.

In order to calculate the \( \overline{\Pi} \) tensor [Eq. (D10)], we first follow the standard procedure of replacing the sum over \( m \) by the integral \( \int_{\overline{\Omega}} \right \left ( \frac{e}{27} \right ) \left [ \overline{\chi}_{0R}(\epsilon, \epsilon + \omega) - \overline{\chi}_{0A}(\epsilon, \epsilon + \omega) + \overline{\chi}_{0A}(\epsilon - \omega, \epsilon) - \overline{\chi}_{0A}(\epsilon - \omega, \epsilon) \right ], \]  
(D13)

where

\[ \overline{\chi}_{0R}(\epsilon, \epsilon') = \overline{\chi}_{0Y}(\epsilon, \epsilon') + \xi \sum_{k} \hat{G}_{0}(k, \epsilon) \overline{\chi}_{0Y}(\epsilon, \epsilon') \hat{G}_{0}(k, \epsilon') \]  
(D14)

is the recursion relation corresponding to Eq. (D12) \( (X, Y = A \text{ or } R \text{ and } \overline{C}^{-1} = 2\pi \nu\tau V) \) and

\[ \overline{\chi}_{0Y}(\epsilon, \epsilon') = \xi \sum_{k} \hat{G}_{0}(k, \epsilon) \hat{G}_{0}(k, \epsilon'). \]  
(D15)

Since we are interested in dissipation, let us define 2 \( \text{Im} \overline{\Pi} = -i(\overline{\Pi} - \overline{\Pi}^\dagger) \), where \( (\overline{\Pi}^\dagger)_{\alpha',\beta',\alpha\beta'} = \Pi_{\alpha\beta',\alpha',\beta} \). We then take the following steps in order to evaluate \( \text{Im} \overline{\Pi} \): First, Eq. (D14) is iteratively expanded in terms of the disorder-averaged Green’s functions \( \hat{G}_{0} \), and then the “unrolled” \( \overline{\chi}_{XY} \) is substituted into Eq. (D13). Differentiating the resulting expression with respect to \( \omega \) and taking the imaginary part, the integral can be transformed integrating by parts into \( \int d\epsilon \left ( \frac{e}{27} \right ) \left [ \overline{\chi}_{0R}(\epsilon, \epsilon + \omega) - \overline{\chi}_{0A}(\epsilon, \epsilon + \omega) + \overline{\chi}_{0A}(\epsilon - \omega, \epsilon) - \overline{\chi}_{0A}(\epsilon - \omega, \epsilon) \right ] \]  
(D16)

where all \( \overline{\chi} \)'s are now evaluated at \( \epsilon, \epsilon' = 0 \).

The problem is thus reduced to calculating \( \overline{\chi}_{XY}(0,0) \) using Eqs. (D14) and (D15). It is still somewhat tedious but now totally straightforward. We first do the angular integration fixing the absolute value of \( \mathbf{k} \) in Eq. (D15). This averages over the rotation matrices [Eq. (D4)]. The resulting angle-averaged tensor [Eq. (D15)] then decomposes into six components: \( \hat{\mathbf{A}} \otimes \hat{\mathbf{i}}, \hat{\mathbf{I}} \otimes \hat{\mathbf{A}}, \hat{\mathbf{I}} \otimes \hat{\mathbf{I}}, \hat{\mathbf{G}} \otimes \hat{\mathbf{A}}, \hat{\mathbf{G}} \otimes \hat{\mathbf{I}}, \) and \( \hat{\mathbf{I}} \otimes \hat{\mathbf{G}} \) (the last two are solely due to the SO coupling), where \( \hat{\mathbf{A}} = \hat{\mathbf{A}} \pm \hat{\mathbf{I}} \). The respective prefactors are given by integrals over the absolute value of momentum near the Fermi energy, which are trivial to evaluate after linearizing the dispersion at the Fermi level. We then make an ansatz that the tensor \( \overline{\chi}_{XY}(0,0) \) determined by Eq. (D14) can also be expanded in terms of the same six components, and, after plugging the expanded \( \overline{\chi}_{XY} \) (with unknown coefficients) and \( \overline{\chi}_{0} \) (with calculated coefficients) into Eq. (D14), we obtain a linear system of equations for the unknown coefficients that determine \( \overline{\chi}_{XY} \). Solving this (with MATHMATICA), we find a solution (validating the ansatz), and the dissipative part of the spin response is finally given by

\[ \partial_{\omega} \text{Im} \overline{\chi}_{XY}(\omega) = - \frac{\xi^{2}m^{*}r}{V8\pi} \]  

\[ \times \sin^{2}\delta \left ( 1 + \frac{1}{2}(\Omega r)^{2}(1 + \cos^{2}\delta) \right ) \]  

\[ \times \cos^{2}\delta + \frac{1}{2}(\Omega r)^{2}(1 + \cos^{2}\delta)^{2}. \]  

(D17)

Using Eqs. (26) and (30), one can show that Gilbert damping has the following form:

\[ \lambda = gM_{0}V \lim_{\omega \to 0} \frac{\partial_{\omega} \text{Im} \overline{\chi}_{XY}(\omega)}{\overline{\chi}_{0}(\omega = 0)} \]  

\[ = \frac{pE_{F} \sin^{2}\delta}{\hbar} \left ( 1 + \frac{1}{2}(\Omega r)^{2}(1 + \cos^{2}\delta) \right ), \]  

(D18)

in agreement with Eq. (55).
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9Electronic address: hankiewicz@missouri.edu
25The angle between $\vec{H}$ and $\vec{M}$ is of the order of $\alpha^2$, where $\alpha$ is the spin-orbit coupling, so we omitted this detail in Fig. 1.
26Notice that such a field creates, in general, also a charge current. However, only the spin current is involved in the definition of $\alpha_{\delta z}$.
27Although our calculations are, strictly speaking, valid only for $p \ll 1$, this is not expected to cause any problems since the most pronounced structure in the polarization dependence comes from interplay of the exchange energy with other energy scales which are chosen to be well below the Fermi energy. The main polarization-dependent structure thus appears at small $p$.
28We take this opportunity to correct an error in Eq. (15) in Ref. 31. $s$ should be replaced by $x^2$ and $\alpha$ by $(\alpha x)^2$ under the square roots in the denominator on the rhs of that equation.
29Keeping the Coulomb potential on top of the Kohn-Sham single-particle potential is no double counting, since the effect of the Coulomb interaction on the Gilbert damping, via the spin Coulomb drag, is of course not accounted for by the Kohn-Sham potential.
30It is certainly true in a limit of $\omega \to 0$.