
A STUDY OF UNPLANNED 30-DAY HOSPITAL 

READMISSIONS IN THE UNITED STATES: EARLY 

PREDICTION AND POTENTIALLY MODIFIABLE 

RISK FACTOR IDENTIFICATION 

_______________________________________ 

A Dissertation 

presented to 

the Faculty of the Graduate School 

at the University of Missouri-Columbia 

_______________________________________________________ 

In Partial Fulfillment 

of the Requirements for the Degree 

Doctor of Philosophy 

_____________________________________________________ 

by 

PENG ZHAO 

Dr. Illhoi Yoo, Dissertation Supervisor 

MAY 2020 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© Copyright by PENG ZHAO 

All Rights Reserved 



The undersigned, appointed by the dean of the Graduate School, have examined 

the dissertation entitled 

A STUDY OF UNPLANNED 30-DAY HOSPITAL 

READMISSIONS IN THE UNITED STATES: EARLY 

PREDICTION AND POTENTIALLY MODIFIABLE 

RISK FACTOR IDENTIFICATION 

 
presented by Peng Zhao, 

a candidate for the degree of Doctor of Philosophy and hereby certify that, in their 

opinion, it is worthy of acceptance. 

 

 

  

Dr. Illhoi Yoo 

 

  

Dr. Sue Boren 

 

  

Dr. Mihail Popescu 

 

 

Dr. Abu Mosa 

 

 

Dr. Lincoln Sheets 

 

 



DEDICATION 

This dissertation is dedicated to my mother (Jingrui Zhang, 张景瑞), my father 

(Ziying Zhao, 赵子英), my sister (Hongyan Zhao, 赵鸿雁), my brother in law (Bo Jin, 

金波), and my niece (Yihan Jin, 金逸涵), for their endless love, support and 

encouragement. 



    ii 

ACKNOWLEDGMENTS 

First of all, I would like to thank my advisor, Dr. Illhoi Yoo for his patient and 

careful guidance of my Ph.D. studies. This project would not have been possible without 

his inspiration and support.  

Secondly, I want to thank my committee members, Dr. Sue Boren, Dr. Mihail 

Popescu, Dr. Abu Mosa, and Dr. Lincoln Sheets for their continued help in my research.  

I am also thankful to Dr. Chi-Ren Shyu, Dr. Gavin Conant, Dr. Timothy Matisziw, 

Mr. Robert Sanders, and Ms. Tracy Pickens for their advice and help.   

Finally, thanks to all my fellow friends at the MU Institute for Data Science and 

Informatics who made me not lonely on this long journey.   

 

 

 

 

 

  



    iii 

TABLE OF CONTENTS 

ACKNOWLEDGMENTS .................................................................................................. ii 

LIST OF ILLUSTRATIONS ............................................................................................ vii 

LIST OF TABLES ........................................................................................................... viii 

LIST OF ABBREVIATIONS ............................................................................................ ix 

ABSTRACT ....................................................................................................................... xi 

Chapter 1 Introduction ..................................................................................................... 1 

1.1 Unplanned 30-Day Hospital Readmissions ........................................................ 1 

1.2 The Hospital Readmission Reduction Program .................................................. 2 

1.3 Interventions to Reduce Readmissions ............................................................... 3 

1.4 Problem Statement .............................................................................................. 4 

1.5 Overall Objective and Aims................................................................................ 5 

1.5.1 Aim 1 .............................................................................................................. 6 

1.5.2 Aim 2 .............................................................................................................. 6 

1.5.3 Aim 3 .............................................................................................................. 6 

1.6 Significance......................................................................................................... 7 

1.7 Innovation ........................................................................................................... 8 

1.8 Outcomes ............................................................................................................ 8 

Chapter 2 A Systematic Review of Risk Factors for Unplanned 30-day Hospital 

Readmission ........................................................................................................................ 9 

2.1 Background ......................................................................................................... 9 

2.2 Materials and Methods ...................................................................................... 12 

2.2.1 Data Source and Search Strategy .................................................................. 12 

2.2.2 Study Inclusion and Exclusion Criteria ........................................................ 13 

2.2.3 Data Extraction Process ................................................................................ 13 

2.2.4 Generalizability Assessment ......................................................................... 14 

2.3 Results ............................................................................................................... 14 

2.3.1 Study Selection ............................................................................................. 14 

2.3.2 Data Extraction ............................................................................................. 16 

2.4 Discussions ....................................................................................................... 20 

2.4.1 Sociodemographic Factors ............................................................................ 20 



    iv 

2.4.2 Healthcare Utilization and Medical History ................................................. 21 

2.4.3 Index Admission Characteristics .................................................................. 22 

2.4.4 Comorbidities, Conditions, Lab Tests, and Medications .............................. 23 

2.4.5 Functional Status and Health Literacy .......................................................... 24 

2.4.6 Hospital Factors ............................................................................................ 25 

2.4.7 Generalizability of the Risk Factors ............................................................. 26 

2.4.8 Timeliness of Variables ................................................................................ 27 

2.4.9 Methods to Identify Risk Factors .................................................................. 28 

2.5 Limitations ........................................................................................................ 30 

2.6 Conclusions ....................................................................................................... 31 

Chapter 3 An Early Prediction Model of Unplanned 30-Day Hospital Readmission ... 32 

3.1 Background ....................................................................................................... 32 

3.2 Materials and Methods ...................................................................................... 33 

3.2.1 Study Design ................................................................................................. 33 

3.2.2 Data Source ................................................................................................... 34 

3.2.3 Data Inclusion and Exclusion Criteria .......................................................... 34 

3.2.4 Feature Engineering ...................................................................................... 35 

3.2.5 Algorithms and Models................................................................................. 37 

3.3 Results ............................................................................................................... 39 

3.4 Discussions ....................................................................................................... 44 

3.4.1 Novel Risk Factors and Protective Factors for Readmission ........................ 45 

3.4.2 Timeliness of Prediction ............................................................................... 46 

3.4.3 Generalizability ............................................................................................. 47 

3.5 Limitations ........................................................................................................ 48 

3.6 Conclusions ....................................................................................................... 48 

Chapter 4 Identification of Potentially Modifiable Risk Factors for Unplanned 30-Day 

Hospital Readmission ....................................................................................................... 50 

4.1 Background ....................................................................................................... 50 

4.2 Materials and Methods ...................................................................................... 51 

4.2.1 Study Design ................................................................................................. 51 

4.2.2 Data Source and Inclusion Criteria ............................................................... 52 

4.2.3 Data Preprocessing and Transformation ....................................................... 53 

4.2.4 Association Rule Mining .............................................................................. 54 



    v 

4.3 Results ............................................................................................................... 55 

4.3.1 Patient Characteristics ................................................................................... 55 

4.3.2 Association Rule Mining .............................................................................. 56 

4.4 Discussions ....................................................................................................... 62 

4.4.1 Analysis of Changes ..................................................................................... 62 

4.4.2 Potentially Modifiable Risk Factors ............................................................. 62 

4.4.3 Recommendation by Association Rules ....................................................... 63 

4.5 Limitations ........................................................................................................ 64 

4.6 Conclusions ....................................................................................................... 65 

Chapter 5 An Analysis of Orthopedic Patient Satisfaction Survey with Statistical and 

Data Mining Methods ....................................................................................................... 66 

5.1 Background ....................................................................................................... 66 

5.2 Materials and Methods ...................................................................................... 67 

5.2.1 Ethics............................................................................................................. 67 

5.2.2 Data Source ................................................................................................... 68 

5.2.3 Data Preprocessing........................................................................................ 68 

5.2.4 Multivariate Logistic Regression Analysis ................................................... 70 

5.2.5 Decision Trees .............................................................................................. 70 

5.2.6 Association Rule Mining .............................................................................. 71 

5.3 Results ............................................................................................................... 71 

5.3.1 Patient and Provider Characteristics ............................................................. 71 

5.3.2 Relationship between Patient/Provider Factors and Satisfaction.................. 72 

5.3.3 Relationship between Survey Questions and Satisfaction ............................ 74 

5.3.4 Satisfaction Change Analysis ....................................................................... 76 

5.4 Discussions ....................................................................................................... 79 

5.4.1 Predictors of Patient Satisfaction .................................................................. 79 

5.4.2 Relationship between Survey Questions and Satisfaction Rating ................ 81 

5.4.3 Satisfaction Change ...................................................................................... 82 

5.5 Limitation .......................................................................................................... 82 

5.6 Conclusions ....................................................................................................... 83 

Chapter 6 Conclusions ................................................................................................... 84 

6.1 Summary of Findings ........................................................................................ 84 

6.2 Limitation .......................................................................................................... 86 



    vi 

6.3 Contributions..................................................................................................... 86 

APPENDICES .................................................................................................................. 88 

Appendix 1. Implementations of the HOSPITAL score & the LACE/LACE-rt index. 88 

Appendix 2. Demographics and index admission factors of the XGBoost model. ...... 92 

Appendix 3. Medical history (last 12 months) factors of the XGBoost Model (Part 1).

 ...................................................................................................................................... 93 

Appendix 4. Medical history (last 12 months) factors of the XGBoost Model (Part 2).

 ...................................................................................................................................... 94 

Appendix 5. Risk factors of the AMI cohort. ............................................................... 95 

Appendix 6. Risk factors of the COPD cohort. ............................................................ 96 

Appendix 7. Risk factors of the HF cohort. .................................................................. 97 

Appendix 8. Risk factors of the PN cohort. .................................................................. 98 

BIBLIOGRAPHY ............................................................................................................. 99 

VITA ............................................................................................................................... 113 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



    vii 

LIST OF ILLUSTRATIONS 

Figure Page 

Figure 2.1 Logical relationships among the search keywords. ......................................... 12 

Figure 2.2 Trial flow diagram of the process to identify eligible articles......................... 15 

Figure 3.1 Variables of the early prediction model. ......................................................... 34 

Figure 3.2 ROC curves of 10-fold cross-validation (XGBoost). ...................................... 41 

Figure 3.3 ROC curves of the XGBoost and baseline models on the validation set. ....... 43 

Figure 4.1 An example of the elementwise comparison between two index admissions of 

the same patient................................................................................................................. 52 

Figure 5.1 Decision tree for the impact of survey questions on the overall provider rating.

........................................................................................................................................... 75 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



    viii 

LIST OF TABLES 

Table Page 

Table 1.1 The HRRP penalties in fiscal years 2013 to 2020. ............................................. 3 

Table 1.2 Categories of interventions to reduce readmissions. .......................................... 3 

Table 2.1 Summary of corresponding predictor variables of the identified risk factors. . 19 

Table 3.1 Feature representation and value type. ............................................................. 36 

Table 3.2 Demographics information of the 96,550 included patients. ............................ 40 

Table 3.3 AUC of the six candidate models on the development set. .............................. 41 

Table 3.4 Comparison of models on the validation set. .................................................... 42 

Table 3.5 14 novel risk factors and two novel protective factors for readmission. .......... 44 

Table 4.1 Attributes of the derived dataset. ...................................................................... 54 

Table 4.2 Demographics of patients in the four cohorts (AMI, COPD, HF, and PN). ..... 56 

Table 4.3 Risk factors of readmission of the four cohorts. ............................................... 58 

Table 4.4 Association rules of the AMI cohort................................................................. 59 

Table 4.5 Association rules of the COPD cohort. ............................................................. 60 

Table 4.6 Association rules of the HF cohort. .................................................................. 61 

Table 4.7 Association rules of the PN cohort. .................................................................. 61 

Table 5.1 Attributes of the preprocessed data set. ............................................................ 69 

Table 5.2 Attributes of the satisfaction change dataset. .................................................... 70 

Table 5.3 Demographic information of the 8,070 patients. .............................................. 72 

Table 5.4 Providers’ statistics of service and satisfaction rating by sex. .......................... 72 

Table 5.5 Multivariate analysis result (patient and provider factors). .............................. 74 

Table 5.6 Multivariate analysis result (survey questions only). ....................................... 76 

Table 5.7 Eight interesting association rules. ................................................................... 78 



    ix 

LIST OF ABBREVIATIONS 

ADTree Alternating Decision Tree 

AHRQ Agency for Healthcare Research and Quality 

AIC Akaike Information Criterion  

AMI Acute Myocardial Infarction  

AUC Area under the Receiver Operating Characteristic Curve 

B "Need to Improve" Satisfaction 

BMI Body Mass Index 

CABG Coronary Artery Bypass Graft 

CCS Clinical Classification Software  

CI Confidence Interval 

CMS Centers for Medicare and Medicaid Services  

COPD Chronic Obstructive Pulmonary Disease 

CPT Current Procedural Terminology 

DRG Diagnosis-Related Group  

DX Diagnosis 

EHR Electronic Health Record 

G "No Need to Improve" Satisfaction 

HCPCS Healthcare Common Procedure Coding System 

HCUP Healthcare Cost and Utilization Project 

HF Heart Failure  

HL Hosmer-Lemeshow 

HRRP Hospital Readmission Reduction Program 

ICD-9-CM International Classification of Diseases, Ninth Revision, Clinical Modification 

ICD-10-CM International Classification of Diseases, Tenth Revision, Clinical Modification 

ICD-10-PCS International Classification of Diseases, Tenth Revision, Procedure Coding System   

IPPS Inpatient Prospective Payment System  



    x 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

MOI Missouri Orthopedic Institute  

N No 

NHS National Health Service 

NRD Nationwide Readmissions Database 

OR Odds Ratio 

PN Pneumonia 

ROC Receiver Operating Characteristic 

THA/TKA Total Hip or Knee Arthroplasty  

XGBoost Extreme Gradient Boosting 

YD Yes, Definitely 

YS Yes, Somewhat 



    xi 

ABSTRACT 

 

Unplanned hospital readmissions greatly impair patients’ quality of life and have 

imposed a significant economic burden on American society. The pressure to reduce costs 

and improve healthcare quality has triggered the development of readmission reduction 

interventions. However, existing solutions focus on complementing inpatient care with 

enhanced care transition and post-discharge interventions, which are initiated near or after 

discharge when clinicians’ impact on inpatient care is ending. Preventive intervention 

during hospitalization is an under-explored area, which holds the potential for reducing 

readmission risk. Nevertheless, it is challenging for clinicians to predict readmission risk 

at the early stage of inpatient care because little data is available. Existing readmission 

predictive models tend to incorporate variables whose values are only available near or 

after discharge. As a result, these models cannot be used for the early prediction of 

readmission. Another challenge is that there is no universal solution to reduce readmissions 

during hospitalization. Patients can be readmitted for any reason, and their heterogeneous 

social and clinical factors can further complicate the planning of interventions. The 

objective of this project was to improve the timeliness of readmission preventive 

intervention through a data-driven approach. A systematic review of the literature was 

performed to collect reported risk factors for unplanned 30-day hospital readmission. Using 

various predictive modeling and exploratory analysis methods, we have developed an early 

prediction model of readmission and have identified potentially modifiable readmission 

risk factors, which may be used to guide the development of readmission preventive 

interventions during hospitalization for different patients. 



    1 

Chapter 1  Introduction 

 

1.1 Unplanned 30-Day Hospital Readmissions 

An unplanned hospital readmission means that a patient unexpectedly returns to the 

hospital after being discharged from a previous admission (index admission) within a 

specific time interval (e.g., 30 days). It is an undesired healthcare outcome that impairs 

patients’ quality of life due to prolonged illness and emotional stress [1]. The substantial 

costs associated with unplanned hospital readmissions have imposed a significant 

economic burden on American society. During July 2015 to June 2016, 15.2% of Medicare 

beneficiaries experienced unplanned 30-day hospital readmissions [2]. Every year, 

unplanned hospital readmissions are estimated to account for $17.4 billion in Medicare 

expenditure [3].  

In this project, we adopted the Centers for Medicare and Medicaid Services’ (CMS) 

definition of a hospital readmission as “an admission to an acute care hospital within 30 

days of a discharge from the same or another acute care hospital” [4]. The CMS considers 

all unplanned readmissions (all-cause) in the readmission measure [4]. The reason is that 

unplanned readmissions, regardless of the cause, are adverse events and they should be 

considered when measuring quality [4]. We used the planned readmission identification 

criteria [5] developed by the CMS to identify unplanned 30-day hospital readmissions 

(hereafter, referred to as “readmissions” unless otherwise stated).  
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1.2 The Hospital Readmission Reduction Program 

Reducing readmission has captivated policymakers as a goal that improves 

healthcare quality and reduce costs [6]. Since 2009, the CMS has been publicly reporting 

the hospital-level risk-standardized readmission rates on the Hospital Compare [7] website, 

which allows patients to compare hospitals with government ratings [8]. In 2012, the 

Affordable Care Act [9] implemented the Hospital Readmission Reduction Program 

(HRRP) [4]. Under this program, hospitals participating in the inpatient prospective 

payment system (IPPS) will be assessed using their 30-day hospital readmission rates 

following several eligible conditions and surgeries in initial hospitalizations, adjusted for 

age, sex, and comorbidities [4]. The readmission rates will be compared with averages of 

national readmission rates, and hospitals with excessive readmission rates will receive 

percentage reduction of total Medicare payments [4]. As of the fiscal year 2020, eligible 

conditions and surgeries include acute myocardial infarction (AMI), chronic obstructive 

pulmonary disease (COPD), heart failure (HF), pneumonia (PN), coronary artery bypass 

graft (CABG), and total hip or knee arthroplasty (THA/TKA) [4]. They were selected due 

to high cost, substantial morbidity and mortality, and marked performance variations across 

hospitals [10]. Table 1.1 shows the information of the HRRP penalties in fiscal years 2013 

to 2020 [11–14]. The percentage of penalized hospitals and the amount of penalty have 

been increasing since the implementation of the HRRP. 
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1.3 Interventions to Reduce Readmissions 

The pressure to reduce costs and improve healthcare quality has triggered the 

development of readmission reduction interventions, which can be classified into pre-

discharge interventions, transition interventions, and post-discharge interventions based on 

the timing of intervention. Hansen et al. [6] conducted a systematic review of 43 

readmission preventive intervention studies and identified 12 categories of interventions 

(Table 1.2).  

 

Table 1.1 The HRRP penalties in fiscal years 2013 to 2020. 

Fiscal Year 2013 2014 2015 2016 2017 2018 2019 2020 

Eligible 

conditions & 

surgeries 

AMI 

HF 

PN 

  

AMI 

HF 

PN 

  

AMI 

HF 

PN 

COPD 

THA 

TKA  

AMI 

HF 

PN 

COPD 

THA 

TKA  

AMI 

HF 

PN 

COPD 

THA 

TKA 

CABG 

AMI 

HF 

PN 

COPD 

THA 

TKA 

CABG 

AMI 

HF 

PN 

COPD 

THA 

TKA 

CABG 

AMI 

HF 

PN 

COPD 

THA 

TKA 

CABG 

Percent of 

penalized 

hospitals  

64% 66% 78% 78% 79% 79% 82% 83% 

Estimated 

penalty 
$290 M $227 M $428 M $420 M $528 M $564 M $566 M $563 M 

 

Table 1.2 Categories of interventions to reduce readmissions. 

Pre-discharge Interventions Transition Interventions Post-discharge Interventions 

• Patient education 

• Discharge planning 

• Medication reconciliation 

• Appointment scheduled 

before discharge 

• Transition coach 

• Patient-centered 

discharge instructions 

• Provider continuity 

• Timely follow-up 

• Timely primary care 

provider communication 

• Follow-up telephone call 

• Patient hotline 

• Home visit 
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1.4 Problem Statement 

Existing readmission reduction interventions, especially transition interventions 

and post-discharge interventions, focus on passively complementing inpatient care with 

enhanced services, whose planning, implementation, and monitoring can be resource-

intensive [15]. In addition, no single or bundle of these interventions were found to be 

reliable in readmission reduction according to the review by Hansen et al. [6]. Another 

disadvantage is that these interventions can hardly impact the quality improvement of 

inpatient care because they are mostly initiated near or after discharge when clinicians’ 

impact on inpatient care is ending.  

Preventive intervention during hospitalization is an under-explored area, which 

holds the potential for reducing readmission risk. It has been shown that unplanned hospital 

readmissions are related to inadequate or substandard inpatient care, such as 

undertreatment, premature discharge, healthcare-associated complications, and medical 

errors [16–20]. Early interventions, such as early discharge planning, are effective in 

reducing readmissions [21]. However, it is impractical to deliver readmission preventive 

interventions to all patients due to restricted healthcare resources. Predictive modeling is 

an efficient method to optimize the allocation of valuable clinical resources by stratifying 

patients’ readmission risk and target the delivery of preventive interventions to patients at 

high risk [22]. Evidence has shown that applying interventions to high-risk patients can 

reduce 30-day hospital readmission risk by 11-28% [23–25].  

Nevertheless, the majority of reported hospital readmission predictive models have 

limited clinical values because they require variables whose values only become 
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completely available at discharge [26]. For example, the LACE index [27] and the 

HOSPITAL score [28] are the most widely used readmission prediction models in US 

healthcare settings. Both of them require the length of inpatient stay. The HOSPITAL score 

also requires two lab test results at discharge. These variables can only be available near 

discharge when clinicians can no longer provide impactful care. It is essential to perform 

early risk assessments of high-risk patients so that clinicians can deliver timely preventive 

interventions at the early stage of hospitalization [29].  

Another challenge is that there are few interventions available during 

hospitalization. It can be seen from Table 1.2 that most of the existing interventions are 

designed to enhance care transitions and follow-ups. The basic assumption is that poor care 

coordination and poor follow-up care after discharge are the major causes of hospital 

readmissions [30–32]. Nevertheless, according to a survey of patients who experienced 30-

day unplanned hospital readmissions about their experience of discharge and post-

discharge care, more than 74% of the 530 eligible respondents reported that they were 

readmitted even though they had a good knowledge of the discharge plan and the post-

discharge care, including self-care, medications, and communications with doctors [30]. 

One possible reason for this discrepancy is that readmissions are not only impacted by the 

care transition and the care after discharge, but also the whole episode of inpatient care 

[33].  

1.5 Overall Objective and Aims 

The overall objective of this project was to improve the timeliness of readmission 

preventive intervention by enabling early prediction of readmission risk and 
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recommending potentially modifiable risk factors associated with readmission. We have 

achieved this objective by accomplishing the following three specific aims. 

1.5.1 Aim 1  

The first aim was to investigate the risk factors for unplanned 30-day hospital 

readmissions. We performed a systematic review of 13 eligible studies and identified 34 

highly generalizable risk factors. Chapter 2 presents the results. These risk factors were 

used to guide the selection of variables of the early predictive model in Aim 2.  

1.5.2 Aim 2 

The second aim was to build an early predictive model of readmission to identify 

high-risk patients at the early stage of hospitalization. We created features from patients’ 

medical history data within one year before hospitalization and index admission’s data that 

can be available in the electronic health record (EHR) within 24 hours. We applied various 

statistical and machine learning algorithms for readmission risk predictive modeling and 

developed a model with the performance better than reported models. In addition, we 

identified 14 novel risk factors and two novel protective factors of readmission by 

multivariate analysis. The results are shown in Chapter 3.  

1.5.3 Aim 3  

The third aim was to identify potentially modifiable risk factors associated with 

readmission. These risk factors can potentially be used as the target to plan and deliver 

interventions. To study the association between the potential change of a risk factor (e.g., 

a medical condition) and the change of readmission status, we compared the same patients’ 
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different index admissions, and our approach consists of a hybrid of data mining and 

statistical methods. We identified association rules associated with the change of 

readmission status and showed the results in Chapter 4. Because each association rule 

represents a patient subgroup, clinicians can use it to customize interventions for patients 

falling in the subgroup. Furthermore, we applied the same method to study factors 

associated with the change of orthopedic patient satisfaction and identified a novel patient-

provider sex concordance pattern that can be potentially used to improve orthopedic patient 

satisfaction. The results are displayed in Chapter 5.  

1.6 Significance 

Unplanned hospital readmissions have attracted a lot of attention due to the 

negative influence on patients’ quality of life and substantial costs. The penalties from the 

HRRP have intensified efforts from the entire healthcare industry to reduce unplanned 

hospital readmissions. As described in section 1.4 of this chapter, existing readmission 

preventive solutions are limited in the timeliness of readmission risk predictions and 

interventions. If clinicians can predict patients’ readmission risk at the early stage of 

hospitalization and know their modifiable risk factors, they can potentially better plan and 

deliver enhanced treatment plans. This project can potentially help to solve this problem 

by creating an early prediction model of readmission and identifying potentially modifiable 

risk factors associated with readmission. Furthermore, this project has potentially positive 

financial impacts by reducing costs caused by readmissions themselves and the HRRP 

penalties. According to the report by the Medicare Payment Advisory Commission, 12% 

of readmissions are potentially preventable, and the CMS could save $1 billion every year 

for reducing 10% of these readmissions [32].  
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1.7 Innovation 

This project has three innovations. First, it represents a shift in the timing of 

readmission preventive interventions. Most readmission reduction programs focus on 

transition care and post-discharge care, whereas our work can potentially enable clinicians 

to identify high-risk patients and plan interventions for them at the early stage of inpatient 

care. Second, we have identified 14 novel risk factors and two novel protective factors of 

readmission. To our knowledge, they have never been reported. They would facilitate 

clinical research to further understand the causes of readmission. Third, we developed a 

novel data analysis method based on association rule mining and statistical methods to 

analyze the differences between the same patients’ different inpatient visits. This method 

allowed us to identify potentially modifiable risk factors associated with the change of 

readmission status. With the same method, we found a novel patient-provider sex 

concordance pattern associated with the change of orthopedic patient satisfaction. This 

pattern can be potentially used to improve orthopedic patient satisfaction.  

1.8 Outcomes 

This project has produced four journal articles. Chapter 2 has been published in the 

Journal of Health and Informatics in 2017 [34]. Chapters 3 to 5 have been submitted as 

three journal articles and are under review at the time of preparing this dissertation.  
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Chapter 2  A Systematic Review of Risk Factors for 

Unplanned 30-day Hospital Readmission 

 

We have published this systematic review in the Journal of Health and Informatics 

in 2017 [34]. This chapter adopts its main content with minor modifications to reflect our 

latest findings.  

2.1 Background 

Recent years have seen a growing body of literature on hospital readmissions with 

the goal of improving healthcare quality and lowering cost. Predictive modeling of 

readmissions is one of the most common study types to help providers better identify high-

risk patients. Unfortunately, studies in this area are highly fragmented, especially in target 

populations. The study outcomes span from models that are specific to populations with 

particular diseases or surgeries to general purpose models applicable to all patients. As of 

the fiscal year 2020, the HRRP in the United States only considers the index conditions or 

surgeries of acute myocardial infarction, heart failure, pneumonia, chronic obstructive 

pulmonary disease, elective total hip or knee arthroplasty, and coronary artery bypass graft 

in the calculation of readmission penalties due to their high prevalence and cost [4,35]. 

Largely spurred by the HRRP, many studies have focused on readmissions occurring after 

the index admissions for these conditions or surgeries only. The choice between condition-

specific and all-condition readmission models has long been under debate. However, 

condition-specific models have been criticized for the poor generalizability, especially in 
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patients with multiple conditions [36,37]. In addition, it has been reported that 58.5% of 

unplanned readmissions were clinically irrelevant to the index admissions [38].  

Attempts to predict readmissions were further complicated by the lack of consensus 

on data inclusion criteria. For instance, most studies focused on unplanned readmissions 

while some others included all available readmissions without removing scheduled 

readmissions. The definitions of unplanned readmissions were also highly inconsistent. 

Some studies restricted unplanned readmissions to occur in certain hospital departments or 

specialties [39,40] and some identified them by diagnosis-related groups (DRG) [41,42]. 

Unplanned readmissions were further classified as either potentially avoidable or 

unavoidable. Readmissions due to progressions of existing conditions or newly developed 

conditions after discharge are deemed unavoidable [43,44]. It has been argued that 

including unavoidable readmissions in quality measures is unfair because they are not 

directly related to the quality of healthcare services during index admissions [43]. However, 

there is no agreement at present on the criteria to identify avoidable readmissions. In many 

studies, the avoidable readmissions were determined by medical experts and the inclusion 

eligibility can be subjective [45]. According to a systematic review of 34 articles in 2011, 

the measured proportions of avoidable readmissions varied from 5% to 79% [43].  

To exacerbate the situation, diverse time frames were used to capture readmissions. 

In a systematic review of 26 readmission prediction models developed in six countries, the 

intervals between discharges and readmissions ranged from 14 days to four years [26]. The 

CMS in the United States adopted the 30-day time window [4]. In the United Kingdom, 

both 28-day [46] and 30-day [47] periods were used by the National Health Service (NHS) 

to measure readmission rates. 30-day is currently the most used time frame globally. The 
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possible reasons are that older patients are more vulnerable during this period [48] and 

readmissions occurring within 30 days are more likely influenced by the quality of care 

[33].  

Given the complex nature of hospital readmissions, it is challenging to conduct 

meaningful readmission prediction studies without good knowledge of existing evidence 

from both domestic and global research communities. However, due to the heterogeneous 

target populations and inconsistent definitions of readmissions, the outcomes of some 

studies can be hardly generalized to other studies [49]. The purpose of this study was to 

identify the generalizable study outcomes of readmission predictions from the risk factor 

level to guide the selection of baseline predictor variables in different readmission studies. 

Especially, we are interested in the risk factors for unplanned 30-day all-cause hospital 

readmissions due to the better-validated time frame and the broader target.  

In the past few years, several attempts have been made to review risk factors or 

predictor variables for hospital readmissions, yet none of them have focused on 

generalizability. The review by Vest et al. [50] in 2010 was limited to US studies from 

2000 to 2009 only and the time frame varied from seven-day to six-month for all-cause 

readmissions. The focus of the review by Kansagara et al. [26] in 2011 was on readmission 

prediction models derived in developed countries before 2011. Predictor variables of the 

reviewed models were tabulated without differentiating condition-specific and all-cause 

models. Zhou et al. [22] also placed emphasis on reviewing readmission prediction models 

developed between 2011 and 2015. The significant predictor variables were summarized 

without further analysis. Besides, many studies have reviewed readmission risk factors for 

specific conditions or surgeries. To the best of our knowledge, this is the first systematic 
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review of highly generalizable risk factors for unplanned 30-day all-cause hospital 

readmissions.  

2.2 Materials and Methods 

2.2.1 Data Source and Search Strategy 

A literature search was performed in PubMed to identify articles relating to the risk 

factors for unplanned 30-day all-cause hospital readmissions. The search keywords have 

four components reflecting the interest of this review: “unplanned”, “30-day”, “hospital 

readmission”, “risk factors”. “All-cause” was not included in the keyword because some 

all-cause readmission studies do not explicitly mention their scopes. Synonyms and 

hyphenations were included to account for variations in different studies.  Wildcards were 

used to match the verb and noun forms of “readmission”. The logical relationships among 

the search keywords are shown in Figure 2.1.  

 

Figure 2.1 Logical relationships among the search keywords. 
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2.2.2 Study Inclusion and Exclusion Criteria 

In this study, only peer-reviewed articles written in English were considered. We 

included articles focusing on identifying statistically significant predictor variables or risk 

factors for 30-day unplanned all-cause hospital readmissions. Articles were excluded if 

they met any of the following criteria: (1) The readmission time frame is other than 30 days, 

such as 90-day readmission, (2) Studies focusing on planned readmissions or not 

differentiating planned and unplanned readmissions, (3) Studies specific to narrow patient 

populations with particular medical conditions or underwent certain surgeries, (4) The 

study outcome is more than 30-day unplanned all-cause hospital readmission, such as 

mortality in combination with 30-day unplanned all-cause hospital readmission, (5) Studies 

of pediatric and newborn readmissions. Pediatric and newborn readmissions were filtered 

out because the risk factors may be distinct from adult readmissions [26,50] and the 

readmissions could be influenced by parental factors [50,51]. To reduce redundancy and 

bias, external validations of existing prediction tools were removed and only the original 

articles of the cited tools were included if eligible.  

2.2.3 Data Extraction Process 

The characteristics of the studies, including the publication year, study region, data 

source, study design, cohort definition, definition of unplanned readmissions, analysis 

method, predictor variables, and risk factors (P < 0.05) were extracted from all the included 

studies. The risk factors were summarized by category and were grouped if they share the 

same corresponding predictor variable. The number of studies that analyzed predictor 

variables and the number of studies that found them significant were recorded. 
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2.2.4 Generalizability Assessment 

In this study, we define “generalizability” as the capability of being applied to other 

hospital readmission prediction studies regardless of target populations and residing places. 

Although the studies specific to narrow populations have been filtered out during the article 

selection step, some identified risk factors may be still tied to a sub-population. For 

example, studies with Medicare patients are less generalizable because those patients are 

65 years old or older in the United States. Also, some risk factors identified in one place 

may not work in other places if they are closely related to the unique local healthcare 

systems (e.g., insurance, medical social welfare). In addition, it may be impractical to apply 

some risk factors to other types of studies due to the difference in study exposures related 

to designs. As a result, we chose to assess the generalizability of risk factors by three 

questions: (1) Whether a risk factor is specific to a narrow population or not, (2) Whether 

it is specific to a place or not, (3) Whether it is specific to a study exposure related to one 

particular study design or not. If a risk factor is not specific to any of them, we deem that 

the risk factor is generalizable. 

2.3 Results 

2.3.1 Study Selection 

Figure 2.2 shows the process of identifying eligible articles. The initial query was 

performed on July 21, 2017 and returned 370 articles. After removal of one duplicated 

article and two non-English articles, the remaining 367 articles were reviewed based on 

titles and abstracts. 331 of them met the exclusion criteria and were filtered out. The 

remaining 36 articles were then reviewed in full text. One article was removed because it 
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is not a peer-reviewed article. Four studies were excluded from the list because they are 

external validations of two existing readmission prediction models without major 

modifications (two articles validated the HOSPITAL score [28], one article validated the 

LACE index [27], and one article validated both the HOSPITAL score and LACE index). 

The original article of HOSPITAL score was included in this review while the LACE index 

article was not because the study outcome was both mortality and 30-day unplanned 

readmission. Four articles were specific to certain diagnoses and thus were removed. Five 

studies were filtered out because they did not differentiate unplanned readmissions. Nine 

articles were excluded because they did not report statistically significant predictor 

variables or risk factors. The remaining 13 highly relevant articles were reviewed.  

 

Figure 2.2 Trial flow diagram of the process to identify eligible articles. 
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2.3.2 Data Extraction 

The literature on this topic is very recent. Although we did not intentionally limit 

the publication date, the earliest eligible article was published in 2009, reflecting a growing 

interest in predicting 30-day unplanned all-cause readmissions in the past decade. Of the 

13 studies, over half (7/13) are based in the United States, two in Israel, two in Singapore, 

one in Sweden, and one in Taiwan. The majority (12/13) of the studies are retrospective 

and only one study [52] adopted the prospective design. Multivariate logistic regression is 

the most used analysis method (12/13) to identify significant predictor variables and only 

one study [53] used Poisson regression.  

Studies are highly heterogeneous in data type and data sources. Two studies [54,55] 

used claims data and five studies [28,40,42,56,57] used clinical and/or administrative data 

from EHR. Four studies [39,41,52,58] combined data from various sources, including 

proprietary EHR, validated questionnaires, hospital information systems, Veterans Affairs 

database, and Medicare dataset. One article [59] studied state-level discharge summary 

data and one study [53] retrospectively analyzed the control group of a clinical trial.  

The definitions of unplanned readmissions are also very distinct. Four studies 

[52,56,57,59] directly used the data of unplanned readmissions without any definitions. 

Two studies [39,40] only included readmissions to emergency departments within 30 days 

of discharge because emergency department visits are not scheduled in advance. Three 

studies [41,42,54] excluded planned readmissions based on Clinical Classification 

Software (CCS) [60] or Diagnosis-Related Group (DRG) [61] codes, including 

transplantations, psychiatric issues, maintenance chemotherapy, dental procedures, 
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pregnancy-related procedures, and other planned procedures. Two studies [53,58] excluded 

admissions to the specialties of obstetrics, gynecology, dentistry, otolaryngology, 

ophthalmology, orthopedic surgery, general surgery, or psychiatry. One study [55] 

excluded admissions with a principal diagnosis of cancer because cancer patients may have 

planned stays for cancer treatments. One study [28] separated readmissions into potentially 

avoidable and unavoidable based on administrative data with a validated algorithm SQLape 

[62]. Unavoidable readmissions include planned readmissions and any unforeseen 

readmissions for new conditions not related to known diseases during the index admissions 

[28]. The unavoidable readmissions were excluded from the analysis.  

From the 13 studies, a total of 42 risk factors were identified and their 

corresponding predictor variables were aggregated and summarized in Table 2.1. They 

belong to eight major categories, including sociodemographic factors, healthcare 

utilization, index admission characteristics, comorbidities and conditions, lab tests, 

medication, functional status and health literacy, and hospital factors. For each predictor 

variable, the number of studies found it significant was reported along with the number of 

studies included it in the analysis. 13 predictor variables were found to be statistically 

significant (P < 0.05) in more than one studies (including age, sex, race, rurality, the 

insurance payer, the number of hospital admissions in six months or one year before the 

index admission, the number of emergency department visits in six months or one year 

before the index admission, the length of stay of the index admission, the type of the index 

admission, the comorbidity indices, the number of comorbidities, cancer, and the 

hemoglobin level at discharge). 17 predictor variables were studied in more than one 

countries or regions and eight of them were found to be significant (P < 0.05) in more than 
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one countries or regions (including age, sex, the number of hospital admissions in six 

months or one year before the index admission, the number of emergency department visits 

in six months or one year before the index admission, the length of stay of the index 

admission, the type of the index admission, the comorbidity indices, and cancer). Of the 42 

risk factors, 34 meet our generalizability requirements (with answers NO to the three 

questions) and were found to be highly generalizable. The corresponding predictor 

variables of the eight risk factors with low generalizability were labeled with asterisk (*) 

in Table 2.1 (including the insurance payer, required financial assistance, index admission 

class, index admission was in a Veterans Affairs hospital, index admission was in a 

subsidized ward, at-admission activities of daily living, in-hospital activities of daily living 

decline, and health literacy).  

Although it was not the intention of this study to review risk factors only applicable 

to the United States, about half (7/13) of the studies were based in the United States. To 

account for the potential bias towards US studies, it is meaningful to compare the risk 

factors identified within and outside the United States. For each variable, the number of 

studies found it significant and the number of studies analyzed it were further classified by 

study regions (either US or non-US) (Table 2.1). For predictor variables only studied in 

one region, the corresponding numbers in another region were left blank for the sake of 

clarity. No obvious regional difference was observed for the eight categories, except that 

the studies in the United States preferred composite comorbidity measures (comorbidity 

indices and the number of comorbidities) to the presence of individual comorbidities. 

However, this cannot be justified by significance tests due to the small sample size. 
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Table 2.1 Summary of corresponding predictor variables of the identified risk factors. 

 

Categories Predictor Variables 
# significant / # analyzed 

Total US Non-US 

Sociodemographic 

factors 

Age ^ ~ 5/11 2/6 3/5 

Sex ^ ~ 2/10 1/6 1/4 

Race or ethnicity ~ 2/6 2/4 0/2 

Rurality ~ 2/4 2/3 0/1 

Insurance payer * 2/2 2/2  

Education ~ 1/3 0/1 1/2 

Admission class * 1/1  1/1 

Required financial assistance * 1/1  1/1 

Homelessness 1/1 1/1  

Index admission in a subsidized ward * 1/1  1/1 

Healthcare 

utilization 

Number of hospital admissions ^ ~ 7/7 3/3 4/4 

Number of emergency department visits ^ ~  2/2  2/2 

Home care services 1/1  1/1 

Nursing home resident  1/1  1/1 

Index admission 

characteristics 

Length of stay ^ ~ 5/8 4/5 1/3 

Admission type ^ ~ 2/2 1/1 1/1 

Admission itself is a readmission 1/1 1/1  

Discharged from oncology service 1/1 1/1  

Required inpatient dialysis  1/1  1/1 

Required procedures 1/1 1/1  

Comorbidities & 

conditions 

Comorbidity indices ^ ~ 3/5 2/4 1/1 

Number of comorbidities 2/3 2/3  

Cancer/malignancy ^ ~ 2/3  2/3 

Anemia ~ 1/2  1/2 

Chronic obstructive pulmonary disease ~ 1/2  1/2 

Depression ~ 1/2 0/1 1/1 

Diabetes mellitus ~ 1/2  1/2 

Heart diseases ~ 1/2  1/2 

Acute kidney injury 1/1 1/1  

Chronic renal failure 1/1  1/1 

Chronic kidney disease 1/1  1/1 

Malnutrition 1/1  1/1 

Sepsis 1/1 1/1  

Lab tests 

Hemoglobin level at discharge 2/2 2/2  

Albumin level ~ 1/2 0/1 1/1 

Sodium level at discharge 1/1 1/1  

Medication Treatment with anti-depressants 1/1  1/1 

Functional status & 

health literacy 

At-admission activities of daily living * 1/1  1/1 

In-hospital activities of daily living decline * 1/1  1/1 

Health literacy * 1/1 1/1  

Hospital factors 
Bed occupancy 1/1  1/1 

Admitted to a Veterans Affairs hospital * 1/1 1/1  

    

   ^ Predictor variables found to be significant in more than one country or region. 

     ~ Predictor variables studied in more than one country or region.  

   * Predictor variables with low generalizability. 
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2.4 Discussions 

From the 13 studies, 42 risk factors have been identified with 34 being highly 

generalizable. Their rationale, generalizability, and identification methods will be 

discussed in this section.  

2.4.1 Sociodemographic Factors 

In this review, sociodemographic factors were reported by most studies. Age, sex, 

race, and socioeconomic status are normally used as predictor variables to account for 

demographic and social influences on readmissions.  

Older age has been reported to associate with higher readmission rates [49,63]. The 

possible reason is that older patients are often frailer and face more health issues than 

younger patients, such as comorbidities and polypharmacy [49]. Studies have also observed 

significant differences in readmission rates between sexes [64–66]. Besides biological 

differences, sex-related social behaviors may play a role in the different readmission 

patterns [67]. Race and ethnicity can also potentially affect readmissions because they are 

dimensions of a society’s stratification system to distribute resources, risks, and rewards 

[67].  

Socioeconomic status measures an individual or a group’s economic and social 

position by considering income, education, and occupation [68]. Evidence showed that 

poor physical and psychological health outcomes, including hospital readmissions, were 

associated with socioeconomic status disadvantage (e.g., low income, limited education, 

substandard neighborhood) [69–71]. Although the mechanism is still under debate, lower 

socioeconomic status was reported to indirectly affect health by causing more stress, 
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exposure to worse physical or social environments, unhealthy lifestyles, or limited access 

to healthcare resources [72].  

Age was considered in 11 studies among which five studies found that increasing 

age or older age were significantly associated with readmissions. Two studies found that 

male sex was a risk factor. African American race was found to have a higher readmission 

risk in two studies. Living in a rural area, having certain insurance payers, education level 

lower or equal to high school, requiring medical financial assistance are other reported risk 

factors.  

It is worth noting that some factors under this category may depend on or interact 

with each other. One example is that, in the United States, most people need to reach age 

65 to qualify for Medicare, a national insurance program administered by the US 

government [73]. In this case, Medicare insurance depends on age. These factors can 

further interact with each other in more implicit ways. Therefore, studies with these factors 

may need more careful planning and design.   

In addition, factors in this category are unmodifiable. It has long been argued in the 

United States that using readmission rate as a quality indicator without adjusting for 

unmodifiable socioeconomic factors is unfair because they are beyond the control of 

hospitals [74]. In 2016, the socioeconomic risk adjustment in hospital readmission 

measures was finally enforced by the “21st Century Cures Act” [75].  

2.4.2 Healthcare Utilization and Medical History 

Many studies have incorporated patients’ previous healthcare utilization into 

readmission prediction models. The assumption is that higher utilization such as repeated 
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admissions to hospitals or emergency departments visits prior to the index admissions may 

account for the total burden of illness [28], which can potentially relate to readmissions.  

Six months or one year are the most common lookback periods to count previous 

hospital admissions or emergency department visits. A longer look-back period may 

potentially include utilization less relevant to the readmission of interest and dilute the 

impact of more recent utilization. Besides higher numbers of previous hospital admissions 

and emergency department visits, “received home care services” and “being a nursing 

home resident” were also identified to associate with higher readmission risks.  

It is surprising that none of the 13 studies have considered patients’ medical history 

in their analyses. Compared to healthcare utilization, which is high-level information of 

patients’ previous visits, detailed medical history (e.g., diagnoses, procedures, medications, 

lab test results in visits before the index admission) can provide more information about 

patients’ health status. For example, patients with severe conditions or high-risk surgeries 

within three months before the index admissions may be at higher risk of unplanned 

readmission.  

2.4.3 Index Admission Characteristics 

It has been shown that the length of stay of index admissions can influence 

readmissions [76]. A longer stay may indicate a more complicated underlying situation and 

may expose the patient to more risks [45]. However, a shorter stay may also link to a higher 

readmission risk because the patient may not be ready for early discharge [45,77]. The 

relationship between the readmission risk and the length of stay has been found to be U-

shaped rather than monotonic [76]. In this review, we did not observe a large discrepancy 
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in the effect of length of stay between the studies as they all agreed that longer index 

admissions were related to higher risk of readmissions.  

Besides the length of stay, the risk factors of acute admission type, admission is a 

readmission, discharged from oncology service, required inpatient dialysis, and required 

procedures during the index admission all indicate that patients were in severe situations 

during the index admissions.  

2.4.4 Comorbidities, Conditions, Lab Tests, and Medications 

It is well established that comorbidities are associated with undesired healthcare 

outcomes [78–80]. To date, there has been no consensus on the definition of a comorbidity 

yet, but the core concept is the coexistence of more than one conditions in the same patient 

[81]. Evidence shows that the top primary diagnoses of potentially avoidable readmissions 

are often possible complications of a comorbidity [82] and higher comorbidity has been 

linked to increased readmission risks [83,84]. In readmission predictions, comorbidities are 

represented either in the form of the number of comorbidities, the comorbidity index, or 

the presence of a comorbid condition.  

It has been found that the readmission risk will rise as the number of comorbidities 

increases from the reviewed studies. More than just counting the number of comorbidities, 

the comorbidity index further accounts for contributions of different comorbidities. 

Charlson [85] and Elixhauser [86] are the most commonly used comorbidity indices [87]. 

The Charlson index was originally developed based on medical record review of 19 

comorbid conditions with each condition assigned a weight of 1, 2, 3, or 6 depending on 

the risk associated with mortality [85]. A higher total index indicates a greater chance of 
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one-year mortality. The Charlson/Deyo index is a highly referred variant by adapting the 

original index to 17 categories of comorbid conditions with International Classification of 

Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes [88]. The Exlihauser 

index includes a more comprehensive list of 30 comorbidities [86] but with little overlap 

with the Charlson index [87]. According to a systematic review of 54 articles in 2012, the 

Elixhauser index generally outperforms other available indices [87].  

The presences of some chronic or acute conditions are also related to readmissions. 

Especially, cancer, chronic obstructive pulmonary disease, heart diseases, renal diseases, 

diabetes mellitus, and sepsis found in this review are among conditions associated with the 

most readmissions [35]. The included lab tests and medication are closely related to some 

conditions on the list, such as Anemia, renal diseases, and depression.  

2.4.5 Functional Status and Health Literacy 

According to Leidy’s definition, functional status measures a person’s ability to 

provide for the necessities of life, including daily activities to meet basic needs, fulfill usual 

roles, and maintain health and well-being [89]. The impairment of functional status has 

been reported to associate with increased risk of readmissions [90]. 

Health literacy was defined as “the degree to which individuals have the capacity 

to obtain, process, and understand basic health information and services needed to make 

appropriate health decisions” by Ratzan et al. in 2000 [91] and this definition was adopted 

by the Institute of Medicine of the United States [92]. Although not considered as a social 

factor, it is more distally influenced by social factors [67]. Low health literacy may attribute 

to nonadherence to treatment plans, compromised communications with clinicians, limited 
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self-care skills [93], and is associated with many poor health outcomes, including hospital 

readmissions [94]. To assess health literacy, questionnaire-based tests are administered and 

several tools are available [95].  

Evidence showed the inclusion of functional status or health literacy can increase 

the predictive performance of readmission models [52]. However, they are seldom used 

due to the difficulty of data collection [28], especially in the case of retrospective studies.  

2.4.6 Hospital Factors 

The factors from the hospital side may also contribute to readmissions in many 

ways. For example, the pressures in hospital resources (e.g., beds) may cause premature 

discharges of existing patients, which have shown to be related to readmissions [77]. There 

is also evidence that medical errors associate with higher readmission risks [96].  

However, similar to the finding of another study [50], most of the identified risk 

factors are patient-side factors or clinical factors and only two hospital-side risk factors 

(inpatient bed occupancy > 95%, index admission was in a Veterans Affairs Hospital) were 

found. This could be attributed to the small sample size, but a more plausible reason is that 

most studies followed the single-center retrospective cohort design. For single-center 

retrospective studies, it is harder to collect encounter-level hospital-side factors. If possible, 

it is recommended to collect multi-center data or combine with other data sources, such as 

claims data, to account for the variances in hospital-side factors.  

Another possible reason is that, unlike patient-side factors and clinical factors, 

which are usually well-defined and readily available in administrative and clinical 

databases, hospital-side factors are harder to collect. More efforts are needed to define and 
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quantify hospital-side factors in higher granularity beyond the basic hospital characteristics, 

such as geolocation, hospital type, teaching status, and beds, especially for studies 

measuring readmission rates for quality compare purposes.  

2.4.7 Generalizability of the Risk Factors 

The objective of this study was to review risk factors that can be widely generalized 

regardless of target populations and their residing countries. The generalizability of the 42 

identified risk factors was assessed by the three questions detailed in the methods. 

34 of the risk factors meet our generalizability requirements (with answers of NO 

to the three questions). The corresponding predictor variables of the eight risk factors with 

low generalizability include the insurance payer, required financial assistance, index 

admission class, index admission was in a Veterans Affairs hospital, index admission was 

in a subsidized ward, at-admission activities of daily living, in-hospital activities of daily 

living decline, and health literacy.  

Health insurance is country specific. “Medicare/Medicaid as insurance” and “Medi-

Cal as insurance” are significant but they are only applicable in the United States. The 

insurance payer is a useless predictor variable for countries with universal healthcare 

coverage. “Requiring financial assistance from Medifund”, “index admission was in a 

subsidized ward”, and “index admission class > A” may indicate a lower socioeconomic 

status but they all closely relate to the financial regulations and social welfare of the 

patients’ residing countries. The difficulty of collecting these data can be distinct in 

different countries. “Index admission was in a Veterans Affairs hospital” is only valid in 
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the United States. We excluded functional status and health literacy because they are often 

harder to collect (e.g., interviews, self-reporting) for retrospective studies.   

We kept comorbidity indices in the list of highly generalizable risk factors. 

Although the Charlson/Deyo and Elixhauser indices were originally built based on ICD-9-

CM codes, which were the adaption of ICD-9 codes in the United States [97], they have 

been successfully translated to work with ICD-10 codes in Canada and Switzerland [62,98].  

2.4.8 Timeliness of Variables 

Some studies developed readmission predictive models with variables whose 

values can only become available near or after discharge, such as length of stay, discharge 

disposition, and lab test results before discharge. At the end of inpatient care, patients’ 

clinical information tends to be completer and more accurate than at the early stage of care. 

Including these variables can potentially improve the predictive performance. However, 

this will limit the timeliness of the predictive model. As a result, models with these 

variables cannot be used for early prediction of readmission.   

It has been argued that inclusion of comorbidity measures or diagnosis codes in 

readmission prediction models may reduce the timeliness of the predictions. The reason is 

that in EHR, this information is represented in ICD codes, which are retrospectively 

assigned by medical coders near or after the end of inpatient encounters for billing purpose 

[28]. Nevertheless, in practice, clinicians will have this information during the inpatient 

care based on their medical judgements without the help of coders.  
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2.4.9 Methods to Identify Risk Factors 

The reviewed studies are highly consistent in analytical methods. 12 studies used 

logistic regression and one used Poisson regression. Logistic regression and Poisson 

regression both belong to the family of generalized linear models, which estimate model 

parameters by maximizing likelihood [99]. Poisson regression assumes the response 

variable follows a Poisson distribution, while in logistic regression the response variable 

can be either binomial, ordinal, or multinomial. Binomial logistic regression is usually used 

in readmission predictions because the outcome is dichotomous (either readmitted or not 

readmitted). In binomial logistic regression, the binary response variable is linked to the 

linear combination of independent predictor variables through a logit function [100]. 

Poisson regression models a discrete count response variable with the logarithm as the link 

function [99]. In these studies, the adjusted odds ratio (OR) was the most used metric to 

assess a variable’s degree of association to the response variable. The odds ratio measures 

the relative chance of an outcome of interest to occur under different exposures [101]. The 

significance levels were set to 0.05 in all the studies.  

Surprisingly, none of the 13 reviewed studies has used methods other than 

traditional statistical analysis. In recent years, data mining has been a hot research area and 

there have been many successful applications in healthcare [102]. Unlike statistics, which 

is hypothetico-deductive, data mining uses more flexible and more inductive ways to find 

patterns hidden in data [102]. Decision trees [103] are a family of supervised classifiers 

especially suitable to identify risk factors. The process to assign a label to the response 

variable can be visualized in a straightforward tree-like structure. The critical cutoff values 

of predictor variables associated with readmissions can be directly obtained from decision 
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trees. The association rule mining [104] is another data mining technique appropriate to 

identify risk factors. This technique intends to discover strong rules (frequent item sets) 

based on predefined criteria. Risk factors can be extracted from the rules with high ranks.  

Another concern is that some studies reported results without evaluations and/or 

internal validations of the prediction models. To reduce the bias and improve the usefulness 

of a prediction model, it is recommended to report prediction models following the 

guidelines in the TRIPOD statement [105] and the statement from the American Heart 

Association [106]. Especially, it is important to evaluate and report the model’s 

performance in the derivation and validation datasets.  

The most popular model evaluation metric is the area under the receiver operating 

characteristic curve (AUC), or called the c-statistic [107]. The receiver operating 

characteristic curve (ROC) is a graphical representation of a binary classifier’s 

performance as the discrimination threshold is varied [108]. The AUC measures the 

model’s ability of discrimination and can be interpreted as the probability that the model 

will rank a randomly selected positive sample higher than a randomly selected negative 

sample [108]. The AUC ranges from 0.5 to 1 with 1 indicating a perfect classifier.  

The two widely used validation methods are hold-out cross-validation and k-fold 

cross-validation [109]. The hold-out method splits the dataset into a derivation dataset and 

a validation dataset. The derivation dataset is used to build the prediction model and the 

validation dataset is used to test the model. The disadvantage of the hold-out method is the 

partition of the original dataset might be biased and the resulting derivation and validation 

datasets might follow different local distributions. To overcome this issue, k-fold cross-
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validation method randomly splits the original dataset into k equal-sized partitions and uses 

one partition as the validation dataset and the remaining partitions as the derivation dataset. 

This process will be repeated k times and the k validation results will be averaged as the 

final validation result.  

2.5 Limitations 

This study has a couple of limitations. First, due to the strict inclusion criteria, only 

13 articles were selected into the final literature review and 15/34 of the highly 

generalizable risk factors were reported in only one study. Because of the small sample 

size, it is infeasible to conduct statistical significance tests. However, the intent of this 

study was not to review risk factors that shared by most studies. Instead, the objective was 

to provide a list of highly generalizable risk factors to guide the selection of baseline 

predictor variables in different readmission studies. Even if some risk factors were reported 

by only one study, we chose to keep them because they were reported to be statistically 

significant in the prediction of readmissions and can be easily applied to other studies.  

Second, the articles are imbalanced in study regions with about half (7/13) based in 

the United States. This may introduce bias and potentially weaken the generalizability of 

some risk factors. However, after comparing the US and non-US studies, we did not find 

an apparent difference in most risk factor categories. Studies in the United States are more 

likely to use composite comorbidity measures such as comorbidity indices and the number 

of comorbidities other than individual comorbidities. Although the reported comorbidity 

indices were originally developed in the United States based on ICD-9-CM codes, they 

have been translated to work with ICD-10 codes and have been applied globally.  
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2.6 Conclusions 

In this work, we have identified 34 highly generalizable risk factors for unplanned 

30-day all-cause hospital readmissions. They are not specific to any populations or places 

and the corresponding predictor variables can potentially serve as baseline predictor 

variables in readmission prediction studies around the world. The majority of the identified 

risk factors are patient-side factors and clinical factors. Only two hospital-side factors have 

been identified. This could be due to the limitation of the study design and the difficulty of 

data collection. Compared to healthcare utilization, the impact of detailed medical history 

on readmission is under-explored. Some models do not support the early prediction of 

readmission because they used variables whose values can only become available near or 

after discharge. No major difference has been observed between the risk factors identified 

inside and outside the United States except that US studies appeared to prefer composite 

comorbidity measures. However, this assertion should be validated by significance tests 

when more eligible studies become available. All the reviewed studies have used traditional 

statistical regression-based methods to identify risk factors. More applications of modern 

data mining techniques in readmission prediction studies are expected. Overall, the 

literature suggests a growing interest in developing hospital readmission models in the past 

decade. The findings of this review can guide the selection of baseline readmission 

predictor variables and potentially provide the foundation for international collaborations 

on readmission predictions.  
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Chapter 3  An Early Prediction Model of Unplanned 30-

Day Hospital Readmission 

 

3.1 Background 

Predictive modeling is an efficient way to reduce unplanned 30-day hospital 

readmission because it can stratify patients’ readmission risk and target preventive 

interventions to patients at high risk [22]. Evidence has shown that applying interventions 

to high-risk patients can reduce 30-day hospital readmission risk by 11-28% [23–25]. 

However, the majority of reported hospital readmission predictive models have limited 

clinical values because they are based on administrative data or require variables whose 

values only become completely available at discharge, such as the length of stay, lab test 

results before discharge [26]. For example, the HOSPITAL score [28] and the LACE index 

[27] are the most widely used readmission risk calculators in the US healthcare settings, 

and both of them can only be used near discharge. After patients have been discharged, 

clinicians can no longer provide impactful care. It has been shown that early interventions, 

such as early discharge planning [21] can reduce readmissions. It is essential to perform 

early risk assessment of  high-risk patients to deliver effective preventive interventions 

during hospitalization instead of near or after discharge [29].  

Several early prediction models of readmission have been reported but their 

performance and design are unsatisfactory. Wang et al. [110] developed a real-time model 

using the time series of vital signs and discrete features, such as lab tests. However, this 
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model was based on deep neural networks and cannot be interpreted. In healthcare 

applications, a model’s interpretability is as important as the performance because the 

attributes and the decision path need to be medically rational. Horne et al. [111] developed 

a laboratory-based model specific to heart failure patients. It can be used within 24 hours 

of admission, but the performance was poor with the AUC of 0.571 and 0.596 in female 

and male validation sets. Cronin et al. [112] reported an early detection model based on the 

information available at admission and index admission’s medication record with a 

moderate performance (AUC, 0.671) on the validation set. El Morr et al. [113] created a 

modified LACE index (LACE-rt) to support real-time prediction by replacing the length of 

stay during the current admission with that of the previous admission within last 30 days. 

However, it has a fair performance (AUC, 0.632) [113]. In addition, none of these studies 

excluded planned readmissions following the CMS guideline [33]. 

The aim of this chapter was to build a predictive model for early detection of 

readmission with statistical and machine learning methods. Based on the systematic review 

of readmission risk factors in Chapter 2, we found that medical history was under-explored 

in other studies. In this chapter, we included the detailed medical history of previous 

encounters up to one year before index admissions in the readmission prediction model.  

3.2 Materials and Methods 

3.2.1 Study Design 

This study was a retrospective analysis of EHR data. To ensure that our readmission 

prediction model can work at the early stage of hospitalization, we only used index 

admission’s attributes whose values can be available in EHR within 24 hours, including 
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patients’ demographics, lab tests, vital signs, as well as medications. Patients’ data was 

enriched by the detailed medical history of previous hospital encounters within one year 

before the current inpatient stay, including the information of diagnosis, procedure, lab test, 

vital sign, medication, and healthcare utilization. Figure 3.1 shows the design. 

 

Figure 3.1 Variables of the early prediction model. 

3.2.2 Data Source 

The data was extracted from Health Facts® [114], a de-identified EHR database 

curated by Cerner Corporation and hosted by the School of Medicine at the University of 

Missouri. As of 2018, it contains 3.15 TB de-identified EHR-level data from 782 Cerner 

client hospitals and clinics in the United States between 2000 and 2016. 

3.2.3 Data Inclusion and Exclusion Criteria  

The data inclusion and exclusion criteria were based on the criteria used by the 

CMS [33] with minor modifications. (1) We captured inpatient encounters between Jan 1st, 

2016 and Dec 31st, 2016 in acute care hospitals with a length of stay longer than one day. 

Patients cannot be readmitted for rehabilitation services and the gap between index 
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admission discharge and readmission is between one and 30 days (inclusive). If a patient 

had more than one inpatient visit within 30 days of discharge, only the first one will be 

considered as readmission. (2) Patients were older than 18 at admission. They were not 

transferred to other acute care facilities and were alive at discharge. (3) Patients were not 

readmitted for newborn, labor, accident, trauma, or other scheduled care according to the 

CMS’ planned readmission identification criteria [33]. In this work, we adopted the 

concept of “hospital-wide all-cause readmission” used by the CMS [115] because we are 

interested in readmissions caused by medical and healthcare-related reasons. (4) We used 

the same criteria of index admissions to identify control patients who did not experience 

readmission. (5) Each patient has only one index admission during a readmission episode.  

3.2.4 Feature Engineering  

According to the systematic review of readmission risk factors in Chapter 2, 

patients’ demographic and social factors, as well as previous healthcare utilization are 

strong predictors for readmission. In this work, we incorporated patients’ age at admission, 

sex, race, the insurance payer, the hospital’s census region, census division, rurality, and 

healthcare utilization in the previous year, including the number of inpatient visits, the 

number of outpatient visits, the number of emergency department visits, and the number 

of leaving against medical advice. We also investigated the impact of medical history 

within a year before the index admission. We used counts to condense the longitudinal 

medical history into structured data so that patients with different medical histories can be 

represented in the same feature space. Patients with more previous visits will have higher 

counts and patients without any medical history will have counts of zero. In this way, we 

will be able to handle the missing value problem for new patients. For example, if a patient 
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has the same diagnosis of heart failure in two separate encounters last year, this diagnosis 

will have a count of two. For lab tests and vital signs, only the latest result will be checked 

to see if it was abnormal or not. Suppose a patient took the systolic blood pressure twice in 

one encounter and the result of the latter test was abnormal. In another visit, he took it three 

times and the latest result was normal. Then, this patient will have one abnormal systolic 

blood pressure during the two encounters in last year. For the index admission, we only 

checked the medication record and the latest result of lab tests and vital signs. Diagnosis 

codes were mapped from International Classification of Diseases, Tenth Revision, Clinical 

Modification (ICD-10-CM) code [116] into the CCS categories [117] because ICD codes 

were too granular for data mining purposes. For the same reason, procedure codes were 

mapped from International Classification of Diseases, Tenth Revision, Procedure Coding 

System (ICD-10-PCS) [118], Current Procedural Terminology (CPT) [119], and 

Healthcare Common Procedure Coding System (HCPCS) [120] codes into CCS categories. 

Lab tests and vital signs were represented by their original names. We used generic names 

to represent medications without grouping. Table 3.1 shows information of these features.  

Table 3.1 Feature representation and value type. 

Type Category Representation Data Type 

Medical 

History in 

Last Year 

Diagnosis CCS Count 

Procedure CCS Count 

Lab test Name Count  

Vital sign Name Count 

Medication Generic name Count 

Utilization Name Count 

Index 

Admission 

Demographic Name Discretized age, race, sex, payer, region, rurality 

Medication Generic name Boolean - The medication is taken or not 

Lab test Name Boolean - The latest result is abnormal or not 

Vital sign Name Boolean - The latest result is abnormal or not  
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3.2.5 Algorithms and Models 

We selected six candidate algorithms that can generate probabilistic outputs, 

including logistic regression, naïve Bayes, decision trees, random forests, gradient tree 

boosting, and artificial neural networks. Logistic regression belongs to the generalized 

linear models [99] family and predicts the log odds of the positive response as a linear 

combination of variables weighted by coefficients [100]. The contribution of a variable 

(factor) to the prediction can be measured by the odds ratio (OR) [121], which equals to 

the exponential of the variable’s coefficient. An odds ratio greater than one indicates the 

corresponding factor is a risk factor whose presence raises the odds of the positive outcome 

(e.g., readmission). An odds ratio lower than one indicates a protective factor whose 

presence reduces the odds of the positive outcome. Naïve Bayes is a probabilistic 

classification algorithm based on Bayes’ theorem [122] with the assumption that variables 

are independent [123]. Classifications are achieved by assigning the class label that can 

maximize the posterior probability given the features of an instance. Naïve Bayes model 

can be interpreted by taking the conditional probability of a variable given a class, and a 

higher probability indicates a stronger relationship with the class. Decision trees are a 

family of tree-structured predictive algorithms, which iteratively split the data into disjoint 

subsets in a greedy manner [124]. Classifications are made by walking the tree splits until 

arriving a leaf node (the class). Decision trees are self-explainable because each leaf node 

is represented as an if-then rule and the decision process can be visualized. The contribution 

of a variable to the classification can be measured using various methods such as 

information gain based on the information theory and Gini importance [125]. Random 

forests are an ensemble learning algorithm generated by bootstrap aggregation, which 
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repeatedly selects a random sample from the training set (with replacement) and builds a 

decision tree for the sample [126]. When making predictions, the outputs from different 

decision trees will be ensembled. Gradient tree boosting is another type of tree ensemble 

algorithm, which builds the model in a stage-wise fashion by iteratively generating new 

trees to improve the previous weaker trees [127]. Predictions are made by weighted average 

of tree outcomes with stronger trees having higher weights. Random forests and gradient 

tree boosting algorithms can be interpreted by measuring variables’ Gini importance. 

Artificial neural networks are an interconnected group of computing units called artificial 

neurons [128]. Artificial neurons are aggregated into layers and connected by edges, which 

have different weights to control the signal transmitted between neurons. The signals in the 

final output layer are used for prediction. Each feature’s importance can be measured by 

the increase in prediction error after permuting the feature’s values.  

We implemented the HOSPITAL score, the LACE index, and the LACE-rt index 

so that we can compare their performance with our models. Appendix 1 shows their point 

systems and Python implementations. The HOSPITAL score has seven variables, including 

hemoglobin level at discharge, discharge from an oncology service, sodium level at 

discharge, any ICD procedures during the hospital stay, the type of index admission, the 

number of admissions one year before the index admission, and length of stay [28]. Each 

factor level has a weighted point and the total score can be up to 13 points. The LACE 

index has four variables, including length of stay, acuity of admission, the Charlson 

comorbidity index, and the number of emergency department visits six months before the 

index admission [27]. It ranges from 0 to 19 points. The LACE-rt index has the same 

variable weights and the same maximum score as the original LACE index. The only 
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difference is that it requires the length of stay during the previous admission within last 30 

days instead of the current admission.  

To evaluate the models’ performance, we used AUC, precision, recall, specificity, 

and F1-measure as metrics. AUC is the probability that the model will rank a randomly 

chosen positive instance higher than a randomly chosen negative instance. AUC ranges 

from 0.5 to 1.0 with 1.0 indicating the model has a perfect discrimination ability and 0.5 

meaning it is no better than random guess. Precision is the fraction of true positives among 

all instances predicted to be positive. Recall is the fraction of correctly identified positives 

in all positive instances. Specificity is the fraction of correctly identified negatives in all 

negative instances. F1-measure is the harmonic mean of precision and recall. The values 

of precision, recall, specificity, and F1-measure are between 0 and 1.0. A higher value 

indicates better performance. 

3.3 Results 

After data transformation and feature engineering, the final data set has 96,550 

records and 432 variables. The readmission rate (11.7%) is lower than the Medicare 

readmission rate (15.2% [2]) because we included patients between 18 and 64 years old, 

who were younger and less vulnerable. Table 3.2 shows the demographic information of 

the 96,550 patients. The majority of patients (71.9%) are Caucasian. 26.9% of patients are 

between 65 to 79 years old. More than half of patients (57.6%) are female.  
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We randomly split the 96,550 records into a development set (91,550 records) and 

a validation set (5,000 records). The readmission rate (11.7%) was preserved in these two 

data sets. The development set was used to derive and test the five candidate models in 10-

fold cross-validation. The validation set was kept intact until the last moment to assess the 

models’ generalizability on unseen data. We extracted variables required by the 

HOSPITAL score, the LACE index, and the LACE-rt index from encounters in the 

validation set to test their performance. Table 3.3 shows the AUC of the models on the 

development set (10-fold cross-validation). Especially, the alternating decision tree 

(ADTree) [129], the extreme gradient boosting (XGBoost) [130] algorithms, and the 

feedforward neural networks with three hidden layers (256 neurons, 512 neurons, and 256 

neurons) had the best AUC within the decision trees, gradient tree boosting, and artificial 

neural networks families, respectively. The XGBoost model achieved the overall best AUC 

Table 3.2 Demographics information of the 96,550 included patients. 

Factor Frequency Percentage Readmission Rate 

Age    

18-34 14,172 14.7% 6.6% 

35-49 14,066 14.6% 10.8% 

50-64 24,675 25.6% 12.6% 

65-79 26,014 26.9% 13.0% 

80+ 17,623 18.3% 13.3% 

Sex    

Female 55,585 57.6% 10.7% 

Male 40,965 42.4% 13.0% 

Race    

African American 18,860 19.5% 13.8% 

Caucasian 69,435 71.9% 11.2% 

Other 8,255 8.5% 11.3% 
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of 0.753 on the development set. Figure 3.2 shows the ROC curves of the 10-fold cross-

validation of the XGBoost model.  

 

Table 3.3 AUC of the six candidate models on the development set. 

Model AUC 

Logistic Regression 0.750 

Naïve Bayes 0.730 

ADTree 0.730 

Random Forests 0.733 

XGBoost 0.753 

Neural Networks 0.746 
 

 

Figure 3.2 ROC curves of 10-fold cross-validation (XGBoost). 
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We further compared the models’ precision, recall, specificity, F1-measure, AUC, 

and optimal cutoffs on the validation set in Table 3.4. Because the prevalence of 

readmissions is imbalanced in nature (e.g., 11.7% in this study), it is infeasible to use 0.5 

as the cutoff probability to dichotomize probabilistic outputs. We chose cutoffs that can 

maximize each model’s Youden’s index [131], which equals to the sum of recall and 

specificity minus 1. The cutoffs of the three baseline models are scores because they do 

not generate probabilities. It can be seen that the random forests model has the best 

specificity and precision, while the XGBoost model has the best recall, F1-measure, and 

AUC. In medical domain, recall is a more important metric because false negatives are 

considered more expensive than false positives. Based on the recall and AUC, we chose 

the XGBoost model as the final model. For all performance metrics, the XGBoost model 

is better than the three baseline models. Figure 3.3 shows the ROC curves of the XGBoost 

model and the three baseline models on the validation set. In addition, the importance of 

features of the XGBoost model is shown in Appendix 2 – Appendix 4.  

 

 

Table 3.4 Comparison of models on the validation set. 

Model Optimal Cutoff Specificity Precision Recall F1-Measure AUC 

Logistic Regression 0.157 0.642 0.857 0.729 0.773 0.741 

Naïve Bayes 0.220 0.666 0.855 0.685 0.740 0.720 

ADTree 0.298 0.662 0.857 0.705 0.755 0.732 

Random Forests 0.122 0.747 0.862 0.611 0.680 0.726 

XGBoost 0.175 0.611 0.856 0.759 0.794 0.743 

Neural Networks 0.125 0.686 0.858 0.681 0.737 0.735 

HOSPITAL score 4 0.564 0.838 0.694 0.745 0.688 

LACE index 11 0.469 0.830 0.745 0.779 0.675 

LACE-rt index 7 0.542 0.833 0.688 0.740 0.668 
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Figure 3.3 ROC curves of the XGBoost and baseline models on the validation set. 

 

To better understand the statistical significance of factors, we performed the 

multivariate analysis on the whole data (96,550 records and 432 variables). By backward 

elimination, we reduced the feature space down to 83. We re-identified 40 risk factors and 

significant predictors reported by other studies before. In addition, we discovered 14 novel 

risk factors and two novel protective factors that have never been reported in the literature. 

They belong to 13 predictor variables and are displayed in Table 3.5.  
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3.4 Discussions 

In this work, we developed an early prediction model of hospital readmission. The 

XGBoost model has the best recall, F1-measure, and AUC. Using multivariate analysis, 

we identified 14 novel risk factors and two novel protective factors for readmission.  

Table 3.5 14 novel risk factors and two novel protective factors for readmission. 

Risk/Protective Factors Coefficient P-value OR 95% CI 

# maintenance chemotherapies last year 
    

1 0.390 < 0.001 1.476 1.218 - 1.790 

# abnormal lymphocyte count tests last year 
    

1 0.221 < 0.001 1.247 1.144 - 1.359 

≥ 2 0.228 0.001 1.257 1.091 - 1.447 

# abnormal monocyte count tests last year 
    

1 0.182 0.005 1.199 1.056 - 1.362 

# abnormal monocyte percent tests last year 
    

≥ 2 0.316 < 0.001 1.371 1.178 - 1.596 

# abnormal serum calcium quantitative tests last 

year 

    

1 0.226 < 0.001 1.254 1.107 - 1.420 

≥ 2 0.297 0.001 1.345 1.122 - 1.612 

# prescriptions of albuterol ipratropium last year 
    

1 0.071 0.023 1.073 1.010 - 1.141 

≥ 2 0.145 0.003 1.157 1.052 - 1.272 

# prescriptions of cefazolin last year     

1 -0.123 0.001 0.884 0.822 - 0.950 

Index admission hospital census region 
    

Northeast 0.365 < 0.001 1.441 1.345 - 1.543 

Prescribed gabapentin in index admission  
   

Yes 0.162 < 0.001 1.176 1.113 - 1.243 

Prescribed ondansetron in index admission     

Yes 0.105 < 0.001 1.111 1.057 - 1.168 

Prescribed polyethylene glycol 3350 in index 

admission 

    

Yes 0.073 0.011 1.076 1.017 - 1.139 

Prescribed cefazolin in index admission     

Yes -0.147 < 0.001 0.863 0.798 - 0.934 

# abnormal lab tests in index admission     

≥ 16 0.140 0.005 1.151 1.043 - 1.269 
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3.4.1 Novel Risk Factors and Protective Factors for Readmission 

The 14 novel risk factors and two protective factors for readmission are related to 

medical history and index admission. They can be classified into four categories, including 

diagnosis, hematology and blood chemistry tests, medications, and the census region. 

Patients with one CCS-level diagnosis of maintenance chemotherapy in the 

previous year was found to be more associated with readmission than patients without it. 

This can be explained by the linkage between chemotherapy and cancer, which has been 

reported as a predictor of readmission [52,55].  

Blood disorder or an abnormal amount of substance in the blood can indicate certain 

diseases or side effects. Having an increased number of abnormal test results indicates that 

the patient is frailer and can be more prone to readmission. 

The prescriptions of four medications were found to be positively linked to 

readmission. These medications may have side effects that are associated with readmission. 

Another interpretation is that conditions treated by these medications may be related to 

readmission. For example, albuterol ipratropium is a combination of two bronchodilators, 

which are used in the treatment of COPD. COPD has been reported as a risk factor of 

readmission [55]. It is interesting that the prescriptions of cefazolin in previous encounters 

and index admission were both negatively associated with readmission (protective factors). 

One possible explanation is that cefazolin is a type of antibiotics, which are used to treat 

infections caused by bacteria. The usage of cefazolin may potentially reduce patients’ 

chance of infection and reduce the readmission risk. 
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The Northeast census region was found to be more positively associated with 

readmission than Midwest census region. One possible reason is that geo-location is 

associated with socioeconomic status, which has been reported to be linked to readmission 

[59].  

3.4.2 Timeliness of Prediction 

Most readmission predictive models are based on index admission's data. Many 

highly predictive variables of the index admission, such as the length of stay, discharge 

disposition, and lab test results before discharge are only available near or after discharge. 

To achieve good predictive performance, most studies include these variables in their 

models. As a result, these models can only be used near or after discharge. They are good 

for public reporting but not clinical decision support because they are not timely.  

In this work, we used the data of index admission and patients’ medical history up 

to one year before the index admission. To ensure the model can work in the early stage of 

the hospitalization, we only used index admissions’ data that can become available within 

24 hours in EHR during hospitalization, such as medication, lab tests. We used the detailed 

medical history of previous encounters. Although healthcare utilizations have been used in 

other studies, they are only high-level information of previous encounters (e.g., the number 

of inpatient stays last year) instead of detailed information, such as previous lab test results. 

By using the detailed medical history, we were able to add more variables to the model 

without sacrificing its timeliness. As a result, our model enables point-of-care prediction 

and can be used to continuously monitor the readmission risk during the whole episode of 

hospitalization. 
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3.4.3 Generalizability 

Besides performance and interpretability, we also considered the model’s 

generalizability. From the modeling point of view, generalizability indicates if a model can 

achieve similar performance on data that has never been seen by the model. In other words, 

the model should be trained and built using a large and diverse training sample to represent 

the whole population. Most existing readmission prediction models were based on 

relatively homogenous (e.g., single-center studies) and small (e.g., less than 20,000) 

samples. For example, the HOSPITAL score and the LACE index were derived from only 

9,212 American patients and 4,812 Canadian patients, respectively [27,28]. To ensure good 

generalizability, we captured all eligible readmissions in 2016 from the Health Facts® 

database and the final data contained 96,550 patients discharged from 205 hospitals across 

the four US census regions. For the best performing candidate model (XGBoost), the AUC 

on the validation set is close to the AUC on the development set (0.743 versus 0.753), 

which indicates that the model has good generalizability. Furthermore, our model is better 

than the three baseline models for all of the five performance metrics on the validation set.  

Another consideration of generalizability is if the model can work on various types 

of patients. There is no consensus on data inclusion criteria for readmission studies and the 

study outcomes span from condition-specific to all-condition readmission predictive 

models [34]. The choice between these two types of models has long been under debate. 

In two systematic reviews [22,26] of 99 readmission predictive models reported between 

1985 and 2015, 77% of the models are specialized for one patient subpopulation. The 

condition-specific design limits the models’ adaptability in other patient subpopulations 

and may potentially overlook some at-risk minorities if specific models are not available 
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for them [36,37]. In practice, it can be challenging for a hospital to maintain separate 

readmission prediction models for different patient subpopulations, and this situation will 

be further exacerbated if patients have comorbidities [37]. All-condition models are 

designed for broad patient populations without limiting diagnoses or procedures. In this 

work, we are interested in hospital-wide readmissions caused by medical and healthcare-

related reasons. Our model is not specific to any conditions or procedures because we want 

to use it as an early screening tool to assess all patients' risk. 

3.5 Limitations 

Although our model was designed to be unspecific to patient populations, it does 

not work for patients under 18 years old. The reason is that the infant and pediatric 

readmissions were reported to have different patterns from adult readmissions  [26,50] and 

could be influenced by parental factors [50,51]. The Health Facts database is de-identified 

and there is no information about a patient’s family. Therefore, we removed patients 

younger than 18 from the data. Besides, the Health Facts database only contains data 

collected from US healthcare settings. For readmissions in other countries, whose patients’ 

demographics and medical interventions (e.g., race, medications) are different from the 

United States, our model may not work well. 

3.6 Conclusions 

While the whole healthcare industry is focusing on improving the transitions of care 

and post-discharge care, interventions during hospitalization hold the potential for reducing 

readmission risk. It is challenging for clinicians to identify patients with high risk for 

readmission at the early stage of hospitalization because little data is available. In this work, 
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we have developed an early prediction model for unplanned 30-day hospital readmission. 

Our model uses the detailed information of patients’ index admissions and medical history 

up to one year prior to the index admissions. Unlike most models, which can only make 

predictions near or after discharge, our model can monitor patients’ readmission risk at the 

beginning of care. This feature allows clinicians to design and deliver interventions to 

mitigate the readmission risk before patients are discharged. Compared to most existing 

readmission prediction models, our model was derived and validated from a larger and 

more diverse patient population (96,550 patients discharged from 205 hospitals across four 

US census regions). This ensures that our model can generalize well to adult patients in the 

United States. The predictive performance of our model is better than the HOSPITAL score, 

the LACE index, and the LACE-rt index on the validation data. By multivariate analysis, 

we identified 14 novel risk factors and two novel protective factors of readmission. To our 

knowledge, they have never been reported. This may shed a light on the understanding of 

the complex readmission problem, but more studies or trials are necessary to verify these 

predictors’ relationship with readmission.  
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Chapter 4  Identification of Potentially Modifiable Risk 

Factors for Unplanned 30-Day Hospital Readmission 

 

4.1 Background 

Existing unplanned hospital readmission reduction programs tend to focus on care 

transition and post-discharge interventions. However, one limitation of this approach is 

that they are mostly initiated near or after discharge when clinicians are no longer impactful 

on inpatient care. Preventive intervention during hospitalization is an under-explored area 

that holds the potential for reducing readmission risk. However, there are two challenges 

to deliver interventions during hospitalization. First, it is difficult to foresee the causes of 

readmissions because patients can be readmitted for any reasons. The CMS uses index 

admissions’ principal diagnoses and procedures to define the six HRRP eligible cohorts 

but imposes no restriction on the causes of readmissions. Many patients are readmitted for 

different reasons. According to an analysis of 217,767 index admissions with readmissions 

by Rosen et al. [38], about 60% of readmissions have different principal diagnoses, 

different DRG, or different procedures from the precedent index admissions. Second, it is 

challenging for clinicians to find a universal solution to reduce their readmission risk 

because patients are heterogeneous. Even if they share the same principal diagnoses and 

procedures in index admissions, they may have different combinations of comorbidities 

and social factors. It has been found that direct or indirect complications of patients’ 

comorbidities are the top causes of readmissions [82]. Social factors, such as demographics 
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and socioeconomic status, can also influence readmission risk [49,71]. Therefore, 

interventions should be customized based on patients’ specific clinical and social factors.  

To address the above two challenges, we purposed to identify patterns with 

potentially modifiable risk factors and recommend them to different patient subgroups to 

support the development of customized interventions. Potentially modifiable risk factors 

are risk factors that can be potentially controlled or treated by interventions [132]. It has 

been shown that risk factor modification was effective in reducing the risk of other 

undesired outcomes [133–136]. To identify potentially modifiable risk factors, we 

investigated a novel method to compare different index admissions of the same patients. 

This method allows us to explore associations between changes of modifiable risk factors 

and the change of readmission status. We focused on medical services for AMI, COPD, 

HF, and PN because they are targeted by the HRRP. Surgical services were not included 

in this analysis because surgical readmissions tend to be related to postoperative 

complications [38], which are undesired outcomes of medical care. Surgical readmissions 

can be potentially reduced by minimizing the risk of complications during the care process. 

4.2 Materials and Methods 

4.2.1 Study Design 

This study was a retrospective analysis of clinical data. We identified pairs of index 

admissions of the same patients and recorded the element-wise difference of each diagnosis’ 

existence and the difference of readmission status in each pair. Figure 4.1 shows an 

example of this comparison. Suppose that a patient has a pair of index admissions 1 and 2. 

This patient has diagnosis A in both index admissions and diagnosis B in index admission 
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1 only. Index admission 1 was followed with a readmission, and index admission 2 was 

not. The change of diagnoses’ existence in these two index admissions was “diagnosis B: 

presence (T) → absence (F)” and the change of readmission status was “readmission → no 

readmission”. Each patient has one pair of index admissions. We looked for associations 

between changes of diagnoses’ existence and the change of readmission status. 

 

Figure 4.1 An example of the elementwise comparison between two index admissions 

of the same patient. 

 

4.2.2 Data Source and Inclusion Criteria 

We purchased the 2014 Nationwide Readmissions Database (NRD) from Agency 

for Healthcare Research and Quality (AHRQ) [137]. The NRD is a discharge-level 

database available for each calendar year from 2010 to 2016 as of November 2019. We 

chose the 2014 NRD because it was the latest database including comorbidity information. 

The 2015 and 2016 NRDs do not contain this information.  The 2014 NRD is about 12 GB 

with about 15 million discharges. It was derived from inpatient hospitalization data of 

2,048 hospitals in 22 states, which accounted for 51.2% of the U.S. population and 49.3% 

of all hospitalizations [137]. Patients can be tracked across different hospitals within a state 
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by the verified and de-identified patient linkage numbers [137]. The 2014 NRD does not 

have the information of lab tests, vital signs, or medication records.  

We constructed four separate cohorts for AMI, COPD, HF, and PN patients with 

the following criteria: (1) We captured index admissions with a discharge month from 

January to November in 2014. Index discharges in December were excluded because 

December was the last month available in the data and 30-day unplanned readmissions 

cannot be tracked. Eligible index admissions had a principal discharge diagnosis of AMI, 

COPD, HF, or PN based on the ICD-9-CM codes used by the CMS [5]. The length of stay 

was longer than 1 day. (2) Patients were older than 18 at admission. They were not 

transferred to other hospitals and were alive at discharge. They did not leave against 

medical advice. (3) The gap between index admission discharge and readmission was 

between one and 30 days (inclusive). Patients could be readmitted for all causes except 

elective services or other scheduled care according to version 4.0 (ICD-9-CM) of the 

planned readmission identification criteria used by the CMS [5]. 

4.2.3 Data Preprocessing and Transformation 

The 2014 NRD contains information about admissions, patient demographics, 

hospital characteristics, diagnoses, and procedures. Diagnoses are available in ICD-9-CM 

codes and CCS categories [117]. We only kept the CCS-level diagnoses since ICD codes 

were too granular for this data mining analysis. They are originally represented as one 

principal diagnosis (DX1) and up to 29 secondary diagnoses (DX2 to DX30). We reshaped 

diagnoses into a sparse matrix by using the CCS-level diagnoses as attributes and values 

of true (T) and false (F) representing the presence and the absence of the corresponding 
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diagnoses. We captured pairs of index admissions of the same patients. For each pair of 

index admissions, we took the element-wise differences of the readmission status and CCS-

level diagnoses. We also extracted patients’ characteristics from the first index admission 

of each pair, including age, sex, primary insurance payer, type of the patient’s residing 

county, and median household income in the patient’s zip code. We only used one pair of 

index admissions of each patient. Attributes of the derived dataset are shown in Table 4.1.  

 

 

4.2.4 Association Rule Mining 

We performed association rule mining [104] to unearth associations rules between 

changes of diagnoses and the change of readmission status. Association rule mining is an 

unsupervised data mining approach to discover associations between item sets in the form 

of “IF {antecedent} THEN {consequent}”. We used the Apriori algorithm [138] to identify 

association rules with the consequent being the change of readmission status (e.g., 

“readmission → no readmission”). To ensure the association rules were interesting and 

non-trivial, we used support, confidence, and lift to filter out trivial association rules. The 

support is the frequency of a pattern occurring in all transactions ranging from 0 to 1. The 

confidence measures the percentage of transactions with the consequent given it contains 

Table 4.1 Attributes of the derived dataset. 

Types Attributes 

Fixed factors 

Age at the first index admission 

Sex 

Primary insurance payer 

Residing county type 

Median household income in the patient’s zip code 

Changes 
Changes of CCS-level diagnoses’ existence 

Change of readmission status 
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the antecedent. The lift is the ratio of the observed support to expected support given the 

antecedent and the consequent are independent. A lift greater than 1 indicates the 

antecedent and the consequent are dependent on each other. Because the standard 

association rule mining may generate numerous spurious rules [139], we performed 

Fisher’s exact test [140] to measure the statistical significance of the positive correlation 

between the antecedent and the consequent. We used a significance level of 0.05 and a p-

value greater than 0.05 indicated a spurious association rule occurring by chance. For all 

association rule mining experiments, we used 0.001, 0.75, and 1 as the minimum support, 

minimum confidence, and minimum lift, respectively. We also assessed each rule’s 

medical soundness and only kept rules with positive associations between a diagnosis 

change of existence (e.g., “presence (T) → absence (F)” or “absence (F) → presence (T)”) 

and “readmission → no readmission” or “no readmission → readmission”. 

4.3 Results 

4.3.1 Patient Characteristics 

We identified 853, 10820, 14343, and 11275 pairs of index admissions from the 

AMI, COPD, HF, and PN cohorts, respectively. Each pair of index admissions belongs to 

a unique patient. Table 4.2 shows their demographic information. It can be seen that the 

majority of patients are older than 65 and are Medicare beneficiaries. There are slightly 

more female patients. Most patients live in large central metropolitans and neighborhoods 

with a median household income (zip code level) less than $40,000.  
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4.3.2 Association Rule Mining 

We obtained 108, 72, 81, and 58 eligible association rules for AMI, COPD, HF, 

and PN cohorts, respectively after applying the rule quality criteria. From each rule, we 

extracted the diagnosis with changed status (i.e., “T → F” or “F → T”) in the antecedent 

and quantified the strength of its association with readmission by odds ratio. We found 29 

diagnoses with a significantly positive association with readmission (risk factor, OR > 1, 

P < 0.05) and showed them in Table 4.3, where “Y” indicates the diagnosis is a risk factor 

of the cohort. It can be seen from Table 4.3 that only 5/29 (17%) of risk factors are shared 

by two cohorts and no risk factor is commonly found in three cohorts. This indicates that 

Table 4.2 Demographics of patients in the four cohorts (AMI, COPD, HF, and PN). 

Factor 
Percentage in Each Cohort 

AMI COPD HF PN 

Age 
  

  

18-44 1.8% 2.1% 3.6% 6.7% 

45-64 19.9% 34.5% 22.1% 23.5% 

65 or older 78.3% 63.4% 74.4% 69.8% 

Sex 
  

  

Female 52.1% 57.8% 50.0% 51.3% 

Male 47.9% 42.2% 50.0% 48.7% 

Primary insurance 
  

  

Medicare 81.8% 74.1% 78.0% 77.8% 

Medicaid 8.0% 13.4% 9.8% 9.8% 

Private insurance 7.2% 8.2% 8.2% 9.4% 

Other 3.0% 4.2% 4.0% 3.0% 

Median household income by zip code 
  

  

$1 - $39,999 32.1% 35.2% 32.6% 29.0% 

$40,000 - $50,999 30.4% 28.9% 26.5% 27.3% 

$51,000 - $65,999 19.8% 20.5% 22.1% 23.3% 

$66,000 or more 17.7% 15.4% 18.7% 20.3% 

Residing county type     

Large central metropolitan 27.8% 26.5% 30.9% 26.2% 

Large fringe metropolitan 25.7% 24.8% 26.4% 24.6% 

Medium metropolitan 21.0% 22.6% 20.5% 22.5% 

Small metropolitan 10.0% 10.5% 9.5% 10.7% 

Micropolitan 8.8% 8.7% 6.9% 8.9% 

Not metropolitan or micropolitan 6.8% 6.8% 5.8% 7.2% 
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the readmission patterns or risk factors of AMI, COPD, HF, and PN cohorts are different. 

In Appendix 5 – Appendix 8, we showed readmission rates of the four cohorts with and 

without each risk factor, odd ratio, and 95% confidence interval of OR. For each risk factor 

that can be potentially modified, we showed one association rule with the highest support 

in Table 4.4 – Table 4.7.  
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Table 4.3 Risk factors of readmission of the four cohorts. 

Category Description (CCS-level) 
Cohort 

AMI COPD HF PN 

Medical 

conditions 

Chronic ulcer of skin Y       

Acute and unspecified renal failure Y    Y 

Diabetes mellitus without complication Y Y   

Fluid and electrolyte disorders    Y   

Hemorrhoids       Y 

Hyperplasia of prostate Y       

Hypertension with complications and secondary 

hypertension 
Y     

Infective arthritis and osteomyelitis (except that 

caused by tuberculosis or sexually transmitted disease) 
    Y   

Intestinal obstruction without hernia   Y     

Late effects of cerebrovascular disease   Y     

Other connective tissue disease Y       

Other diseases of bladder and urethra     Y   

Other disorders of stomach and duodenum Y Y     

Other gastrointestinal disorders      Y 

Other hereditary and degenerative nervous system 

conditions 
  Y     

Other nutritional; endocrine; and metabolic disorders   Y     

Pancreatic disorders (not diabetes)     Y   

Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) 
Y       

Retinal detachments; defects; vascular occlusion; and 

retinopathy 
Y     Y 

Rheumatoid arthritis and related disease     Y   

Septicemia (except in labor) Y       

Skin and subcutaneous tissue infections   Y   Y 

Mental 

conditions/ 

substance-

related 

disorders 

Schizophrenia and other psychotic disorders   Y  

Substance-related disorders Y    

Adjustment disorders   Y  

Medical care 

complications/ 

adverse 

effects 

Complication of device; implant or graft Y       

Complications of surgical procedures or medical care Y       

Adverse effects of medical care Y       

External 

causes 
Superficial injury; contusion       Y 
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Table 4.4 Association rules of the AMI cohort. 

Association Rules Support Confidence Lift P-value 

IF {Hypertension with complications and secondary 

hypertension = T → F; Sex = Female; Age = 65+} THEN 

{Readmission → No readmission} 

0.041 

(35/853) 
0.897 1.162 0.036 

IF {Other connective tissue disease = T → F; Age = 65+} 

THEN {Readmission → No readmission} 

0.035 

(30/853) 
0.909 1.177 0.037 

IF {Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) = T → F; Income = $1-

$39,999} THEN {Readmission → No readmission} 

0.026 

(22/853) 
0.957 1.238 0.019 

IF {Diabetes mellitus without complication = T → F; 

Income = $66,000+} THEN {Readmission → No 

readmission} 

0.020 

(17/853) 
1.000 1.294 0.012 

IF {Acute and unspecified renal failure = T → F; Chronic 

kidney disease = T → T} THEN {Readmission → No 

readmission} 

0.014 

(12/853) 
1.000 1.294 0.044 

IF {Hyperplasia of prostate = F → T; Disorders of lipid 

metabolism = T → T; Hypertension with complications 

and secondary hypertension = T → T} THEN {No 

readmission → Readmission} 

0.005 

(4/853) 
1.000 4.397 0.011 

IF {Chronic ulcer of skin = F → T; Congestive heart 

failure; non-hypertensive = T → T; Location = large 

central metropolitan} THEN {No readmission → 

Readmission} 

0.005 

(4/853) 
0.800 3.518 0.011 

IF {Substance-related disorders = F → T; Coronary 

atherosclerosis and other heart disease = T → T; 

Congestive heart failure; non-hypertensive = T → T} 

THEN {No readmission → Readmission} 

0.004 

(3/853) 
0.750 3.298 0.011 

IF {Septicemia (except in labor) = F → T; Insurance = 

Medicare} THEN {No readmission → Readmission} 

0.004 

(3/853) 
1.000 4.397 0.003 

IF {Other disorders of stomach and duodenum = F → T; 

Sex = Female; Insurance = Medicare} THEN {No 

readmission → Readmission} 

0.004 

(3/853) 
0.750 3.298 0.011 

IF {Retinal detachments; defects; vascular occlusion; and 

retinopathy = F → T; Chronic kidney disease = T → T; 

Sex = Female} THEN {No readmission → Readmission} 

0.004 

(3/853) 
0.750 3.298 0.003 
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Table 4.5 Association rules of the COPD cohort. 

Association Rules Support Confidence Lift P-value 

IF {Other disorders of stomach and duodenum = T → 

F; Sex = Male} THEN {Readmission → No 

readmission} 

0.002 

(23/10820) 
0.958 1.225 0.021 

IF {Other nutritional; endocrine; and metabolic 

disorders = T → F; Chronic obstructive pulmonary 

disease and bronchiectasis = T → T; Cancer of 

bronchus; lung = T → T; Income = $1-$39,999} 

THEN {Readmission → No readmission} 

0.002 

(22/10820) 
0.957 1.223 0.026 

IF {Late effects of cerebrovascular disease = T → F; 

Chronic obstructive pulmonary disease and 

bronchiectasis = T → T; Location = medium 

metropolitan} THEN {Readmission → No 

readmission} 

0.002 

(18/10820) 
1.000 1.279 0.012 

IF {Intestinal obstruction without hernia = T → F; 

Coronary atherosclerosis and other heart disease = T 

→ T; Sex = Male} THEN {Readmission → No 

readmission} 

0.001 

(13/10820) 
1.000 1.279 0.041 

IF {Skin and subcutaneous tissue infections = T → F; 

Screening and history of mental health and substance 

abuse codes = T → T; Congestive heart failure; non-

hypertensive = T → T} THEN {Readmission → No 

readmission} 

0.001 

(13/10820) 
1.000 1.279 0.041 

IF {Other hereditary and degenerative nervous system 

conditions = T → F; Respiratory failure; insufficiency; 

arrest (adult) = T → T; Income = $1-$39,999; Sex = 

Female; Age = 65+} THEN {Readmission → No 

readmission} 

0.001 

(13/10820) 
1.000 1.279 0.041 

IF {Diabetes mellitus without complication = F → T; 

Other aftercare = T → T; Other nervous system 

disorders = T → T; Chronic obstructive pulmonary 

disease and bronchiectasis = T → T} THEN {No 

readmission → Readmission} 

0.001 

(11/10820) 
0.786 3.607 < 0.001 
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Table 4.6 Association rules of the HF cohort. 

Association Rules Support Confidence Lift P-value 

IF {Schizophrenia and other psychotic disorders = T 

→ F} THEN {Readmission → No readmission} 

0.005 

(77/14343) 
0.865 1.097 0.045 

IF {Fluid and electrolyte disorders = T → F; Cancer 

of prostate = T → T} THEN {Readmission → No 

readmission} 

0.003 

(41/14343) 
0.976 1.238 0.001 

IF {Infective arthritis and osteomyelitis (except that 

caused by tuberculosis or sexually transmitted 

disease) = T → F} THEN {Readmission → No 

readmission} 

0.002 

(27/14343) 
0.931 1.181 0.038 

IF {Rheumatoid arthritis and related disease = T → 

F; Coronary atherosclerosis and other heart disease = 

T → T; Sex = Female} THEN {Readmission → No 

readmission} 

0.001 

(19/14343) 
1.000 1.268 0.011 

IF {Pancreatic disorders (not diabetes) = T → F; 

Disorders of lipid metabolism = T → T} THEN 

{Readmission → No readmission} 

0.001 

(18/14343) 
1.000 1.268 0.014 

IF {Other diseases of bladder and urethra = T → F; 

Disorders of lipid metabolism = T → T; Coronary 

atherosclerosis and other heart disease = T → T; 

Chronic kidney disease = T → T; Insurance = 

Medicare} THEN {Readmission → No readmission} 

0.001 

(15/14343) 
1.000 1.268 0.028 

IF {Adjustment disorders = T → F; Location = large 

central metropolitan; Insurance = Medicare} THEN 

{Readmission → No readmission} 

0.001 

(15/14343) 
1.000 1.268 0.028 

 

Table 4.7 Association rules of the PN cohort. 

Association Rules Support Confidence Lift P-value 

IF {Skin and subcutaneous tissue infections = T → F; 

Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) = T → T; Age = 65+; 

Insurance = Medicare} THEN {Readmission → No 

readmission} 

0.005 

(57/11275) 
0.905 1.114 0.035 

IF {Retinal detachments; defects; vascular occlusion; 

and retinopathy = T → F; Sex = Male} THEN 

{Readmission → No readmission} 

0.005 

(51/11275) 
0.911 1.121 0.035 

IF {Acute and unspecified renal failure = T → F; 

Cancer of prostate = T → T; Insurance = Medicare} 

THEN {Readmission → No readmission} 

0.003 

(30/11275) 
0.938 1.154 0.045 

IF {Other gastrointestinal disorders = T → F; 

Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) = T → T; Cancer of 

breast = T → T} THEN {Readmission → No 

readmission} 

0.002 

(28/11275) 
0.966 1.189 0.018 

IF {Hemorrhoids = T → F; Essential hypertension = 

T → T; Location = large fringe metropolitan} THEN 

{Readmission → No readmission} 

0.001 

(15/11275) 
1.000 1.231 0.044 
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4.4 Discussions 

4.4.1 Analysis of Changes  

To our knowledge, this is the first study to analyze changes of modifiable risk 

factors of readmission with a combination of data mining and statistical methods. Our 

method has two advantages. First, by comparing the different causes (in ICD code) of index 

admissions of the same patients, we can better understand readmission through associations 

between potentially modifiable risk factors and readmission. Second, our method can 

provide more information about the potential effect of risk factor modification. The 

traditional logistic regression-based risk factor identification method only evaluates the 

association between the presence of a factor and the response (e.g., readmission). However, 

this does not necessarily mean the modification of this risk factor is associated with the 

reduction of readmission. Our method moves a step further to directly test the association 

between the changes of risk factors and the change of readmission status.  

4.4.2 Potentially Modifiable Risk Factors 

By comparing the presence and the absence of the same diagnosis in two different 

index admissions of the same patient, we can computationally test if the change of the 

diagnosis is positively associated with the change of readmission status. It is noteworthy 

that the absence of a diagnosis in the index admission does not necessarily mean the patient 

is free of the condition, since it is possible that the condition is inactive and does not impact 

inpatient care [141]. For example, although diabetes mellitus is a nearly incurable chronic 

condition, this disease can be well-controlled by medications and lifestyle adjustments and 

changes.  
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There are four main categories of these 29 risk factors, including medical conditions, 

mental conditions or substance-related disorders, medical care complications or adverse 

events, and external causes. We do not consider medical care complications or adverse 

events as potentially modifiable risk factors because they will only occur after medical care 

as an outcome. Their risk should be anticipated and minimized during the care process. 

Similarly, external causes are not patient factors and are not under the control of hospitals. 

The remaining 25 medical and mental risk factors can be potentially modified by 

interventions, such as medication, surgery, and psychotherapy. According to the Charlson 

comorbidity index [85], five of these 25 risk factors have a mortality risk score greater than 

zero, including acute and unspecified renal failure, chronic ulcer of skin, diabetes mellitus 

without complication, late effects of cerebrovascular disease, and other connective tissue 

disease. These conditions are more severe and should receive more attention in the 

development of interventions.  

4.4.3 Recommendation by Association Rules 

Table 4.4 – Table 4.7 show that the antecedent of each association rule is composed 

of patients’ non-modifiable factors (e.g., age, sex) and the change of a potentially 

modifiable risk factor. Because each association rule represents a patient subgroup, it can 

be used to recommend the modification of readmission risk factors for patients falling into 

the subgroup. For example, the association rule of “IF {Hypertension with complications 

and secondary hypertension = T → F; Sex = Female; Age = 65+} THEN {Readmission → 

No readmission}” in the AMI cohort can be recommended for female AMI patients older 

than 65 having the comorbidity of hypertension with complications and secondary 

hypertension. Besides the treatment of the principal condition of AMI, the intervention of 
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hypertension should be prioritized for these patients to minimize the readmission risk. For 

each association rule, we performed Fisher’s exact test to ensure the association between 

the antecedent and the consequent is significant. Here, we provide potentially modifiable 

risk factors instead of intervention plans (e.g., medications, treatment pathways) because 

we believe that they should be developed by clinicians based on their medical judgments.  

4.5 Limitations 

Our work has three potential limitations. First, because this is a retrospective 

analysis, there is no way to control the confounding effects. Although the association rules 

are represented in “IF-THEN” patterns, the relationship indicates an association not 

causality. This study cannot replace controlled experiments, such as case-control and 

prospective cohort studies. However, our results can potentially offer a data-driven 

hypothesis to a randomized controlled trial and guide other studies to truly disclose the 

causal relationships between the identified potentially modifiable risk factors and 

readmission. Second, we used the CCS-level diagnosis in the analysis because ICD-9-CM 

codes were too granular for data mining analysis. As a result, some diagnoses can only 

provide very general information, such as “other connective tissue disease”. Nevertheless, 

the purpose of this work is to provide information about potentially modifiable risk factors. 

Clinicians can potentially map patients’ problems and needs into these risk factors and 

design specific interventions. Third, we relied on ICD codes for identifying the changes of 

potentially modifiable risk factors. Because ICD codes are mainly designed for billing 

purposes instead of research, it is possible that some chronic diseases were not recorded in 

medical records if they did not affect the primary condition. However, this problem would 

not significantly impact on our findings since our data, the 2014 NRD (derived from 
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inpatient hospitalization data of 2,048 hospitals in 22 states) is large enough to considerably 

offset the coding issue since we measured the statistical significance of our findings.  

4.6 Conclusions 

We performed the analysis of the associations between the changes of potentially 

modifiable risk factors and the change of readmission status for AMI, COPD, HF, and PN 

cohorts. To our best knowledge, this finding has not been reported. We identified patterns 

with potentially modifiable risk factors, and our approach consists of a hybrid of data 

mining and statistical methods. Compared to existing studies that only consider the impacts 

of risk factors, our study moves a step further in analyzing the association between potential 

risk factor modification and readmission prevention. Because each association rule 

represents a patient subgroup, clinicians can use it to customize interventions for patients 

falling in the subgroup. In addition, from the association rules, we identified 25 potentially 

modifiable risk factors of readmission. These modifiable risk factors can be used as 

potential targets for clinicians to prioritize interventions. Our results would facilitate 

clinical research to further understand the causes of readmission.  
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Chapter 5  An Analysis of Orthopedic Patient Satisfaction 

Survey with Statistical and Data Mining Methods 

 

In this chapter, we retrospectively analyzed results of an orthopedic patient 

satisfaction survey with statistical and data mining methods. Especially, we applied the 

analysis method developed in Chapter 4 to study the change of orthopedic patient 

satisfaction and identified a novel patient-provider sex concordance pattern associated with 

the change of orthopedic patient satisfaction.  

5.1 Background 

There were 63 million visits to non-federally employed, office-based orthopedic 

clinics in the United States in 2010 [142]. Providers are seeking solutions to improve the 

quality of orthopedic services. Starting in 2012, the CMS in the United States began to 

adopt patients’ perceptions of their hospital experiences in the measurement of care quality 

[143]. Despite the continued growth of the demand for high-quality orthopedic services, 

relatively little is known about factors associated with orthopedic patient satisfaction. Only 

a few studies have explored associations between patient factors and orthopedic patient 

satisfaction.  

Abtahi et al. analyzed surveys of 7,258 patients and found that non-modifiable 

patient factors, such as age and location can impact orthopedic outpatient satisfaction [144]. 

Patterson et al. studied surveys of 182 patients and found that patient age and time spent 

with the provider were associated with increased orthopedic outpatient satisfaction [145]. 
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Menendez et al. found from 150 patients that Spanish language and younger age were 

predictors of dissatisfaction in an outpatient hand surgery office [146]. Tyser et al. reported 

that pain, anxiety, and physical function were associated with the patient satisfaction in 

hand and upper-extremity (non-shoulder) clinic visits based on 1,160 patients [147]. Tisano 

et al. concluded that Medicare beneficiaries and existing patients were more likely to be 

satisfied and depression was negatively associated with satisfaction according to surveys 

of 2,527 patients [148]. Bible et al. reported that younger age, less education, smoking, 

male patients, and worker’s compensation status were associated with dissatisfaction from 

200 patients [149]. Hopkins et al. found that high Charlson comorbidity index, increasing 

elapsed time since surgery or discharge, and increasing length of stay were negatively 

associated with satisfaction from 1,936 patients after spine surgery [150].  

In this chapter, we were interested in identifying patient factors and provider factors 

associated with orthopedic patient satisfaction. In addition, we wanted to discover factors 

associated with the change of orthopedic patient satisfaction. Understanding their 

relationship enables us to design a cost-efficient care quality improvement program, such 

as customized training for underperforming providers. To accomplish these objectives, we 

performed a retrospective analysis by multivariate logistic regression, decision tree, and 

association rule mining.  

5.2 Materials and Methods 

5.2.1 Ethics 

This study was reviewed by the University of Missouri Internal Review Board and 

qualified for an exemption.  
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5.2.2 Data Source 

This study was a retrospective analysis of the de-identified patient satisfaction 

survey data collected by the Missouri Orthopedic Institute (MOI), University of Missouri 

Health Care from 10,136 outpatients after their visits between Jan 11, 2017, and Sep 9, 

2018 [151]. The data includes patients’ demographic information (sex, age, marital status, 

city and state of residence, and distance traveled by the patient to MOI), clinical 

information (height, weight, body mass index (BMI), and diagnosis codes), provider 

information (de-identified provider number, and provider sex), and visit information (de-

identified visit number, de-identified medical record number, visit type, appointment time, 

survey returned time, survey response time, and answers to nine closed-ended survey 

questions including the overall satisfaction rating (0-10)). 

5.2.3 Data Preprocessing 

We removed records with missing values and discretized numeric attributes, 

including age, distance traveled by the patient to MOI, survey response time, and BMI. 

The original satisfaction rating was in the 0-10 scale. According to the CMS [152], the 0-

10 rating can be classified into “poor” (0, 1, 2), “fair” (3, 4), “good” (5, 6), “very good” (7, 

8), and “excellent” (9,10). We further dichotomized the satisfaction rating. Because we 

were interested in satisfaction improvement, we considered “good” as a neutral response 

and combined it with “poor” and “fair” into “need to improve” satisfaction. “Very good” 

and “excellent” were grouped into “no need to improve” satisfaction. We created several 

new attributes, including parsed appointment time and survey returned time, concordance 

and combination of patient and provider sex, and if the patient had any secondary diagnoses. 
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The primary diagnosis codes were converted into CCS categories [117] because ICD-10-

CM codes were too granular. Table 5.1 shows the attributes of the preprocessed data set.  

 

To analyze the change of satisfaction, we identified pairs of visits of the same 

patients with different satisfaction ratings. We created a response variable to show the 

direction of satisfaction change, including “no need to improve satisfaction → need to 

improve satisfaction”, and “need to improve satisfaction → no need to improve 

satisfaction”. For each pair of records (of the same patient), we calculated their difference 

in numerical variables, such as the difference in age at discharge, the duration between the 

two appointment dates, and the duration between the two survey return dates. For 

categorical variables, we recorded their differences between the two visits. We also 

Table 5.1 Attributes of the preprocessed data set. 

Categories Attributes 

Patient/ 

provider 

  

Visit type Survey return day of the month 

Sex Survey return week of the year 

Race Survey return month 

Marital status Survey return year 

Age at discharge (categorized) Survey response time (categorized) 

City of residence BMI (categorized) 

State of residence Diagnosis code 1 (CCS single level) 

Distance to MOI (categorized) Diagnosis code 1 (CCS level 1) 

Appointment weekday Diagnosis code 1 (CCS level 2) 

Appointment day of the month Have secondary diagnoses 

Appointment week of the year De-identified provider number 

Appointment month Provider sex 

Appointment year  Patient and provider have the same sex 

Survey return weekday  Patient and provider sex combination 

Survey 

questions 

1. Provider explained things in a way that was easy to understand 

2. Provider gave easy to understand information about health questions or concerns 

3. Provider knew the important information about patient’s medical history  

4. Provider listened carefully to patient (respondent) 

5. Provider showed respect for what patient (respondent) had to say 

6. Provider spent enough time 

8. Would recommend office 

9. Rating of provider (binary) 
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included patients’ race, sex, age, and marital status at their latest visits in the data. Table 

5.2 shows the attributes of the derived satisfaction change data set.  

 

5.2.4 Multivariate Logistic Regression Analysis 

We used multivariate logistic regression to analyze the associations between 

independent variables and the binary satisfaction rating. Features were selected by 

combining forward selection and backward elimination. Candidate models were evaluated 

by the Akaike information criterion (AIC) [153], the Hosmer-Lemeshow test (HL) [154], 

and the AUC in 10-fold cross-validation. For all statistical tests, we chose a significance 

level of 0.05.  

5.2.5 Decision Trees 

To better understand survey questions’ relationship with the overall satisfaction 

rating, we created a data-driven illustration of the decision path by decision trees. We chose 

Table 5.2 Attributes of the satisfaction change dataset. 

Types Attributes 

Fixed attributes 

Age at the latest visit 

Sex 

Race 

Marital status at the latest visit 

Numerical difference 

(discretized) 

Difference in age  

Difference in appointment day 

Difference in survey return day 

Difference in survey response time 

Categorical difference 

Change in patient type 

Change in primary diagnosis (CCS single level) 

Change in primary diagnosis (CCS level 1)  

Change in primary diagnosis (CCS level 2) 

Change in secondary diagnosis status 

A different provider (Boolean) 

Change in provider sex 

Response (binary) Change in satisfaction 
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the C4.5 decision tree algorithm [155] because of its relatively concise tree structure and 

good performance. The decision trees model’s discrimination performance was measured 

by the AUC in 10-fold cross-validation.  

5.2.6 Association Rule Mining 

To study associations between patient/provider factor changes and satisfaction 

changes, we performed association rule mining. We used the Apriori algorithm to identify 

association rules with the consequent being the change of satisfaction status. In association 

rule mining, support, confidence, and lift were used to evaluate the strength of rules. 

Because association rule mining does not necessarily capture statistical dependencies, it 

may generate spurious association rules by chance. We performed Fisher’s exact test to 

test the significance of the positive correlation between the antecedent and the consequent. 

For all association rule mining experiments, we set the statistical significance level, 

minimum support, minimum confidence, and minimum lift to be 0.05, 0.01, 0.9, and 1.0 

respectively. 

5.3 Results 

5.3.1 Patient and Provider Characteristics 

After data preprocessing, 10,093 records/visits (8,070 unique patients) were kept in 

the final data set. The class ratio (“need to improve” satisfaction vs. “no need to improve” 

satisfaction) was 5.31% to 94.69%. Table 5.3 shows demographic information of the 8,070 

patients.  
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64 providers were involved in these 10,093 visits. Table 5.4 shows their statistics 

of service and satisfaction rating by sex. 75.00% (48/64) of them were male providers who 

accounted for 77.07% (7,779/10,093) of the orthopedic services. The mean numerical 

ratings (0-10) of female and male providers were not significantly different (Welch’s t-test, 

P = 0.926). 

 

5.3.2 Relationship between Patient/Provider Factors and Satisfaction 

We performed a multivariate logistic regression with patient and provider factors. 

The response variable was the binary satisfaction rating. After feature selection, nine 

Table 5.3 Demographic information of the 8,070 patients. 

Factor Frequency Percentage 

Age   

0-18 381 4.72% 

19-44 1,540 19.08% 

45-64 3,688 45.70% 

65+ 2,461 30.50% 

Sex   

Female 4,744 58.79% 

Male 3,326 41.21% 

Race   

African American 519 6.43% 

Asian 49 0.61% 

Caucasian 7,337 90.92% 

Other 165 2.04% 
 

Table 5.4 Providers’ statistics of service and satisfaction rating by sex. 

Sex Provider Count Service Count Mean Rating Median Rating 
Rating Standard 

Deviation 

Female 16  2,314 9.171 10 1.488 

Male 48  7,779 9.167 10 1.552 
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independent variables were retained in the final model. The model achieved AIC of 4057.3, 

AUC of 0.651 (10-fold cross-validation), and calibration of 9.1693 (P = 0.328) where a P-

value greater than 0.05 indicates a good fit. Table 5.5 shows the result of this multivariate 

analysis, including regression coefficient, P-value, odds ratio, and 95% confidence interval 

of odds ratio. Statistically significant factors (P < 0.05) are bolded. It can be seen that new 

patients (OR 1.415, 95% CI 1.172-1.708), age between 19 and 44 (OR 3.247, 95% CI 

1.573-6.700), age between 45 and 64 (OR 2.239, 95% CI 1.078-4.651), survey returned on 

Sunday (OR 1.546, 95% CI 1.124-2.128), and having secondary diagnoses (OR 1.226, 95% 

CI 1.003-1.499) were positively associated with the “need to improve” satisfaction. No 

negative association was identified.  
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5.3.3 Relationship between Survey Questions and Satisfaction 

The C4.5 decision tree model had good discrimination performance (AUC, 0.891) 

in 10-fold cross-validation. The resulting decision tree is shown in Figure 5.1. We 

abbreviated the names of questions and answers. The circles represent questions. For 

Table 5.5 Multivariate analysis result (patient and provider factors). 

 Coefficient P-value OR 95% CI 

Patient type     

Existing patient - - - - 

New patient 0.347 <0.001 1.415 1.172 - 1.708 

Patient sex     

Female - - - - 

Male -0.186 0.053 0.830 0.688 - 1.002 

Patient marital status     

Other marital status - - - - 

Married -0.190 0.132 0.827 0.646 - 1.059 

Single 0.089 0.533 1.094 0.825 - 1.449 

Patient age     

0-18 - - - - 

19-44 1.178 0.001 3.247 1.573 - 6.700 

45-64 0.806 0.031 2.239 1.078 - 4.651 

65+ 0.152 0.695 1.164 0.546 - 2.483 

City     

Other cities - - - - 

Columbia, MO 0.503 0.131 1.654 0.861 - 3.178 

Distance to MOI     

0-20 miles - - - - 

20.1-33 miles 0.618 0.070 1.854 0.951 - 3.615 

33.1-74 miles 0.643 0.054 1.903 0.988 - 3.665 

74.1+ miles 0.444 0.189 1.559 0.803 - 3.024 

Provider     

Provider #1 - - - - 

Provider #2 0.063 0.953 1.065 0.131 - 8.641 

Provider #3 -0.494 0.646 0.610 0.074 - 5.018 

… … … … … 

Survey return day     

Monday - - - - 

Tuesday 0.263 0.123 1.301 0.931 - 1.818 

Wednesday 0.229 0.168 1.258 0.908 - 1.743 

Thursday -0.006 0.972 0.994 0.706 - 1.400 

Friday 0.001 0.997 1.001 0.718 - 1.394 

Saturday 0.087 0.610 1.091 0.781 - 1.524 

Sunday 0.436 0.007 1.546 1.124 - 2.128 

Secondary diagnoses     

No - - - - 

Yes 0.204 0.047 1.226 1.003 - 1.499 
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example, “Q8” means question 8. Table 5.1 shows all the survey questions. The texts on 

the decision paths are the answers to the corresponding questions. The possible answers 

are “yes, definitely” (“YD”), “yes, somewhat” (“YS”), and “no” (“N”). The rectangles 

represent leaf nodes (class labels or the values of the dependent variable). In this analysis, 

we used the binary response variable with “B” indicating the “need to improve” satisfaction 

and “G” meaning there is “no need to improve” satisfaction. The first number in the 

parenthesis is the number of records reaching the leaf and the second number indicates the 

misclassified cases. For example, in the decision path of “if Q8 = N then the class is “B” 

(308/30)”, 308 records reached this leaf and 30 of them were misclassified.  

 

Figure 5.1 Decision tree for the impact of survey questions on the overall provider 

rating. 

 

We also performed a multivariate logistic regression analysis on the same data. 

After feature selection, questions 1, 3-6, and 8 were kept in the final model. The model 
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achieved AIC of 1828.7, AUC of 0.931 (10-fold cross-validation), and calibration (HL chi-

squared) of 11.036 (P = 0.200). The result is shown in Table 5.6.  

 

5.3.4 Satisfaction Change Analysis 

We identified 175 patients who gave different satisfaction feedback for different 

visits and created 203 records to represent the pairwise difference between the same 

patient’s different visits. The Apriori algorithm generated 240 and 196 significant and non-

redundant rules with the consequent of “need to improve satisfaction → no need to improve 

satisfaction” and “no need to improve satisfaction → need to improve satisfaction”, 

respectively. We found eight interesting rules and displayed them in Table 5.7. The first 

Table 5.6 Multivariate analysis result (survey questions only). 
 

Coefficient P-value OR 95% CI 

Intercept -4.832 <0.001 0.008 0.006 - 0.010 

Question 1 
   

 

Yes, definitely - - - - 

Yes, somewhat 0.374 0.043 1.454 1.013 - 2.088 

No 1.835 <0.001 6.265 2.444 - 16.059 

Question 3 
   

 

Yes, definitely - - - - 

Yes, somewhat 0.247 0.167 1.280 0.902 - 1.815 

No 0.771 0.005 2.163 1.270 - 3.683 

Question 4 
   

 

Yes, definitely - - - - 

Yes, somewhat 0.697 0.001 2.007 1.333 - 3.023 

No 1.960 <0.001 7.099 2.904 - 17.356 

Question 5 
   

 

Yes, definitely - - - - 

Yes, somewhat 0.714 <0.001 2.042 1.378 - 3.027 

No 1.912 <0.001 6.768 2.800 - 16.356 

Question 6 
   

 

Yes, definitely - - - - 

Yes, somewhat 0.755 <0.001 2.128 1.466 - 3.090 

No 1.845 <0.001 6.330 3.604 - 11.120 

Question 8 
   

 

Yes, definitely - - - - 

Yes, somewhat 1.751 <0.001 5.760 3.977 - 8.342 

No 3.997 <0.001 54.410 31.569 - 93.776 
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four rules have the consequent of “need to improve satisfaction → no need to improve 

satisfaction”. These four association rules have the factor of “male provider → female 

provider” in their antecedents. Especially for female patients with other factors unchanged, 

changing from a male provider to a female provider was associated with the change from 

“need to improve” satisfaction to “no need to improve” satisfaction. The last four 

association rules in Table 5.7 have the consequent of “no need to improve satisfaction → 

need to improve satisfaction”. Three of them indicate that for female patients with other 

factors unchanged, switching a female provider to a male provider was associated with the 

change from “no need to improve” satisfaction to “need to improve” satisfaction. This sex 

concordance pattern also applies to male patients. One rule indicates that for a male patient, 

changing a male provider to a female provider was associated with the change from “no 

need to improve” satisfaction to “need to improve” satisfaction. These rules indicated the 

association between the change of provider sex and the change of satisfaction. By checking 

the de-identified medical record numbers, we verified that these rules were extracted from 

different patients. These eight rules have perfect confidence (100%), lift greater than 1.0, 

and P-value lower than 0.05, indicating significantly positive correlations.  
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Table 5.7 Eight interesting association rules. 

Association Rule Support Confidence Lift P-value 

IF {Single patient, the survey was returned within 

1 to 3 months after the last submission, male 

provider → female provider} THEN {Need to 

improve satisfaction → No need to improve 

satisfaction} 

0.030 

(6/203) 
1.000 1.845 0.024 

IF {Single patient, the patient revisited MOI within 

1 to 3 months after the last appointment, male 

provider → female provider} THEN {Need to 

improve satisfaction → No need to improve 

satisfaction} 

0.030 

(6/203) 
1.000 1.845 0.024 

IF {No change in patient type, no change in 

secondary diagnosis status, the survey was returned 

within 1 to 3 months after the last submission, 

female patient, male provider → female provider} 

THEN {Need to improve satisfaction → No need 

to improve satisfaction} 

0.025 

(5/203) 
1.000 1.845 0.045 

IF {No change in primary diagnosis (CCS level 1), 

single patient, Caucasian patient, female patient, 

male provider → female provider} THEN {Need to 

improve satisfaction → No need to improve 

satisfaction} 

0.025 

(5/203) 
1.000 1.845 0.045 

IF {Patient age was between 45 and 64, Caucasian 

patient, female patient, female provider → male 

provider} THEN {No need to improve satisfaction 

→ Need to improve satisfaction} 

0.030 

(6/203) 
1.000 2.183 0.008 

IF {No change in patient age, Caucasian patient, no 

change in patient type, female patient, female 

provider → male provider} THEN {No need to 

improve satisfaction → Need to improve 

satisfaction} 

0.025 

(5/203) 
1.000 2.183 0.019 

IF {No change in primary diagnosis (CCS level 1), 

no change in patient type, Caucasian patient, 

female patient, female provider → male provider} 

THEN {No need to improve satisfaction → Need 

to improve satisfaction} 

0.025 

(5/203) 
1.000 2.183 0.019 

IF {No change in patient age, no change in primary 

diagnosis (CCS single level), male patient, male 

provider → female provider} THEN {No need to 

improve satisfaction → Need to improve 

satisfaction} 

0.020 

(4/203) 
1.000 2.183 0.043 
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5.4 Discussions 

5.4.1 Predictors of Patient Satisfaction 

We found that being a new patient (OR 1.415, 95% CI 1.172-1.708) was positively 

associated with the “need to improve” satisfaction compared to an existing patient. This 

result was similar to the finding by Tisano et al. [148] that existing patients were more 

satisfied than new patients. Patients may return to MOI because of positive experience 

before and this may influence their ratings for current visits. Another interpretation was 

that question 3 asked if the provider knew the important information about the patient’s 

medical history. New patients will mostly answer “no” to this question and this may impact 

the provider’s overall rating.  

Young adults (19-44) (OR 3.247, 95% CI 1.573-6.7) and middle-aged adults (45-

64) (OR 2.239, 95% CI 1.078-4.651) were positively associated with the “need to improve” 

satisfaction. We did not find a statistically significant association between older adults (65+) 

and the “need to improve” satisfaction. Previous studies [156,157] showed that older 

patients were more satisfied than younger patients. It has been reported that older patients 

care less about the provider’s attitude and friendliness than younger patients [158], and 

older patients tend to skip questions rather than give low scores [159]. 

Additionally, surveys returned on Sunday (OR 1.546, 95% CI 1.124-2.128) were 

positively associated with the “need to improve” satisfaction when compared with the 

baseline level “survey returned on Monday”. To the extent of our knowledge, no study has 

reported the relationship between a survey return day and satisfaction. According to a 

psychological study of the relationship between mood patterns and the day of the week, 
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Sunday has the lowest positive affect activation, which contains four components of 

“active”, “attentive”, “inspired”, and “interested” [160]. This may contribute to decreased 

satisfaction. 

Having secondary diagnoses (OR 1.226, 95% CI 1.003-1.499) was more positively 

associated with the “need to improve” satisfaction than not having secondary diagnoses. 

Having secondary diagnoses indicates the patient has comorbidities and/or complications. 

The impact of comorbidities on orthopedic patient satisfaction is still unclear and under 

debate. Our result agreed with the study by Husted et al. [161], which showed that patients 

without comorbidities were more satisfied than those with comorbidities following total 

hip or knee replacement. Bourne et al. [162] reported that postoperative complications were 

associated with patient dissatisfaction after total knee replacement.  

Patients’ primary diagnosis in three CCS levels was excluded from the final model 

by feature selection. This indicated that the primary diagnosis did not contribute to the 

classification of patient satisfaction. We did not find evidence from the literature that 

patient satisfaction was related to any specific primary diagnosis. However, some studies 

reported the linkage between the severity of certain conditions and satisfaction although 

the results were contradicting. For example, Kavalnienė et al. [163] reported that patients’ 

satisfaction with primary care is negatively associated with the severity of depression. 

Schmocker et al. [164] found that the severity of disease did not impact satisfaction for 

patients with diverticulitis.  
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5.4.2 Relationship between Survey Questions and Satisfaction Rating 

We explored the relationship between survey questions and the overall satisfaction 

rating with the C4.5 decision tree algorithm. It can be seen from Figure 5.1 that question 8 

is the most decisive because its answers are the condition of all decision paths. One possible 

reason is that question 8 asks if the patient would recommend the office and it is nearly 

equivalent to asking about patient satisfaction (the dependent variable). The decision tree 

has a pattern that for each question, the answer of “no” (N) always reaches the leaf node of 

“need to improve” satisfaction (B), and the answer of “yes, definitely” (YD) always points 

to “no need to improve” satisfaction (G). For the less certain answer of “yes, somewhat” 

(YS), questions 4, 6, and 8 (Q4, Q6, & Q8) always rely on other questions to finish the 

decision. Question 5 can reach “no need to improve” satisfaction (G) with the answer of 

“yes, somewhat” (YS). This finding indicates that it is essential for providers to treat 

patients with respect during patient encounters for better patient satisfaction. Questions 1-

3 were not found in the decision tree meaning these questions were less associated with the 

decision/satisfaction.  

To further understand each question’s impact on the overall satisfaction, we 

performed a multivariate logistic regression analysis. The result (see Table 5.6) indicates 

that the answers of “yes, somewhat” and “no” to questions 1, 4-6, and 8 were more 

positively associated with “need to improve” satisfaction than “yes, definitely”. For 

question 3, we only observed this relationship on the answer of “no”. Based on the decision 

tree and the logistic regression analysis, providers’ interaction and respect for patients play 

an important role in the overall satisfaction rating.  
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5.4.3 Satisfaction Change 

To our knowledge, this is the first data mining analysis of orthopedic patient 

satisfaction change. The most interesting finding was the association between the change 

of provider sex and the change of satisfaction. For female patients, the association holds in 

both directions (male provider to female provider → “need to improve” satisfaction to “no 

need to improve” satisfaction; female provider to male provider → “no need to improve” 

satisfaction to “need to improve” satisfaction). For male patients, the association holds in 

one direction only (male provider to female provider → “no need to improve” satisfaction 

to “need to improve” satisfaction).  

The impact of patient and provider sex concordance on patient satisfaction has been 

studied in other care specialties, but the findings were conflicting. Schmittdiel et al. [165] 

reported that female patients of female providers were the least satisfied compared to other 

sex combinations in preventive care. Rogo-Gupta et al. [166] found that female 

gynecologists were significantly less likely to receive top satisfaction scores than male 

counterparts. Derose et al. [167] reported that female patients in the emergency department 

trusted female physicians more.  

5.5 Limitation 

The satisfaction change analysis has a relatively smaller sample size compared to 

the other two analyses because the change of satisfaction is not a frequent event. However, 

association rule mining has no assumptions about sample size and distribution. We also 

performed Fisher’s exact test to ensure our findings were statistically significant. 
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5.6 Conclusions 

In this chapter, we performed a retrospective analysis of the orthopedic patient 

satisfaction data. We found that new patients, young adults (19 - 44), middle-aged adults 

(45 - 64), survey returned on Sunday, and having secondary diagnoses were positively 

associated with the “need to improve” satisfaction. To the best of our knowledge, no prior 

studies have reported the association between a survey return day and orthopedic patient 

satisfaction. Providers’ interaction and respect for patients were found to be important 

factors in patient satisfaction. By association rule mining, we found eight interesting 

association rules that can help to explain patients' satisfaction changes. The key finding 

was that the change of provider sex was associated with the satisfaction change. To better 

understand patient satisfaction, more information about patients and providers is needed, 

such as patients’ previous satisfaction responses, socioeconomic status and detailed 

medical history, providers’ specialty and previous experience. Further studies are 

necessary to disclose the true reasons for satisfaction change.  
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Chapter 6  Conclusions 

 

6.1 Summary of Findings 

The overall objective of this project was to improve the timeliness of unplanned 

30-day hospital readmission preventive intervention through a data-driven approach. To 

achieve this objective, we used various predictive modeling and exploratory analysis 

methods to develop an early prediction model of readmission and identify potentially 

modifiable risk factors associated with readmission.  

In Chapter 2, we performed a systematic review of readmission risk factors from 

13 articles and identified 34 highly generalizable risk factors in seven categories, including 

social factors, healthcare utilization, index admission characteristics, comorbidities, lab 

test results, medications, and hospital characteristics.  We determined that existing studies 

tended to ignore detailed medical history and only used high-level information about 

previous healthcare utilization (e.g., the number of inpatient visits in last year). In addition, 

to improve readmission predictive models’ performance, some studies sacrificed their 

models’ timeliness by including variables whose values would only become available near 

or after discharge. As a result, most reported predictive models cannot predict readmission 

risk at the early stage of inpatient care.  

In Chapter 3, we developed an early prediction model of readmission by 

incorporating detailed medical history (diagnoses, procedures, medications, lab test results, 

vital signs, and healthcare utilization) up to one year before the time point of prediction in 

the predictive model. We also collected information that can become available in EHR 



    85 

within 24 hours of the current inpatient admission, including patients’ demographic 

information, lab test results, vital signs, and medications. The model was derived and 

validated on 96,550 patients’ data identified from 205 hospitals in the United States using 

various statistical and machine learning algorithms. The XGBoost model has the best 

performance among the six candidate models. Its performance is better than the 

HOSPITAL score, the LACE index, and the LACE-rt index for all of the five performance 

metrics on the validation set. In addition, we identified 14 novel risk factors and two novel 

protective factors of readmission by multivariate analysis. The early prediction model can 

potentially help clinicians to identify readmission risk at the early stage of hospitalization 

so that clinicians can have more time to pay extra attention to high-risk patient’s care. 

In Chapter 4, we used association rule mining and statistical methods to identify 

potentially modifiable risk factors for readmission of four patient cohorts eligible for the 

HRRP, including AMI, COPD, HF, and PN. We developed a novel method to compare 

diagnoses and readmission status of the same patients’ different index admissions. This 

method allowed us to better disclose associations between potentially modifiable risk 

factors and readmission. This method can also provide more information about the 

potential effect of risk factor modification. Compared to the traditional logistic regression-

based method that can only evaluate the association between the presence of a factor and 

the response (e.g., readmission), our method moves a step further to directly test the 

association between changes of risk factors and the change of readmission status. We 

identified 29 risk factors of readmission in four categories, including medical conditions, 

mental conditions or substance-related disorders, medical care complications or adverse 

events, and external causes. 25 of them were potentially modifiable. Because each 
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association rule containing the potentially modifiable risk factor represents a patient 

subgroup, clinicians can use it to customize interventions for patients falling in the 

subgroup.  

In Chapter 5, we analyzed results of an orthopedic patient satisfaction survey with 

statistical and data mining methods. We identified one novel risk factor of the “need to 

improve” satisfaction and found that providers’ interaction and respect for patients were 

important factors in satisfaction. We applied the analysis method developed in Chapter 4 

to study factors associated with the change of orthopedic patient satisfaction and identified 

a novel patient-provider sex concordance pattern. For both female and male patients, the 

change of a provider of the same sex into a provider of the different sex was associated 

with the change from satisfaction to dissatisfaction. This pattern can potentially be used to 

improve orthopedic patient satisfaction.  

6.2 Limitation 

This project was a retrospective analysis. The early prediction model was 

developed based on historical data. Similarly, the identified relationship between changes 

of potentially modifiable risk factors and the change of readmission status was association, 

not causality. However, our results can potentially offer a data-driven hypothesis to a 

randomized controlled trial and guide other studies to truly disclose the causal relationships 

between the identified risk factors and readmission. 

6.3 Contributions 

The outcome of this project can potentially shift the timing of readmission 

preventive intervention to the early stage of hospitalization. Clinicians can potentially use 
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the early prediction model to stratify patients’ readmission risk at the beginning of care and 

allocate more resources to high-risk patients during the care process. The association rules 

can potentially direct clinicians to plan interventions for different patients based on their 

social and clinical factors during hospitalization. Although this project focused on the 

context of readmission, the methodology can be generalized to other research topics, such 

as the recurrence of a disease.  
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APPENDICES 

Appendix 1. Implementations of the HOSPITAL score & the LACE/LACE-rt index. 

The point system of the HOSPITAL score [28]. 

 
HOSPITAL Score Points 

Hemoglobin level at discharge  

≥ 12 g/dL 0 

< 12 g/dL 1 

Discharge from an oncology service  

No 0 

Yes 2 

Sodium level at discharge  

≥ 135 mEq/L 0 

< 135 mEq/L 1 

Procedure (ICD) during hospital stay  

No 0 

Yes 1 

Index admission type  

Elective 0 

Nonelective 1 

Number of hospital admissions last year  

0 0 

1 – 5 2 

> 5 5 

Length of stay  

< 5 d 0 

≥ 5 d 2 
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The point system of the LACE/LACE-rt index [27]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

LACE/LACE-rt Index Points 

Length of stay (current admission for LACE, previous 

admission within past 30 days for LACE-rt) 

 

< 1 d 0 

1 d 1 

2 d 2 

3 d 3 

4 – 6 d 4 

7 – 13 d 5 

≥ 14 d 7 

Acute admission  

No 0 

Yes 3 

Charlson comorbidity index score  

0 0 

1 1 

2 2 

3 3 

≥ 4 5 

Number of emergency department visits during 

previous six months 

 

0 0 

1 1 

2 2 

3 3 

≥ 4 4 
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Python implementation of the HOSPITAL score. 
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Python implementation of the LACE/LACE-rt index. 
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Appendix 2. Demographics and index admission factors of the XGBoost model.  
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Appendix 3. Medical history (last 12 months) factors of the XGBoost Model (Part 1). 
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Appendix 4. Medical history (last 12 months) factors of the XGBoost Model (Part 2). 
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Appendix 5. Risk factors of the AMI cohort.  

 

 

 

 

 

 

 

 

 

Diagnosis (Dx) 
Readmission Rate 

OR 95% CI 
w/ Dx w/o Dx 

Chronic ulcer of skin 24.5% 13.7% 2.043 1.849 - 2.258 

Other disorders of stomach and duodenum 20.5% 14.0% 1.584 1.337 - 1.877 

Septicemia (except in labor) 19.4% 14.0% 1.483 1.290 - 1.705 

Acute and unspecified renal failure 19.3% 12.7% 1.647 1.570 - 1.728 

Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) 
18.7% 13.6% 1.458 1.363 - 1.559 

Hypertension with complications and secondary 

hypertension 
18.5% 11.8% 1.690 1.619 - 1.765 

Complications of surgical procedures or medical care 17.2% 14.0% 1.274 1.109 - 1.463 

Retinal detachments; defects; vascular occlusion; and 

retinopathy 
17.2% 14.0% 1.281 1.142 - 1.436 

Adverse effects of medical care 16.9% 14.0% 1.251 1.113 - 1.407 

Hyperplasia of prostate 15.9% 13.9% 1.166 1.074 - 1.265 

Other connective tissue disease 15.6% 13.9% 1.149 1.076 - 1.228 

Substance-related disorders 15.6% 14.0% 1.138 1.016 - 1.275 

Diabetes mellitus without complication 15.4% 13.6% 1.158 1.105 - 1.212 

Complication of device; implant or graft 15.1% 14.0% 1.096 1.006 - 1.194 
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Appendix 6. Risk factors of the COPD cohort. 

Diagnosis (Dx) 
Readmission Rate 

OR 95% CI 
w/ Dx w/o Dx 

Skin and subcutaneous tissue infections 25.5% 18.5% 1.513 1.416 - 1.616 

Intestinal obstruction without hernia 22.7% 18.6% 1.286 1.126 - 1.469 

Other disorders of stomach and duodenum 21.6% 18.5% 1.208 1.099 - 1.327 

Late effects of cerebrovascular disease 21.6% 18.5% 1.210 1.132 - 1.294 

Other hereditary and degenerative nervous system 

conditions 
20.5% 18.5% 1.136 1.079 - 1.196 

Other nutritional; endocrine; and metabolic disorders 20.1% 18.0% 1.146 1.124 - 1.169 

Diabetes mellitus without complication 19.4% 18.2% 1.079 1.058 - 1.101 

 

 

 

 

 

 

 

 

 

 

 

 

 



    97 

Appendix 7. Risk factors of the HF cohort.  

Diagnosis (Dx) 
Readmission Rate 

OR 95% CI 
w/ Dx w/o Dx 

Schizophrenia and other psychotic disorders 27.1% 19.8% 1.510 1.415 - 1.612 

Infective arthritis and osteomyelitis (except that caused 

by tuberculosis or sexually transmitted disease) 
26.4% 19.8% 1.452 1.279 - 1.649 

Pancreatic disorders (not diabetes) 23.4% 19.8% 1.236 1.093 - 1.396 

Adjustment disorders 23.1% 19.8% 1.214 1.037 - 1.421 

Other diseases of bladder and urethra 22.5% 19.8% 1.173 1.074 - 1.282 

Fluid and electrolyte disorders 21.8% 18.9% 1.197 1.176 - 1.218 

Rheumatoid arthritis and related disease 21.2% 19.8% 1.089 1.026 - 1.156 
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Appendix 8. Risk factors of the PN cohort. 

Diagnosis (Dx) 
Readmission Rate 

OR 95% CI 
w/ Dx w/o Dx 

Skin and subcutaneous tissue infections 19.0% 14.4% 1.399 1.324 - 1.479 

Hemorrhoids 17.9% 14.4% 1.293 1.165 - 1.435 

Other gastrointestinal disorders 17.6% 13.6% 1.355 1.329 - 1.382 

Acute and unspecified renal failure 17.4% 13.9% 1.309 1.281 - 1.338 

Retinal detachments; defects; vascular occlusion; and 

retinopathy 
16.9% 14.4% 1.206 1.138 - 1.278 

Superficial injury; contusion 15.8% 14.4% 1.112 1.021 - 1.212 
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