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ABSTRACT

State estimation algorithms are important mathematical tools for engineers and

are capable of improving system modeling capabilities and scenario outcomes. Typically,

systems utilize a variety of sensors to measure certain system states such as velocity or po-

sition; however, these sensors suffer from noise and biases which contaminate the states.

Through implementing a state estimation algorithm, noise from low-cost sensors may be

mitigated to provide better system state estimates. Thus, a need exists to apply these algo-

rithms while using low-cost sensors and to assess the performance in different scenarios.

The algorithms that were selected for analysis in this research were the Kalman Filter and

Extended Kalman Filter, which were implemented in two separate experiments.

The first experiment encompassed a pursuer-evader scenario where the initial

starting position of a pursuer and tracking measurement uncertainty of an evader were
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varied. Position of the evader was determined through two methods: raw tracking sen-

sor measurements and estimates from a Kalman Filter. In both cases, the tracking sensor

uncertainty was parameterized as a single term to represent combined uncertainty from

all possible noise sources. This experiment showed that an increase in sensor measure-

ment uncertainty led to an increase in the mean miss distance for the pursuer for both the

raw tracking sensor method and Kalman Filter method. However, most engagement re-

sulted in the Kalman Filter method providing an improved position estimate of the evader,

reducing the average miss distance by upwards of 50 %.

In the second experiment, an Extended Kalman Filter was applied to an aircraft

that experienced a multitude of free-flight hardware failures such as control surface and

aerial delivery failures. The Extended Kalman Filter was designed to estimate the air-

craft’s stability and control derivatives along with the aircraft’s dynamic states. Fixed-

position aileron failures, ranging from −30° to 30°, were assessed and showed a loss of

effectiveness in the control derivative state estimates. An aerial delivery failure from a bay

located near the center of gravity resulted in small changes in some of the control deriva-

tives and noise characteristics of the aircraft; however, a payload release failure from a

bay located on the wing resulted in every state estimate changing. Post-failure state es-

timate changes indicate the potential of implementing fault isolation control schemes to

mitigate the failure after initial detection.

This research explored the usage of applying two state estimation algorithms to
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expand the modeling capabilities of two systems. Not only did the algorithms provide im-

proved estimates for system states, the states that did not have direct sensor measurements

were accurately estimated. Furthermore, the algorithms were tailored to each scenario and

successfully utilized low-cost sensors to improve the scenario results.
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NOMENCLATURE

STATE ESTIMATION IN A TRACKING-BASED PURSUER-EVADER SCENARIO

SR = Speed ratio of the pursuer to the evader

Utracking = Tracking uncertainty (95 % Confidence Interval), m

ve = Velocity of the evading aircraft, m/s

vp = Velocity of the pursuing aircraft, m/s

ωp = Pursuer turn rate, deg/s

ρ = Radius of curvature, m

an = Normal acceleration, m/s2

LOS = Line of sight angle, deg
˙LOS = Line of sight rate, deg/s

N = Proportional navigation gain

Hk = Measurement to state connection matrix

Pk = Kalman Filter error state covariance matrix

Qk = Kalman Filter process noise covariance matrix

Rk = Kalman Filter measurement noise covariance matrix

xk = Kalman Filter state vector

zk = Kalman Filter sensor measurement vector

φk = Kalman Filter state transition matrix

ASSESSMENT OF FIXED-WING UAV SYSTEM IDENTIFICATION MODELS

DURING ACTUATOR AND PAYLOAD DROP FAILURES

α = Angle of attack, deg

β = Sideslip angle, deg

{p, q, r} = Reference roll, pitch, and yaw axis rates, deg/s

{β̇, ṗ, ṙ, φ̇} = Lateral aircraft state derivatives

{α̇, q̇} = Longitudinal aircraft state derivatives (Short-Period Approximation)

{L,M,N} = Aerodynamic moment components in body reference frame
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{X, Y, Z} = Aerodynamic force components in body reference frame

{Ix, Iy, Iz} = Moment of inertia components about the body reference frame

{Aφ, Aθ, Aψ} = Amplitude of roll, pitch, and yaw multi-sine input

b = Wingspan, m

c̄ = Mean wing chord, m

g = Gravitational constant, m/s2

m = Aircraft mass, kg

q̄ = Dynamic pressure, kg/ms2

ρ = Density of air, kg/m3

S = Planform surface area, m2

θ0 = Trimmed pitch angle, deg

v0 = Reference flight velocity, m/s

xa = X-axis angle of attack sensor position, m

ya = Y-axis angle of attack sensor position, m

CYβ = Dimensionless Y-axis force derivative coefficient with respect to sideslip

CYp = Dimensionless Y-axis force derivative coefficient with respect to roll rate

CYr = Dimensionless Y-axis force derivative coefficient with respect to yaw rate

CYδa = Dimensionless Y-axis force derivative coefficient with respect to rudder deflection

Clβ = Dimensionless Roll moment derivative coefficient with respect to sideslip

Clp = Dimensionless Roll moment derivative coefficient with respect to roll rate

Clr = Dimensionless Roll moment derivative coefficient with respect to yaw rate

Clδa = Dimensionless Roll moment derivative coefficient with respect to aileron deflection

Clδr = Dimensionless Roll moment derivative coefficient with respect to rudder deflection

Cnβ = Dimensionless Yaw moment derivative coefficient with respect to sideslip

Cnp = Dimensionless Yaw moment derivative coefficient with respect to roll rate

Cnr = Dimensionless Yaw moment derivative coefficient with respect to yaw rate

Cnδa = Dimensionless Yaw moment derivative coefficient with respect to aileron deflection

Cnδr = Dimensionless Yaw moment derivative coefficient with respect to rudder deflection

CLα = Dimensionless Lift force derivative coefficient with respect to angle of attack
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CLq = Dimensionless Lift force derivative coefficient with respect to pitch rate

CLδe = Dimensionless Lift force derivative coefficient with respect to elevator deflection

Cmα = Dimensionless Pitch moment derivative coefficient with respect to angle of attack

Cmq = Dimensionless Pitch moment derivative coefficient with respect to pitch rate

Cmδe = Dimensionless Pitch moment derivative coefficient with respect to elevator deflection

Fk = Extended Kalman Filter state transition matrix

G = Extended Kalman Filter measurement matrix

I = Identity matrix of size n× n
n = Number of estimated states in the Extended Kalman Filter

P = Extended Kalman Filter error covariance matrix

Q = Extended Kalman Filter process noise covariance matrix

R = Extended Kalman Filter measurement noise covariance matrix

xk = Extended Kalman Filter state vector

zk = Extended Kalman Filter sensor measurement vector
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CHAPTER 1

INTRODUCTION

1.1 System Identification

Developing accurate mathematical models for physical systems has always been a

fundamental goal for engineers; however, these mathematical models are subject to imper-

fect sensor measurements and biases. Sensor measurement error contaminates the models

resulting in erroneous output for different input parameters [1]. Thus, the development of

improved system models, also referred to as system identification, has been an important

consideration throughout the last century to the present. The purpose of this research is to

explore system identification through the application of state estimation algorithms and to

assess the impact of uncertainty from low-cost sensors. Such algorithms are considered

state estimators/filters and include the Kalman Filter and Extended Kalman Filter, both of

which will be discussed in this research.

1.2 State Estimation Algorithms

The well-known Kalman Filter (KF), pre-dating NASA’s Apollo missions, revo-

lutionized the aerospace industry and is considered the standard for state estimation algo-

rithms. This filter was designed as a means of linearizing a system such that a system’s

states, e.g. position or velocity, are estimated without requiring direct sensor measure-

ments for each system state. The Kalman Filter defined the state-of-the-art for modeling
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and built the foundation for its successor, the Extended Kalman Filter. Furthermore, the

entrance of the Kalman Filter paved the way for consideration of other complex state es-

timation algorithms like the Unscented Kalman Filter [2], Federated Kalman Filter [3],

and Interacting Multiple Models [4].

Typically, physical systems that require high precision measurements, such as a

spacecraft and aircraft, utilize expensive sensors and instrumentation which are imprac-

tical and prohibitive for most other applications (i.e. a quadrotor which requires angular

velocity measurements from at least three axes). For applications where highly accurate

sensors are unavailable due to cost restrictions, a system may suffer more from sensor

noise which reduces the accuracy of the system’s models. However, the added sensor

noise can be accounted for through implementation of state estimation algorithms, which

aim at separating the signal from the noise. The paradigm requiring highly accurate sen-

sors for highly accurate models has shifted, and state estimation algorithms now fill the

void created from using low-cost sensors.

State estimation algorithms have expanded system modeling capabilities by mod-

eling more state variables; however, it may be unclear exactly when implementation of

these algorithms is justified. Thus, two different experiments were considered in this

study to provide instances when certain state estimation algorithms might apply. Without

implementing these state estimation algorithms, the modeling potential of the systems is

limited, resulting in the inability of estimating important system states. The limited mod-

eling potential is explored in the first experiment as comparative conclusions are drawn

between utilizing and not utilizing a Kalman Filter. The second experiment explores the
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expansion of the modeling potential for an aircraft that experiences free-flight hardware

failures.

The first experiment, which uses a Kalman Filter, assesses four tracking sensor un-

certainties and their impact on a pursuer-evader engagement. The Kalman Filter utilized

simulated tracking measurements based on four different uncertainty values. The main

objective of this scenario is to explore whether or not the miss distance for the pursuer

improved with the Kalman Filter as opposed to only using the raw tracking sensor mea-

surements. This scenario also explored the benefits of the Kalman Filter and the resultant

state estimates associated with the evader.

The second experiment used an Extended Kalman Filter to estimate an aircraft’s

linearized longitudinal and lateral-directional dynamic states while using inexpensive sen-

sors to detect and explore effects from catastrophic aircraft failures. The objectives for

this experiment were to determine changes in the dynamic models and to estimate the

aircraft’s stability and control derivatives along with the aircraft states before and after

free-flight failures occurred. The free-flight failures that the aircraft experienced were

control surface failures and two different aerial delivery failures. The failures outlined the

ability of the Extended Kalman Filter to detect changes in the aircraft’s dynamics while

simultaneously exploring payload-based use cases.

1.3 Summary of Contributions

The main contributions of this work are as follows:

• A Kalman Filter was implemented and assessed in a pursuer-evader scenario
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by varying tracking sensor uncertainty in a simulation environment.

– Reduction of pursuer miss distance was demonstrated when using the KF

estimation method as opposed to using raw tracking measurements.

– Effects from different tracking sensor uncertainty levels were evaluated

during different pursuer starting conditions.

• An Extended Kalman Filter was implemented and assessed for fault detection

and expansion of modeling capabilities using inexpensive sensors.

– Estimation of longitudinal and lateral-directional dynamic states was demon-

strated before and after free-flight hardware failures occurred.

– Effects from control surface failures and aerial delivery failures were

evaluated.

1.4 Thesis Organization

This thesis is organized as follows. First, a literature review is discussed which

details Kalman Filter and Extended Kalman Filter historical information. Then other re-

searchers’ work associated with the pursuer-evader scenario and fault detection scenario

are discussed. Next a detailed description of the first experiment, the pursuer-evader en-

gagement, is discussed which includes specific simulation parameters and Kalman Filter

parameters. Next, the results of running this simulation with and without a Kalman Fil-

ter are compared and conclusions are drawn regarding the state estimation method. The
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fourth chapter details the second experiment, which focused on implementing an Ex-

tended Kalman Filter to evaluate different free-flight hardware failures. This chapter also

discusses aircraft dynamics, parameters related to the Extended Kalman Filter, and results

from the free-flight tests. Finally, big picture conclusions regarding the Kalman Filter and

Extended Kalman Filter are drawn while also discussing future work.
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CHAPTER 2

LITERATURE REVIEW

2.1 Kalman Filter

The Kalman Filter (referred to as KF hereafter) was introduced in the 1960s ap-

proximately 20 years after Wiener filter theory was developed. Wiener’s method had

focused on minimizing mean-square error in the time domain which was considered to

be least-squares filtering [2]. However, the benefit of the filter developed by R.E. Kalman

was the usage of state-space models with discrete sensor measurements [5]. The de-

scription and steps for the discrete Kalman Filter will be discussed in Chapter 3 and are

expanded further in [2]. The importance of the KF was discovered during the 1960s when

the algorithm resulted in major progress for NASA’s Apollo missions. The development

of this algorithm was headed by the Dr. R.E. Kalman along with R.S. Bucy at the Re-

search Institute for Advanced Studies when the approach to linear filtering was published

for discrete and continuous time models [5, 6]. The chief of the Dynamics Analysis

Branch at NASA, S.F. Schmidt, invited Dr. Kalman to present on the topic of this al-

gorithm at Ames Research Center. This event led to the development and application of

the Extended Kalman Filter in the circumlunar navigation simulation on a 36-bit floating

computer [7, 8].

The wide acceptance was illustrated through the KF’s implementation during the

mid-1960s when the algorithm was integrated into the C5A aircraft [9]. Similarly, the
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KF has been used for inertial navigation, radar tracking, and the development of the

Global Positioning System (GPS) [7, 10]. Research areas related to economic time se-

ries forecasting and smoothing [11–13] along with medical applications [14] have also

implemented the KF. The list of applications is not exhaustive and only touches on some

of the earliest work related to KFs.

Recently, however, the KF has been applied to applications related to bio-mechanics

and motion capture. One research used multiple KF-based algorithms for lower body mo-

tion capture [15]. The algorithms eliminated the use of magnetometers to correct for

yaw angle drift error while a test subject performed walking, jumping, jogging, and stair-

stepping maneuvers. The proposed design for the system proved to be robust against

magnetic disturbances and showed a high level of accuracy for its estimated states [15].

Another motion capture related application was the design of a body suit which used a

KF [16]. This application used position sensor data and body position data coupled with

a KF to yield a virtual representation of the wearer’s body in real-time.

2.2 Extended Kalman Filter

The Extended Kalman Filter (EKF) was developed in the 1960s, as previously

mentioned in Section 2.1, and was used in the circumlunar navigation simulation for

NASA [7]. The development of this algorithm was monumental for the aerospace industry

and became popular in other fields as well. The EKF was popular as it introduced quasi-

linearized applications to the linearized solution space [9].

One application of the EKF was for longitudinal stability derivative and aircraft
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state estimation [17]. A 3-2-1-1 multi-step input was used on an aircraft elevator to excite

the longitudinal dynamics. The method used in this research resulted in parameter conver-

gence within 10 s [17]. A similar usage of the EKF was researched by M. Curvo and also

resulted in estimation of the longitudinal aerodynamic derivatives [18]. Other researchers

utilized an EKF for short-period estimation [19] and lateral aerodynamic derivative esti-

mation [20].

2.3 Pursuer-Evader Scenario

Pursuer-evader scenarios, similar to the one explored in this research, have been

popular in game theory and military strategy since the 1950s. One of the earliest sources

explores the fundamentals of game theory and defines these engagements as differential

games [21]. This book details the theories behind a multitude of differential games which

expand into applications of warfare and control optimization problems. One notable dif-

ferential game is “The Game of Two Cars.” This differential game imposes turn rate

limitations and maximum speed constraints on both the pursuer and evader. A capture

occurs if the pursuer’s speed is higher than that of the evader [21]. This scenario was

expanded on by other authors who considered curvature constraints and outlined proofs

related to the pursuer’s ability to capture the evader [22, 23].

Higher fidelity experimentation and simulation has been assessed and has typically

focused on a missile-based pursuer which utilizes a KF to reduce the miss distance with

its target [24, 25]. These engagements focus on the endgame portion of flight while

using a variety of sensors and control logic. Other experiments focus on using slightly
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different KF algorithms like mixture KFs, which rely on a stored bank of KFs [26]. Other

research explores the engagement from a non-linearized point of view using an infrared

homing missiles with an EKF [27]. Similarly, other research has looked at generalized

pursuers which compare the EKF’s performance between an onboard sensor and a ground

radar [28, 29].

Particle Filters have also been implemented for pursuer-evader research, which fo-

cused on coordinated pursuit scenarios [30]. The authors described the issue of searching

until detection occurs and then capturing thereafter using combined observation likeli-

hoods and weighted expected states. The first scenario that was assessed by the authors

was a coordinated effort with three pursuers and a single evader. The second scenario

involved three evaders and four pursuers. In both scenarios, the particle filter proved to

be robust and useful for engaging multiple targets [30].

2.4 Aircraft Fault Detection Scenario

Free-flight failures are a component of the second experiment in this thesis and

are a popular topic for the aerospace industry. These free-flight failures may result in

catastrophic results and must be evaluated to improve the robustness of an aircraft. Re-

searched conducted by R. Venkataraman and P. J. Seiler looked at split rudder fixed-

position failures, where the rudder control surface becomes stuck at a particular deflection

angle [31]. This research highlights the need for failure detection along with failure isola-

tion. Typically, these failures require reconfigurable controllers in order to account for the

fixed-position failure. The authors used high fidelity simulations to assess analytical and
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hardware-based redundancy. Hardware redundancy was achieved through splitting the

rudder, and analytical redundancy was achieved through implementing a fault detection

and isolation filter. The simulation showed that the stuck rudders (top and bottom) were

detectable through different resulting aileron commands [31].

Other work associated with fault and anomaly detection was done by A. Keipour

et. al. [32]. This research focused on using a real-time approach employing the recursive

least squares method. Modeling was done through signal pairs instead of the entirety of

the aircraft dynamics. This simplification makes this type of modeling applicable to more

unmanned aircraft systems as the dynamics vary from aircraft to aircraft [32]. The authors

tested control surfaces that became stuck at zero degree positions, engine power loss, and

maximum stuck deflection angles with the rudder. This work resulted in only two false

positives and two false negatives out of 22 tests [32].

Fault tolerance was also researched by J. D. Boskovic et. al., which details the

implementation of adaptive interacting multiple observers [33]. This method realizes that

each type of failure results in different changes within the aircraft dynamics. The change

in dynamics is accounted for by using multiple models that represent the different failure

conditions along with the nominal flight condition [33].

A method of fault tolerance based on sensor faults is explored by A. Carlson and

M. Berarducci, which uses a Federated Kalman Filter (FKF) to partition sensors into

localized filters and then combines the solutions into a master filter [3]. The FKF was ap-

plied to a navigation system comprised of inertial navigation sensors, GPS, and radar. The

authors note that centralized Kalman Filters suffer from gradual sensor failures whereas
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the FKF minimizes the impact of a gradual sensor failure due to the partitioned struc-

ture and performance mode. One advantage to using the FKF is the ability to receive

sensor measurements asynchronously with minimal sensor observation losses. The au-

thors note that a non-inertial navigation sensor fault during the experimentation did not

contaminate each local filter (in the case of a FKF no reset mode); thus, the efficacy of

the non-faulty local filters, which uniquely retain all of the system information, remains

uncontaminated [3].
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CHAPTER 3

STATE ESTIMATION IN A TRACKING-BASED PURSUER-EVADER SCENARIO

This chapter discusses a pursuer-evader simulation environment that was devel-

oped using MATLAB® to analyze the impact of tracking sensor uncertainty along with

enabling and disabling the usage of a KF. First, the MATLAB® simulation environment

will be discussed along with the KF setup. Next, the non-KF results will be assessed

for different pursuer and evader initial conditions and tracking measurement uncertainty

levels. The KF-based approach is then presented and compared to the non-KF approach

during the same scenarios. Finally, the overall results are discussed and conclusions are

drawn regarding the implementation of the KF.

3.1 Methodology

3.2 Pursuer-Evader Simulation

A simulation environment was developed in MATLAB® in order to compare the

effects of using simulated tracking sensor measurements with and without a KF. Miss

distance, defined as the closest distance between the pursuer and the evader, was used

as a baseline comparison between non-KF and KF estimation. The miss distance also

represents the minimum Euclidean distance between the pursuer and evader during the

simulation. Furthermore, time of miss distance was also considered. The simulation was

developed such that an evading aircraft starts from the origin and flies due North with
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a fixed velocity. A second aircraft, the pursuer, attempts to intercept the evader. The

pursuer and evader scenario uses parameters like tracking sensor uncertainty and initial

positions that relate to endgame. Endgame is defined as the last portion of a pursuer-

evader engagement, and was considered to last 20 s in this simulation. Thus, the pursuer’s

starting position and heading were controlled such that perfect tracking measurements

of the evader would result in direct interception in 20 s. However, 20 s interception is

not always possible since tracking sensor uncertainty contaminates the evader’s position

estimates. Thus, the simulation was set to run for at most 40 s as this provides enough time

for an interception when noise is added to the engagement. Throughout the simulation,

the pursuer uses proportional navigation (PN) to fly toward the evader’s position based on

non-KF measurements and then based on KF position estimates. It is important to note

that the evader has no knowledge of the pursuer’s location during the engagement.

The objective of this experiment was to provide miss distance performance com-

parisons between non-KF position estimation and KF position estimation while using

four different tracking sensor uncertainties. The tracking sensor uncertainty combines

all noise sources into a single uncertainty parameter. Usage of a combined uncertainty

parameter means that simulation results can apply to a variety of uncertainty parameters

without testing individual combinations of specific uncertainty sources. The tracking un-

certainty in this simulation can be described by a 95 % confidence interval (± 2σ), as

shown in Table 1. This single uncertainty value is useful, for instance, if a miss distance

of 5 m is required for the pursuer, then the scenario may only succeed if a KF is used

with a tracking sensor that has a measurement standard deviation of 25 m. Table 1 shows
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four uncertainty values with their respective standard deviation and variance. The latter is

included since these values are used in a KF.

Table 1: Tracking sensor uncertainty bounds based on the 95 % confidence interval.

Tracking Uncertainty
(95 % CI)

Standard Deviation Variance

100 m 50 m 2500 m
50 m 25 m 625 m
20 m 10 m 100 m
2 m 1 m 1 m

3.2.1 Simulation Parameters & Setup

The simulation uses five different starting positions for the pursuer and one start-

ing position for the evader. The starting positions for the pursuer are calculated from

the 20 s endgame which uses a kinematic solution for direct intercept. The starting posi-

tion for the pursuer and evader are shown in Figure 1. Each of the five selected starting

positions for the pursuer have a relative heading angle from the evader, which points the

pursuer’s heading along the projected path of the evader. The relative heading angles that

were chosen for this simulation were 0°, 45°, 90°, 270°, and 315°. Other possible starting

conditions are shown in Figure 2, which provides time of intercept and heading for the

pursuer and evader at any starting position.

This simulation uses a speed ratio of 1.5:1, which means the pursuer is 1.5 times

the speed of the evader. The simulation parameters are provided in Table 2. The pursuer

is able to perform turns with a G-limit of 5 (5*9.81 m/s2). In order to determine the turn

rate, the normal acceleration equation is used, an =
v2p
ρ

(a subscript p is indicative of
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Figure 1: Pursuer and evader starting positions and headings for the simulation. These
initial conditions lead to direct interception of the evader at 20 s using perfect tracking
measurements.

Figure 2: Kinematic solutions for time, heading, and position for direct evader intercep-
tion. A speed ratio of 1.5 was used with an evader speed of 45 m/s.
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the pursuer whereas a subscript of e is for the evader) [34]. Then the maximum radius

of curvature, ρ, of the pursuer was input into ωp =
vp
ρ

to determine the maximum turn

rate ωp [34].

Table 2: Simulation parameters that were used.

Simulation Parameter Value Units
Simulation Frequency 450 Hz

Tracking Update Frequency 10 Hz
Evader Speed 45 m/s
Evader Size 0.1 m

Pursuer G-Limit 5 g
Pursuer-Evader Speed Ratio 1.5 NA

Proportional Navigation Gain 3 NA

3.2.2 Proportional Navigation

The pursuer uses proportional navigation which relies on the angle between the

evader’s position and the pursuer’s position. This angle is known as the line-of-sight

(LOS) angle. The pursuer’s position was assumed to be known perfectly in order to

minimize proportional navigation error associated with the pursuer’s position; only the

evader’s position error is considered. The objective of the proportional navigation law is to

the keep the LOS angle constant when the evader does not turn (as shown in Figure 3) and

to reduce the LOS rotation rate if the evader does turn [35]. During the simulation runtime,

measurement error associated with the evader’s position causes the LOS angle to change

even when the true LOS may remain constant.

dγ

dt
= N

dθ

dt
(3.1)
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Figure 3: Proportional navigation with constant line-of-sight angles.

Eq. (3.1) is the proportional navigation equation. The pursuer’s turn-rate,
dγ

dt
, is

proportional to the LOS rotation rate
dθ

dt
[35]. The N term is the proportional navigation

gain, which was equal to 3 for this simulation. Oftentimes, it is recommended to use a

value between 3 and 5 (a value of 1 indicates a 1:1 turn-rate to LOS turn rate) [35]. In

essence, Eq. (3.1) indicates that if the evader flies while turning away from the pursuer

(LOS rate increases), then the turn rate will increase causing the pursuer to also turn but

toward the evader. It is important to note that the pursuer does not necessarily fly directly

at the evader; rather, the pursuer typically points along the projected path of the evader to

keep the LOS angle constant [35].

3.2.3 Simulation Runtime

The simulation was designed to run in pseudo real-time at approximately 450 Hz.

This means that MATLAB® was run as fast as possible while the simulation loops de-

pended on a constant change in an iterated time parameter. Throughout the simulation,
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Figure 4: 2D noise distribution from the randn function from MATLAB®.

new evader position measurements are observed from the tracking sensor. This tracking

sensor is setup to provide position measurements at a frequency of 10 Hz. This means that

for every 1 s in the simulation, the pursuer’s and evader’s position is incrementally moved

450 times. This also means that the pursuer receives a new position measurement of the

evader 10 times during that 1 s interval. The 450 Hz is based on the approximated size

of the evader 0.1 m which is divided by its speed 45 m/s. The resultant value provides

the amount of time required for the evader to move a body length away from its previous

position. Although in the simulation the true position of the evader can be determined at

any given instant from kinematics, the pursuer only uses the latest position measurement

which creates a lag in the pursuit. Measurement updates for the evader follow a normally

distributed noise function which has been used before in other simulations [36]. In order
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to add noise to the evader’s X-axis and Y-axis position, the tracking sensor’s standard de-

viation was multiplied by a randomized value from a normal distribution. The 2D normal

distribution is depicted in Figure 4.

The MATLAB® simulation is outlined as follows:

• Step 1: Initialize starting parameters (initial positions, tracking noise, KF en-

abled/disabled, iterations, etc).

• Step 2: Engagement iterations begin.

– Calculate starting proportional navigation logic using measured/estimate evader

position.

* Calculate the line of sight angle (LOS).

* Calculate the derivative of the line of sight angle ( ˙LOS).

* Multiply ˙LOS with N (proportional navigation gain).

* Compare commanded angular velocity term to maximum allowable turn

rate based on G-limit.

* Multiply angular velocity command by the change in simulation time.

– If enabled, use KF to estimate the evader’s next position (See Section 3.2.4).

– Change pursuer heading based on PN.

– Update position based on heading and speed for the evader and pursuer.

• Step 3: Repeat Step 3 until all iterations are complete (depends on number of test

replicates).
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• Step 4: Output results and store simulation data.

3.2.4 Kalman Filter Implementation

A random system process is assumed to be modeled as Eq. (3.2). Similarly, the

measurement of the system process (oftentimes considered the observation) is described

in Eq. (3.3). Both wk and vk are assumed to follow a white sequence and are made up of

covariance structures (both independent of one another) [2].

xk+1 = φkxk + wk (3.2)

zk+1 = Hkxk + vk (3.3)

The KF was used for this scenario since basic rectilinear kinematic models de-

fine the movements of the evader. The KF was run in the simulation loop every time

a sensor measurement was updated. The discrete time KF model representation of the

evading aircraft is represented in Eq. (3.4). The filter is broken down into the state

transition matrix, φk, and the state variable vector, xk. The dynamic models selected

for Eq. (3.2) may incorporate an acceleration term; however, acceleration of the evader

is 0 m/s2 in this scenario. The tracking sensor is assumed to provide noisy position es-

timates of the evader based on a prescribed measurement uncertainty. The measurement

vector, zk, and matrix which connects the measurement to the state matrix, H , are repre-

sented in Eqs. (3.5) and (3.6). Variables within the equations are representative of only

the evader’s parameters (i.e. xe is indicative of the evader’s X-axis position, etc.).
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[xk+1] [φk] [xk]
(xe)k+1

(ẋe)k+1

(ye)k+1

(ẏe)k+1

 =


1 dt 0 0

0 1 0 0

0 0 1 dt

0 0 0 1




(xe)k
(ẋe)k
(ye)k
(ẏe)k


(3.4)

zk =

[
xe

ye

]
(3.5)

H =

[
1 0 0 0

0 0 1 0

]
(3.6)

The KF uses an error covariance matrix, Pk, which was initialized as shown in

Eq. (3.7). Pk typically uses an a priori estimate of the states; however, the beginning of

the pursuit scenario leading up to this endgame was assumed to initially use the tracking

sensor’s variance for each dynamic state. The process noise covariance,Qk, and measure-

ment noise covariance,Rk, are represented in Eqs. (3.8) and (3.9), respectively.Qk makes

up the covariance matrix defined by the white noise term, wk. The process noise covari-

ance matrix was tuned to 0.001. Rk makes up the measurement error covariance, vk, as

shown in Eq. (3.3). This measurement noise covariance matrix, Rk, is tuned based on a

sensor’s manufactured specifications where the variance of the tracking sensor was used.

These covariance matrices define how trustworthy the dynamic models and sensors are

based on a 95 % confidence interval. Qk used values that were less than the values used

inRk, so the dynamic models were considered more trustworthy than the sensor measure-

ments. In this scenario, the values within Rk and Pk were varied from 12m, 102m, 252m,

and 502m as these four values make up the tracking sensor’s variance levels.
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Pk =


σ2 0 0 0

0 σ2 0 0

0 0 σ2 0

0 0 0 σ2

 (3.7)

Qk =


0.001 0 0 0

0 0.001 0 0

0 0 0.001 0

0 0 0 0.001

 (3.8)

Rk =

[
σ2 0

0 σ2

]
(3.9)

The overall structure and process of the KF is as follows [2], which incorporates

using the aforementioned matrices and variables:

1. Compute Kalman gain (Eq. (3.10)).

Kk = P−
k H

T
k (HkP

−
k H

T
k +Rk)

−1 (3.10)

2. Correct/update estimates with measurements (Eq. (3.11)).

x̂k = x̂−k +Kk(zk −Hkx̂
−
k ) (3.11)

3. Calculate the error covariance for the updated estimate (Eq. (3.12)).

Pk = (I −KkHk)P
−
k (3.12)

4. Propagate/project estimates (Eqs. (3.13) and (3.14)).

x̂−k+1 = φkx̂k (3.13)

P−
k+1 = φkPkφ

T
k +Qk (3.14)
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It should be noted that the superscript minus (−) indicates that the variable is

from the previous time step. Once the latest update is determined the superscript minus

disappears as shown in Eq. (3.11). The I that is shown in Eq. (3.12) is an identity matrix

which depends on the number of states (n × n) where this experiment used Eq. (3.15).

The KF assumed initial values for each of the states, which were changed at each KF time

step. The evader was assumed to start at the origin or (0,0). The velocity components

were assumed to be close to the true values since the simulation was setup to focus on

an endgame; thus, the initial estimates for the X-axis and Y-axis velocity components

were 0 m/s and 40 m/s, respectively. These estimates were all updated at 10 Hz.

I =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 (3.15)

3.2.5 Simulation Analysis

Miss distance is the basis of comparison for the non-KF and KF estimation meth-

ods and also included time of miss distance. The miss distance value is determined using

the first local minimum of each engagement, which is found from taking the change in the

Euclidean distance between the true evader position and the pursuer position. Once a sign

change occurs, the miss distance is found. The non-KF method is assessed first based on

miss distance while only using raw tracking sensor measurements. Next the miss distance

from the KF estimation method will be evaluated. Each method will then be compared to

evaluate the impact of varying tracking sensor uncertainty on miss distance and time of
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miss distance. The comparative analysis will include miss distance comparisons between

median and range along with the mean miss distance. Each of the five starting positions

are run 100 times using four tracking sensor uncertainties. This means that there are a

total of 2000 engagements per estimation method.

3.3 Simulation Results and Discussion

3.3.1 Engagements Without a Kalman Filter

Figure 5 shows the variation in the minimum miss distance due to the tracking

measurement uncertainty (σtracking = 50m). Figure 6 is an example of one of the 100 it-

erations from this starting position with σtracking = 50m. This engagement ran for 40 s al-

lowing the pursuer to attempt multiple interceptions.

Figure 5: Miss distance vs time of occurrence for 100 iterations of 45° pursuer starting
heading with a tracking standard deviation of 50 m.

When considering the same starting condition while varying the tracking measure-

ment uncertainty, the increased measurement uncertainty greatly impacted the pursuer’s
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Figure 6: Representative ground track with 45° pursuer starting heading with a tracking
standard deviation of 50 m.

miss distance. This effect is observed by looking at the 315° representative engagements

where the tracking noise uncertainty was increased Figures 7a to 7d. The magenta dots

indicate the measured evader’s position and are bounded by 2σtracking. As expected, by

decreasing the measurement uncertainty, the evader’s position measurements approach

the true evader position.

3.3.2 Engagements With a Kalman Filter

When incorporating the KF in this simulation, the algorithm was run in pseudo

real-time to provide the pursuer with updated evader position estimates. Figure 8 pro-

vides the ground track for the pursuing aircraft, KF position estimates for the evader,

and the raw tracking measurements that were used in the KF. Similar to what was shown

in Figure 7, the tracking uncertainty was varied, which shows the position measurements
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(a) Ground track with
σtracking = 1m.

(b) Ground track with
σtracking = 10m.

(c) Ground track with
σtracking = 25m.

(d) Ground track with
σtracking = 50m.

Figure 7: 315° initial heading engagement while varying tracking measurement noise
without a Kalman Filter.
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approaching the true position of the evader when uncertainty decreases. The KF estima-

tion resulted in a more defined trajectory for the evading aircraft (Figure 8). It should be

noted that the pursuer maneuvered into a left turn as soon as the first intercept occurred.

The engagements were allowed to run beyond the initial interception up until 40 s.

(a) Ground track with
σtracking = 1m.

(b) Ground track with
σtracking = 10m.

(c) Ground track with
σtracking = 25m.

(d) Ground track with
σtracking = 50m.

Figure 8: 315° initial heading engagement while varying tracking measurement noise
with a Kalman Filter.

One major advantage of using a KF was the ability to estimate states with im-

proved uncertainty bounds and without a sensor directly measuring each state variable. In

this scenario, the same tracking sensor uncertainty values from the non-KF engagements
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were used. When using the KF, position was estimated along with velocity. In the previ-

ous non-KF approach, velocity could only be determined through position differentiation.

Differentiated velocity would then be subjected to position error along with propagation

error due to the differentiation method. From the bottom subfigure in Figure 9, the method

of differentiation resulted in large magnitudes for the estimated speed which is unrealistic

based on the known capabilities of the evader. The top subfigure in Figure 9 depicts the

speed components estimated from using the KF and the 95 % confidence interval for each

estimate. The evader’s component speeds showed improvements over time eventually

converging near the true values.

Figure 9: Evader speed components versus time for both KF estimation and non-KF
differentiation during the 0° initial heading engagement (σ = 50m).

Similar to the velocity convergence that is seen from using a KF, Figure 10 shows

the position convergence for the evader when using the KF. This particular engagement

suffers from a large initial uncertainty since the tracking measurement standard deviation

was 50 m. The large standard deviation results in large error uncertainty bounds, shown
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in green, during the start of the engagement; however, the uncertainty bounds decrease

as position estimates from the KF improve over time. As expected, the 95 % confidence

interval for position contains the true position of the evader which follows along the Y-

axis. Although the tracking sensor uncertainty bounds without a KF includes the true

position of the evader, the uncertainty bounds remain constant over time which provides

poor position estimates for the evader.

Figure 10: Ground track plot of the pursuer and evader position estimates from the KF
during the 0° initial heading engagement (σ = 50m). Estimated evader position also
includes the 95 % confidence interval which is shown in green.

The error state covariance matrix Pk was evaluated for each tracking sensor uncer-

tainty level and showed improvements in the state estimate uncertainty for each KF state.

The values within Pk were initially based on the tracking sensor’s uncertainty; however,

the values were corrected and updated at every KF time step. Figure 11 depicts the Pk val-

ues for position and velocity (x and y position and velocity estimates experienced the same

uncertainty) versus time during the 45° engagement. The initial covariance estimate for
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each uncertainty level is shown by the dotted lines. These values are also representative

of the constant tracking sensor uncertainty that is used in the non-KF method. The error

state covariance decreased throughout the engagements which is indicative of a decrease

in the 95 % confidence interval range for the state estimates. When looking at Figure 11,

the 100 m position uncertainty reduced by half within 1 s. Furthermore, the 100 m po-

sition uncertainty reduced to 20 m uncertainty after about 10 s. The velocity error state

covariance estimates decreased more than the position error estimates, which may be due

to not having velocity sensor measurements. The position results are significant as the KF

with the largest tracking sensor uncertainty becomes equivalent to using a better tracking

sensor. Figure 12 shows the representative distribution of uncertainty during the 45° en-

gagements. The X-axis is separated by the four uncertainty levels and the Y-axis is the KF

position state estimate uncertainty throughout the entire simulation runtime (40 s). This

box plot provides data associated with the spread of the data shown in Figure 11 where

the centerline in each box is the median and is framed by the 25th and 75th percentile.

The outliers are indicated with red + signs. Over the entire 40 s runtime, the mean un-

certainty from the KF reduced by more than half, which indicates improvement in the

evader’s position uncertainty when using a KF.

3.3.3 Engagement Comparisons With and Without a Kalman Filter

Comparisons between the KF method and non-KF estimation method are now

directly presented. When considering a decrease in tracking noise standard deviation

(Uncertainty = ± 2σ), the miss distance reduced in most cases as shown in Figures 13
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Figure 11: Error state covariance values for position and velocity compared to initial error
state estimates during the 45° initial heading engagement.

Figure 12: Kalman Filter position estimate uncertainty versus baseline uncertainty value
during the 45° initial heading engagement.
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to 17. Each plot was constructed through MATLAB® using [37]. It is important to note

that each boxplot is representative of 100 replicates. Mean miss distance increased with

an increase in tracking measurement uncertainty (shown as standard deviation) in most

cases. The miss distance range for the 100 replicates were reduced when using a KF. Fig-

ure 17 shows the non-KF miss distance with σ = 50m that has a median miss distance

that is much larger than all of the other engagements. Although that median miss dis-

tance is expected to be greater than the medians which experienced less tracking sensor

uncertainty, the median value was close to 80 m whereas the other σ = 50m engagements

were closer to 10 m. Similarly, the 315° (Figure 17) engagement resulted in an unex-

pected decrease in the median with an increase in measurement standard deviation when

using a KF. The 270° engagement, shown in Figure 16, resulted in miss distance simi-

larities when comparing the non-KF method to the KF estimation method. These miss

distance results were expected to be similar to the 90° engagement (Figure 14) since both

engagements experienced more X-axis position error than Y-axis position error due to the

pursuer starting in front and behind the evader; however, this result was not observed. The

result may be due to the amount of time that the pursuer spends inside of the measurement

uncertainty area around the evader. The head-on 270° engagement limits the amount of

time inside of the uncertainty area since the evader moves directly at the pursuer. The

trailing 90° engagement experiences the tracking uncertainty area for a longer duration

since the evader and pursuer move in the same direction. This phenomenon can also be

described in terms of the relative velocity of the evader, as the relative velocity is greater

in the head-on engagement than in the trailing engagement.
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Figure 13: Comparative miss distance boxplot for the 45° pursuer starting heading.

Figure 14: Comparative miss distance boxplot for the 90° pursuer starting heading.

Figure 15: Comparative miss distance boxplot for the 0° pursuer starting heading.
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Figure 16: Comparative miss distance boxplot for the 270° pursuer starting heading.

Figure 17: Comparative miss distance boxplot for the 315° pursuer starting heading.
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Table 3 provides mean miss distance and time data for all of the engagement re-

sults. It is important to remember that each mean miss distance is representative of 100 it-

erations for that initial starting condition along with the respective tracking sensor uncer-

tainty condition. The engagements where the pursuer started with a heading of 270° and 90° led

to minimal path deviations resulting in achieving miss distances close to the expected 20 s.

This phenomenon may be explained as these two engagements are affected more from X-

axis position measurement error due to starting directly behind and ahead of the evader.

Although there may be some effect from Y-axis position error through minor path devia-

tions, the Y-axis position error is minimal compared to X-axis position error.

Table 3: Simulation results with the Kalman Filter disabled and enabled (data separated
by tracking sensor standard deviation).

State
Estimator

Initial
Heading

Mean Miss Distance, m Mean Intercept Time, s
1 m 10 m 25 m 50 m 1 m 10 m 25 m 50 m

Non-
Kalman
Filter

0° 0.92 3.99 7.18 11.79 26.78 27.81 28.06 28.20
45° 0.87 3.36 7.86 11.47 25.92 26.47 26.51 26.64
90° 0.82 3.78 7.43 11.82 20.00 20.01 20.00 20.05
270° 0.39 1.86 4.01 5.78 20.00 20.00 20.00 20.00
315° 7.67 4.64 11.63 71.27 23.37 23.98 24.37 21.65

Kalman
Filter

0° 0.26 1.06 2.35 4.65 26.76 26.77 26.89 27.15
45° 0.25 1.06 2.61 4.43 25.90 25.91 25.98 26.12
90° 0.26 1.19 2.25 5.91 20.00 20.00 20.01 20.02
270° 0.17 1.09 2.74 4.98 20.00 20.00 20.00 20.00
315° 8.32 6.95 4.86 5.67 23.26 23.28 23.38 23.42

Percentage change was considered in this scenario since each engagement was

tested without a KF and then with a KF (Table 4). Positive values are indicative of

the mean miss distance from KF estimation being greater than values from the non-KF
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method. The negative percentage change indicates that the mean miss distance when us-

ing the KF was less than the miss distance without using a KF. In every engagement,

except 315° with σ = 1m and σ = 10m, the KF resulted in improved miss distances.

This result may be due to uncertainty having minimal impact on the engagement. The

maximum percentage change between non-KF and KF was approximately 92.04 % (KF

improved miss distance), where the largest change in the mean miss distance was approx-

imately 65.6 m. This result is significant since a successful miss distance may be defined

as having the pursuer achieve a miss distance within a certain threshold.

Table 4: Percentage change based on miss distance with and without a KF.

Miss Distance Difference (Percent Change)
Tracking Measurement Standard Deviation

Initial
Heading

Uσ=1m Uσ=10m Uσ=25m Uσ=50m

0°
−0.66 m

(−58.06 %)
−2.93 m

(−73.43 %)
−4.83 m

(−67.27 %)
−7.14 m

(−60.56 %)

45°
−0.62 m

(−71.26 %)
−2.30 m

(−68.45 %)
−5.25 m

(−66.79 %)
−7.04 m

(−61.38 %)

90°
−0.56 m

(−68.29 %)
−2.59 m

(−68.52 %)
−5.18 m

(−69.72 %)
−5.91 m

(−50.00 %)

270°
−0.22 m

(−56.41 %)
−0.77 m

(−41.40 %)
−1.27 m

(−31.67 %)
−0.8 m

(−13.84 %)

315°
+0.65 m

(+8.47 %)
+2.31 m

(+49.78 %)
−6.77 m

(−58.21 %)
−65.6 m

(−92.04 %)

3.4 Conclusion

The first experiment considered a pursuer-evader simulation which varied tracking

sensor uncertainty along with initial pursuer position and heading conditions. A non-KF

method and KF estimation method were introduced and used to evaluate the performance
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of a pursuer during multiple engagement iterations. In general, an increase in tracking

sensor uncertainty resulted in an increase in the miss distance for the pursuer. Simi-

larly, when considering 100 replicates for an initial starting condition and uncertainty

level, the KF reduced the range of miss distances in most cases. When comparing the

use of a KF with using only raw tracking sensor measurements, the KF improved the

miss distance results by more than 50 % in most engagements. The KF resulted in im-

proved position uncertainty compared to using only raw tracking sensor measurements

with fixed uncertainty. Throughout the engagements, the KF provided more accurate po-

sitions for the evader as opposed to just using the raw tracking-based measurements. The

KF also resulted in expanding the modeling capabilities of the evader through estimating

the evader’s velocity.
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CHAPTER 4

ASSESSMENT OF FIXED-WING UAV SYSTEM IDENTIFICATION MODELS

DURING ACTUATOR AND PAYLOAD DROP FAILURES

This chapter details an experiment in which an aircraft experiences free-flight fail-

ures. This experiment implements an Extended Kalman Filter coupled with inexpensive

sensors. Aircraft states along with the stability and control derivatives were estimated

using an EKF. The dynamic models came from the lateral-directional and longitudinal

linearized equations of motion. The estimates of the aforementioned parameters were

assessed before and after free-flight failures occurred. The aircraft experienced aileron

control surface failures which are related to loss of control effectiveness; similarly, the

aircraft experienced aerial delivery failures where a payload failed to release from the

center of gravity bay and wing bay.

This conference paper was initially published in AIAA SciTech 2021 and was

included within this thesis with some minor changes [38].

4.1 Introduction

Companies around the world, such as Zipline, have been developing unmanned

aerial vehicles (UAVs) that specialize in delivery of medical supplies [39]. By using au-

tonomous fixed-wing drones, delivery is within minutes and eliminates potential human-

to-human exposure; both are critical needs of medical centers as illustrated by the COVID-

19 pandemic [40]. Despite these benefits, drone delivery remains contentious as aircraft
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failures may cause property and personal damages [41]. Flight failures consisting of

fixed-position control surfaces and payload mechanisms are a cause for concern as these

types of failures can lead to anomalous aircraft behavior and inoperable UAVs. Thus,

a need exists to assess aircraft dynamics during free-flight failures in order to develop

fault mitigation strategies. These strategies are particularly important for fixed-wing and

VTOL payload deployment failures as this new field has been minimally investigated.

System identification approaches may be used to identify the type of failure and severity

while adjusting model coefficients, biases, and state estimates for the aircraft. The air-

craft states and dynamic models may then be used for adaptive control schemes to aid in

mitigating failure effects; however, these control schemes are not addressed in this work.

An Extended Kalman Filter (EKF) was applied to these failures as it provides a means of

expanding the modeling capabilities of the aircraft.

In this study, fixed-wing failure scenarios were assessed using system identifica-

tion. Three orthogonal multi-sine input signals were used on the roll, pitch, and yaw axes

in conjunction with an EKF to determine state and aerodynamic coefficient estimates.

The fixed-wing aircraft was flown manually during actuator and payload failure scenarios

with reduced instrumentation (no onboard differential pressure sensor and pitot tube). The

main purpose of this study was to identify changes in the dynamic models of the aircraft

during failure scenarios using an EKF; accuracy assessments of the estimated stability

and control coefficients was considered a secondary purpose as these parameters provide

insight on the aircraft’s flight performance. Assessing and identifying failures is integral

to the development of fault mitigating flight controllers for fixed-wing and VTOL UAVs.
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4.2 Aircraft Design

4.2.1 E-Flite Turbo Timber

The E-Flite Turbo Timber aircraft (referred to as Timber hereafter) is a short take-

off and landing fixed-wing UAV that features two ailerons, one elevator, and a rudder.

Additionally, the Timber has controllable flaps but were only used on landing approaches.

A Hex Cube Black flight controller paired with the open source software suite, PX4, was

used for all flight testing [42]. Positional data was collected using a Here2 GPS receiver

to provide flight trajectory monitoring. Telemetry was coupled with radio control (RC)

through the RFD 900x air unit and the RFDesign TXMOD, which is an add-on to the

FrSky Taranis Q X7 controller. The ground station, QGroundControl, was linked through

the RFDesign TXMOD WiFi which enabled real-time software parameter changes dur-

ing flight tests. The flight controller and control hardware was stored inside of the Tim-

ber’s fuselage (Figure 18). An inexpensive angle of attack (AOA) sensor, made from

a low-cost hall effect sensor and carbon fiber rod, was mounted near the left wing tip

and was designed similarly to the AOA sensors used in wind tunnel studies [43]. Tim-

ber measurements are in Table 5, where the moment of inertia was determined through

SOLIDWORKS® modeling. The Timber parameters were used as constant values in the

EKF and input into Athena Vortex Lattice (AVL) for aerodynamic modeling (aerodynamic

modeling will be discussed in Section 4.3.1).
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Figure 18: E-Flite Turbo Timber hardware internals and angle of attack sensor.

Table 5: E-Flite Turbo Timber parameters (mass and moment of inertia changed depend-
ing on the payload configuration).

Parameter Minimum Maximum Units
UAV Mass (muav) 1.90 2.78 kg

Moment of Inertia (Ix) 0.0642 0.0697 kg ∗m2

Moment of Inertia (Iy) 0.1042 0.1227 kg ∗m2

Moment of Inertia (Iz) 0.1511 0.1698 kg ∗m2

Payload Mass (mpayload) 0.160 kg
Drop Mechanism Mass (mdrop) 0.280 kg

Wingspan (b) 1.5462 m
Average Wing Chord (c̄) 0.2159 m

Wing Area (S) 0.3338 m2

AOA Sensor Location from CG (xa) 0.2794 m
AOA Sensor Location from CG (ya) -0.7493 m
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4.2.2 Control Surface Failure Setup

Fixed-wing UAVs and VTOL aircraft use servo actuators to deflect control sur-

faces, changing the aircraft’s orientation and/or attitude. The Timber uses six servo actu-

ators: two servos for the flaps, two for the ailerons, one for the elevator, and one servo for

the rudder. During control surface failure testing, the left aileron was subjected to fixed-

position failures resulting in the right aileron having sole control of the roll axis. Fixed-

position failures occur when a control surface deflects to a certain angular position and

remains fixed regardless of pilot input or flight controller output. During left aileron fixed-

position failures, the right aileron was required to counteract the adverse moment while

superimposing additional right aileron deflection resulting in reduced roll control and

effectiveness. For example, a left aileron with a fixed-position failure equal to−20° (neg-

ative roll moment) requires the right aileron to be positioned equal to 20° (positive roll

moment) to counteract the adverse roll moment. Thereafter, a desired rolling maneuver

requires the right aileron to deflect more or less than 20°. If the left aileron’s trailing

edge points upward along the negative Z-axis, then a negative roll moment is produced;

thus, the left aileron’s deflection angle is denoted as negative. Likewise, if a left aileron’s

trailing edge points downward along the Z-axis (positive deflection angle), a positive roll

moment is produced.

Aileron failures utilized a multiplexer connected to two auxiliary pulse-width

modulation (PWM) outputs from the Cube flight controller. One auxiliary output sends

the failure PWM signal and the other auxiliary output sends a switch signal (Figure 19).

The PX4 aileron channel is connected to the first main input in the multiplexer to provide
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nominal control, and the main output channel from the multiplexer is connected directly

to the servo actuator, which is used to deflect the control surface. If the switch signal

changes from a low PWM value to high PWM value, the multiplexer will switch from the

nominal PWM signal to the failure PWM signal. The failure can be disabled by changing

the switch signal back to a low PWM value. The failure PWM signals were modified

by the FrSky Taranis Q X7 controller which resulted in different fixed-position deflection

angles.

Figure 19: Multiplexer PWM wiring diagram for servo failure condition.

4.2.3 Payload Drop Failures

Two different payload drop failure configurations were used during free-flight.

The first configuration consists of a center of gravity (CG) payload release where the

payload’s parachute fails to deploy and entangles on the drop mechanism (Figure 20a).

The other variation of this failure utilizes a bay release compartment where the parachute

entangles within the fuselage. The second failure scenario entails a wing-based config-

uration where a payload’s parachute is released while the payload remains attached to

43



the wing (Figure 20b). Each of the payload failures uses electromagnets to release the

payloads and a failsafe pin release mechanism to terminate the failure tests (Figure 21).

(a) Center of gravity payload release
failure.

(b) Wing bay payload release failure.

Figure 20: Photos of the aircraft in free-flight experiencing arial delivery failures.

4.3 Methodology

4.3.1 Aircraft Dynamics

The Timber dynamic model was based on the body-fixed coordinate frame (Fig-

ure 22). The control surface deflections are positive depending on the moment that is

produced. The rudder is considered positive when the trailing edge is deflected to the

right along the Y-axis, creating a positive yaw moment. A positive elevator deflection

occurs when the trailing edge is deflected upward along the Z-axis, resulting in a positive

pitching moment. The left and right aileron deflections are always opposite; for instance,

the trailing edge of the right aileron is deflected upward whereas the trailing edge of the
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(a) Exploded-view of the payload. (b) Exploded-view of the payload drop
mechanism (without fasteners) along
with a fully assembled payload.

Figure 21: Rendered photos of the payload and drop mechanism assemblies.

left aileron is downward for a given roll command. A positive roll moment is produced

when the right aileron’s trailing edge deflects upward and the left aileron’s trailing edge

deflects downward.

Figure 22: E-Flite Turbo Timber body-fixed coordinate frame (control surfaces high-
lighted in blue).

The Timber’s forces and moments are described by Eqs. (4.1) and (4.2), where

aerodynamic forces (X , Y , and Z) and moments (L, M , and N ) are separated [44].

The Z force component will be put in terms of lift, L, and the aerodynamic moments
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(L, M , and N ) will be denoted as lowercase characters (l, m, and n) for readability. It

is important to note that the dimensional forces and moments are equal to a respective

dimensionless coefficient (Ccomponent) along with dimensional aircraft and flight parame-

ters. q̄ represents the dynamic pressure (Eq. (4.3)), S is the wing area, b is the wingspan,

and c̄ represents the mean wing chord. The dynamic pressure equation includes air den-

sity, ρ, and velocity, v.

X = Cxq̄S

Y = Cy q̄S

Z = Cz q̄S

(4.1)

L = Clq̄Sb

M = Cmq̄Sc̄

N = Cnq̄Sb

(4.2)

q̄ =
1

2
ρv2 (4.3)

The aerodynamic forces and moments can be expressed in state-space form where

the lateral-directional and longitudinal equations of motion are considered decoupled

(Eqs. (4.4) and (4.5)). The dynamics assume small perturbation theory which linearizes

the aircraft’s equations of motion [44]. The lateral-directional equations of motion use

forces and moment derivations with respect to the β, p, r, and φ states along with the

control deflection parameters, δa and δr. Short-period approximation was assumed for

the longitudinal dynamics, where the forces and moments were derived with respect
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to α, q, and δe. Short-period assumes constant airspeed along with fast aircraft responses

in the longitudinal dynamics [45].


∆β̇

∆ṗ

∆ṙ

∆φ̇

 =


Yβ
v0

Yp
v0
−(1− Yr

v0
)

g cos θ0
v0

lβ lp lr 0

nβ np nr 0

0 1 0 0




∆β

∆p

∆r

∆φ

 +


0

Yδr
v0

lδa lδr

nδa nδr

0 0


[

∆δa

∆δr

]
(4.4)

[
∆α̇

∆q̇

]
=

[
Zα
v0

1 + Zq
v0

mα mq

][
∆α

∆q

]
+

[
Zδe
v0

mδe

] [
∆δe

]
(4.5)

The dimensional characteristics of the aircraft along with the dimensionless coeffi-

cients can be substituted into the Timber’s state-space lateral-directional and longitudinal

equations (Eqs. (4.6) and (4.7)). Bias terms were also added onto the state-space mod-

els to account for the aircraft’s inability to obtain and account for perfect trim conditions

during flight [19]. Similarly, the bias terms account for any error or model deviations

which may have accumulated from added noise during free-flight testing. The state-space

models were directly input into the EKF state transition matrix but will be explained in

Section 4.3.3.
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0
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[
∆α̇

∆q̇

]
=

−
q̄S

mv0
CLα 1− q̄Sc̄

2mv20
CLq
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[
∆δe

]
+

[
α̇bias
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]
(4.7)

The stability and control derivative coefficients were used instead of the dimen-

sional stability and control derivatives since the dimensional components change quadrat-

ically with airspeed from the dynamic pressure equation; however, the dimensionless

coefficients are not as intuitive and will briefly be explained. Cmα is an example of a com-

mon stability derivative coefficient which is equal to the derivative of the pitching moment

coefficient, shown previously in Eq. (4.2), versus angle of attack (Figure 23). When an

aircraft has an angle of attack beyond the equilibrium/trim point, a negative pitch moment

is produced resulting in a negative restoring moment coefficient, Cm. When the angle

of attack is less than stability condition’s angle of attack, Cm will be positive resulting
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in the aircraft returning to its trim condition [44]. Moment coefficient derivatives with

respect to control surface deflection, also described as control effectiveness coefficients,

follow a similar concept (dimensional Lδa is described as aileron-to-roll control effective-

ness) [45]. For example, the derivation of the roll moment coefficient, Cl, versus aileron

deflection, δa, results in a positive Clδa (Figure 24). When both ailerons work normally,

both ailerons provide a combined roll moment; however, if the left aileron experiences a

fixed-position failure at 0°, the right aileron will be half as effective as it only produces

half of the roll moment. The resultant Clδa derivation is approximately half of the nomi-

nal Clδa derivation as this term is less effective at producing roll moments.

Figure 23: Pitching moment versus angle of attack.

4.3.2 Input Design

Phase-optimized orthogonal multi-sine signals were constructed using SIDPAC to

excite the pitch, roll, and yaw axes of the aircraft. These input signals provide useful
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Figure 24: Roll moment versus aileron deflection.

dynamic response data and improve the modeling of the aircraft [46]. The multi-sine sig-

nal was designed such that axis collinearity was reduced, frequency-rich excitation data

was provided, and minimal disturbances were induced on the aircraft during its nominal

flight [47]. Collinearity is the poor conditioning of inputs where the axes components have

minimal independence and the system is unexcited above the respective noise level [46].

Furthermore, each axis requires minimal collinearity to improve dynamic state estimation

results while using the EKF. The multi-sine input was designed to excite a frequency range

of 0.2 Hz to 3 Hz in order to capture the lower frequency content of the pitch, roll, and

yaw axes of the Timber. This frequency range was considered sufficient as the dynamic

modes of similar fixed-wing UAVs have be captured within a similar range [48]. The or-

thogonal multi-sine design used every third alternating frequency with a 0.1 Hz increment

for the roll, pitch, and yaw axes of rotation to provide enough frequency content over

the 3 Hz band. The roll multi-sine input signal started at 0.2 Hz, pitch started at 0.3 Hz,

and the yaw input signal started at 0.4 Hz.
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The multi-sine input design used Eq. (4.8) where the input amplitude was config-

ured such that the peak amplitudes were within a desired range; thus, peak factor was min-

imized while still maintaining a high level of axes excitation [47]. T represents the time

length of excitation and k is the kth frequency component of the signal. Sinusoidal phase

angles were optimized using Eq. (4.9), where M represents the harmonically-related fre-

quencies in the signal [46]. An initial amplitude of 1 was used for the Timber to provide

easily scalable multi-sine signals (Figure 25). The roll axis amplitude was set to 0.2 and

eventually 0.15 whereas the pitch and yaw axes were both set to 0.2 due to having less

control surface area resulting in reduced moments. Table 6 and Table 7 provides the fre-

quency and phase angle content of the multi-sine input signals.

u(i) =
M∑
k=1

Ak sin (
2πkt(i)

T
+ φk) (4.8)

φk = φk−1 −
πk2

M
(4.9)

PX4’s fixed-wing attitude module was modified to include the multi-sine input.

This module combined the multi-sine signals and pilot commands which were sent to the

output mixer. The mixer converts the combined signals to PWM for each of the aircraft’s

control surface actuators. The combined signals sent to the mixer are between -1 and 1,

which correspond to a minimum and maximum PWM of 1000µs to 2000µs, respectively.

QGroundControl was used to interface and modify the onboard multi-sine input parame-

ters. A custom software parameter, MSI EN, was used to enable and disable the multi-sine
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Figure 25: Multi-sine input excitation for the roll, pitch, and yaw axes.

Table 6: Frequency content in the multi-sine input signals.

Frequency
Content (Hz),

uroll

Frequency
Content (Hz),

upitch

Frequency
Content (Hz),

uyaw

0.2 0.3 0.4
0.5 0.6 0.7
0.8 0.9 1
1.1 1.2 1.3
1.4 1.5 1.6
1.7 1.8 1.9
2 2.1 2.2

2.3 2.4 2.5
2.6 2.7 2.8
2.9 3 0
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Table 7: Frequency content in the multi-sine input signals.

Phase Angles
(rad), uroll

Phase Angles
(rad), upitch

Phase Angles
(rad), uyaw

-2.1086 2.0781 -1.7056
1.2626 2.7096 -3.0017
2.8477 -1.0536 1.2820
1.4980 1.8934 0.4246
-0.6160 -2.6380 1.6524
1.2010 -0.3013 1.2917
0.8767 -1.0706 -2.9561
0.1924 0.8460 -0.1085
2.5206 -0.1021 1.8517
2.6782 -3.1216 0

input. Similarly, the MSI ROLL AMP, MSI PITCH AMP, and MSI YAW AMP parame-

ters were changed to modify the multi-sine input amplitudes. The ground station was used

to modify the multi-sine parameters in real-time during the testing.

4.3.3 Estimation

The EKF [2] was used, due to its expansion of the former Kalman filter (KF), to

estimate both parameter coefficients and states from the aircraft’s equations of motion.

Traditional KFs only estimate aircraft states without estimating coefficients. If coeffi-

cients were to be estimated, the coefficients would need to be augmented to the state vec-

tor. This form of estimation leads to an expansion from the linear state estimation region

to the nonlinear region (which requires an EKF) [20]. EKFs have also been used in the

past and have shown to be accurate when estimating fixed-wing equations of motion with

respective aerodynamic coefficients ([18–20]). Thus, the EKF was ideal for identifying

failure effects on the aircraft’s dynamics.
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Estimation using the EKF necessitates the use of five main equations which may

be divided into prediction and correction phases [17]. However, before the EKF algorithm

is used for the duration of the flight test data, states and essential covariance matrices re-

quire initialization. Initial values for state estimates xi, state measurement matrix G,

process noise covariance Q, measurement noise covariance R, and error covariance ma-

trix P are considered (Q, R, and P initial estimates are in the Appendix). Thereafter, the

propagation phase updates the state estimates and error covariance matrix using the last

known values from the previous time step (indicated by a superscript minus). The correc-

tion phase takes into account the propagated estimates and error covariance matrix while

utilizing the Kalman gain to provide a more accurate estimate. This process is repeated

until the flight concludes or until estimation is no longer required.

Figure 26 shows the EKF cycle along with the equations that are used at each

step. The propagation phase predicts the next estimates as indicated by k+ 1 for both the

state estimate and error covariance (Eqs. (4.10) and (4.11)). As previously mentioned, the

superscript minus is indicative of an uncorrected value without any measurement informa-

tion at that specific time step. Fk, often denoted as φk but changed to avoid confusion with

the multi-sine phase shift notation, represents the state transition matrix which includes

partial derivatives of the linearized equations with respect to the EKF state vector, xk

(important state transition equations are presented in the Appendix). The process noise

covariance matrix, Q, is an (n × n) matrix where n indicates the number of states esti-

mates. The Q matrix tuning was based on an iterative approach which concluded when

the state estimates converged.
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Figure 26: EKF propagation and correction phases.

x̂−k+1 = Fkx̂k (4.10)

P−
k+1 = FkPkF

T
k +Qk (4.11)

The correction step is important as the initial propagated values may be inaccu-

rate and exclude updated sensor measurements. The first equation used in this step is

known as the Kalman gain equation (Eq. (4.12)). The Kalman gain equation reduces

mean-square estimation error by incorporating the measurement noise matrix, R, and

sensor measurement matrix, G ([2]). The R matrix values, described in Table 10 within

the Appendix, are determined through steady-state sensor measurements where the value

of R is indicative of two standard deviation bounds [19]. The sensor measurement values

were determined from nominal free-flight test data and reduced by approximately half to

account for any atmospheric conditions that added noise to the system. Lateral measure-

ment values were reduced further to improve the state estimates. The G matrix is used to

indicate which states have respective sensor measurements, where a value of 1 aligns with

the measured state. The measurement/observation vector, zk, is used in the estimate cor-

rection equation (Eq. (4.13)). Error covariance is then computed for the latest estimates
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using Eq. (4.14) where I is the identity matrix of size (n × n) [2]. The error covariance

matrix initialization used initial variance measurements of the states and was assumed to

be small for the other estimation parameters (stability coefficients, control coefficients,

and biases) [19]. The measurement vector, zk included measurement data from all axes

of the gyroscope, sideslip estimates from PX4, angle of attack from the wind vane sensor,

and Euler angle measurements for roll. All of the sensor measurements, except angle of

attack, were located at the center of gravity; thus, the angle of attack needed correction

as it was extended about 0.2794 m along the X-axis and −0.7493 m along the Y-axis.

The correction, Eq. (4.15), uses roll rate, p, and pitch rate, q, along with the estimated

velocity [49].

Kk = P−
k G

T
k (GkP

−
k G

T
k +Rk)

−1 (4.12)

x̂k = x̂−k +Kk(zk −Gkx̂
−
k ) (4.13)

Pk = (I −KkGk)P
−
k (4.14)

α = αmeasure +
qxa − pya

v
(4.15)

Initial Timber stability coefficients were estimated using AVL for steady-level

flight Table 8. The values provide an approximation of where the dimensionless coef-

ficient estimates may converge during nominal flight. Clδa was initialized as 0.05 as this
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value was around the convergence value for this control coefficient. The value forClδa was

also tested as 0 with no noticeable impact on the EKF estimates. All other EKF states,

except for the AVL estimates, were initialized as 0.

Table 8: Stability coefficient estimates from Athena Vortex Lattice (steady-level flight).

Lateral-Directional
Stability

Coefficients

Value Longitudinal Stability
Coefficients Value

CYβ -0.183560 CLα 5.030962
CYp 0.083760 CLq 8.626024
CYr 0.154848 Cmα -1.041654
Clβ -0.037887 Cmq -12.567985
Clp -0.491165
Clr 0.084577
Cnβ 0.071563
Cnp -0.027989
Cnr -0.062579

4.4 Results and Discussion

4.4.1 Nominal Flight Estimation

The Timber was flown manually in an ellipsoid racetrack such that the flight tra-

jectory could deviate due to manual input and atmospheric conditions. Flight data was

post-processed in an EKF to determine coefficient convergence and state estimates. The

EKF estimates during nominal flight resulted in state estimates which followed the sen-

sor measurement data, from zk, but with less noise (Figure 27). Sideslip estimates do

not follow the sideslip measurements. This is reasonable as the Timber’s multi-sine yaw

input was smooth which is not characteristic of the sharp rising and falling edges of the

sideslip measurements. Comparatively to all of the other measured states, pitch rate was
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the noisiest. This noise was accounted for in the EKF noise covariance matrix in order to

estimate a more accurate pitch rate. Noise from the other measurements was accounted

for as well but was not equal to that of the pitch rate noise.

Figure 27: Time history of EKF state estimates during nominal flight.

Similarly, if initialization of the EKF states is wrong, estimates may diverge and

provide poor modeling for the system. However, initial estimates from AVL were used

and all lateral-directional and longitudinal coefficients showed convergence after approx-

imately 18.5 s (Figure 28 and Figure 29). The convergence of EKF states provides more

confidence in using the model to detect when irregularity/failures occur. It is important to

note that Cmα and Cnβ converged to values that were different than the initial estimates.
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Although this is not ideal, there are many factors that could have caused this behavior. In

typical dynamic modeling and fixed-wing research, an aircraft is outfitted with a differ-

ential pressure sensor, which uses pitot static tube, in order to provide accurate airspeed

measurements [50]; however, the Timber testing did not use a differential pressure sen-

sor and pitot static tube but instead relied on the magnitude of the body-fixed velocity

estimates (PX4 estimates velocity along the X-axis, Y-axis, and Z-axis). The Timber’s

velocity during a nominal flight varied between 19.5 m/s and 10.8 m/s at a frequency

of 10 Hz whereas the GPS velocity estimates varied between 24 m/s and 10.2 m/s at a

frequency of about 5 Hz (Figure 30). The onboard Timber velocity estimate was used in

the EKF as it provided a higher measurement frequency than the GPS estimate. Since the

aircraft’s airspeed varied throughout the testing, it is reasonable that added noise would

reduce the accuracy of the stability coefficient estimates. However, for the purpose of

this testing, convergence was important regardless of the change from the initial esti-

mates. If the nominal flight data resulted in estimate divergence, then the EKF would be

poorly conditioned resulting in less accurate modeling. Since the EKF’s state estimates

took approximately 18.5 s to converge, nominal flight time was around 20 s to 30 s be-

fore any failure occurred. To further provide confidence in the EKF, coefficients such

as Clp , Cnr , and Cmq were assessed to ensure the EKF model was designed appropriately

for the Timber. These terms were expected to be negative as these coefficients are damp-

ing terms for the aircraft. All of the damping coefficients converged to values less than

zero as expected, which provided more confidence in using the EKF (Figure 28 and Fig-

ure 29).
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Figure 28: Aircraft lateral-directional stability coefficient estimates during nominal flight.

Figure 29: Aircraft longitudinal stability coefficient estimates during nominal flight.
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Figure 30: Aircraft velocity measurements during nominal flight with active multi-sine
input.

4.4.2 Fixed-Position Aileron Failures

Each fixed-position aileron test started with approximately 20 s to 30 s of nominal

flight. The first fixed-position failure that was tested was a neutral 0° failure. Thereafter,

tests varied the fixed-position deflection angle by 10° within the range of 30° to −30°.

Once the failure occurred, the pilot maneuvered the aircraft for another 20 s to 30 s or

until the aircraft was rendered uncontrollable. The pilot was able to control the 0°, −10°,

and 10° fixed-position failures, but deflection angles beyond those failures resulted in un-

controllable flight (pilot was unable to follow the ellipsoid flight pattern due to trajectory

deviations). During balanced fixed-position failures (net roll moment equal to 0), both

ailerons act similarly to an elevator, creating a pitching moment. Although the pilot was

able to quickly adjust for the new flight condition, an autopilot may be able to better

correct for all of the adverse moments produced by the failure.
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Figure 31 shows the EKF estimates forCLδa . Each test was aligned to show 10 s be-

fore the failure and 15 s after the failure. The vertical red line indicates when the failure

occurred (this red line is used in all other failure figures to indicate when a failure oc-

curred). As mentioned in Section 4.3.1, the change in the aileron effectiveness coeffi-

cient is expected to reduce as only half of the aileron control surfaces work nominally.

All of the fixed-position tests except the 10° test resulted in a CLδa estimate reduction

within 2 s whereas the 10° test took approximately 12 s to reduce its aileron effective-

ness coefficient (Table 9). It is reasonable for fixed-position failures greater than 10° and

less than −10° to indicate immediate dynamic changes in the aileron’s coefficient esti-

mate as the aircraft’s flight maneuver suddenly changes due to a fixed-position failure.

Thus, a fixed-position deflection angle that is closer to 0° results in more control and

less of an adverse roll moment. Figure 31 also shows failure tests that end a few seconds

after the failure occurred indicating that the pilot disabled the failure to avoid crashing

the aircraft (left aileron returned to nominal control). The 0° and ±10° failures were

controllable by a pilot in manual mode for upwards of 30 s. The final estimates for

all of the fixed-position failures resulted in a CLδa reduction. The ±30° fixed-position

failures resulted in a Clδa reduction close to 50 % which is expected as the control ef-

fectiveness is reduced by 50 % from the failure (based on the time of failure estimate

and last estimate shown in Table 9). The 0° test resulted in a CLδa percentage change

of 44.89 % and 74.47 % for 2 s after the failure and for the last estimate, respectively.

Similarly, each respective failure angle, positive and negative, resulted in a similar re-

duction to the Clδa coefficient where the percentage change for most of the failures was

62



greater than 50 %.

Figure 31: EKF state estimates for the roll moment coefficient with respect to aileron
deflection.

It is important to note that other lateral-directional control coefficients were af-

fected as a result of the left aileron’s fixed-position failure (Figure 32). This result is rea-

sonable as the aircraft’s flight behavior changes after the failure occurs. Such changes in

the control effectiveness coefficients could produce false failure identification on the other

control surfaces; however, the roll moment control coefficients experienced the largest

changes within 2 s after the failure occurred (specifically Clδr). Cnδr also experienced a

large change to its estimate but only after about 4 s. Cnδr also experienced more noise

than the other estimates which should be considered when identifying the specific control
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Table 9: CLδa estimates at time of failure, 2 s after, last available estimate, and percentage
change from time of failure to the last estimate.

Fixed-Position
Failure

CLδa Estimate at
Time of Failure (10 s)

CLδa Estimate
at 12 s

CLδa Last
Estimate

Percent
Change

+30◦ 0.0536 0.0258 0.0228 57.54
+20◦ 0.0470 0.0047 0.0012 97.45
+10◦ 0.0711 0.0646 0.0161 77.36

0◦ 0.0568 0.0313 0.0145 74.47
−10◦ 0.0710 0.0224 0.0176 75.21
−20◦ 0.0308 0.0042 0.0031 98.99
−30◦ 0.0397 0.0073 0.0203 48.87

surface failure as noise may trigger false failure identification.

Figure 32: Other affected control coefficients during the 0◦ aileron failure.

Fixed-position failures were moderately controllable by the pilot. The pilot was

able to fly the ellipsoid racetrack trajectory during the 0° and ±10° fixed-position aileron

failures. More severe failures, such as the 30° fixed-position failure, were uncontrollable

within seconds of the failure occurring. This result indicates that the failure should be

identified within 2 s for more severe fixed-position failures in order to mitigate the failure.
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Less severe fixed-position failures do not require immediate identification as the adverse

moments are not as severe; however, the faster the failure is identified, the faster the

adaptive flight controller can adjust to mitigate the failure.

4.4.3 Aerial Delivery Failures

4.4.3.1 Center of Gravity Payload Failure

The first payload drop scenario was the CG drop where the payload released from

the CG bay and the parachute remained attached inside the bay. The payload was able to

swing freely under the aircraft by its riser line. The pilot was able to fly the aircraft in its

failed CG state with minor flight path irregularities for about 20 s. Similarly, the aircraft

experienced minimal visible performance deviations during the flight indicating that the

EKF may have some difficulties with estimating this failure. Figure 33 shows the lateral

stability coefficients which remain largely unaffected (vertical red line indicates when the

failure occurred). The Y force stability coefficients experienced estimation drift and never

completely converged except around 50 s (excluding CYβ ). This result was unexpected as

the aircraft flew for upwards of 40 s.

The roll rate state estimate and roll rate measurement show a change in the noise

levels post-failure (Figure 34). Before the failure, the measurement noise was nominal;

however, the sensor’s noise reduced after the failure occurred which could be from a

change in the mass properties of the aircraft (i.e. the payload increased the moment of

inertia when released). It is important to note that the expected noise in the EKF’s mea-

surement noise covariance matrix does not change which may affect other state estimates.
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Figure 33: Lateral-directional stability coefficient estimates for the center of gravity pay-
load failure.

The CG payload failure also resulted in control coefficient changes (Figure 35). Simi-

lar to the fixed-position aileron failures, the control coefficients changed after the failure

occurred. There is an instant where the coefficients deviate before the failure occurred

around 36 s, but may be due to other flight performance factors. In order to confirm that a

change in the estimates was due to a failure, other measurements and estimates should be

considered. The roll rate noise is one estimate, which was previously mentioned, that may

be used to ensure a failure actually did occur. Similarly, the accelerometer data may be

analyzed to detect a large force and respective acceleration on the aircraft’s axes from the

payload weight dropping. X-axis and Z-axis accelerometer data indicate the moment the

payload fully extended from the CG position (circled in red in Figure 36). There is about

a 0.4 s delay from when the payload was initially released to when the payload reached
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its maximum tangled position, 0.4318 m away from the CG. Although the accelerometer

data is noisy due to propeller vibration, the accelerometer may be used in the future for

detecting similar payload failures which induce large accelerations.

Figure 34: Roll rate estimate and sensor measurement data during the center of gravity
payload failure.

When considering CG-based payload drops, careful design of the release mecha-

nism may mitigate any payload related failure. This failure resulted in controllable flight

but was considered catastrophic for fixed-wing landing; UAVs with vertical take-off and

landing capabilities may be able to mitigate this type of failure through controlled descent.

Furthermore, the data from this failure indicates the system’s mass properties changed

which may have resulted in less noise along the roll axis.
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Figure 35: Lateral-directional and longitudinal control coefficient estimates during the
center of gravity payload failure.

Figure 36: Unfiltered accelerometer data during the center of gravity payload failure (red
circle indicates when the payload was fully released).
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4.4.3.2 Wing Bay Payload Failure

The second payload drop scenario was the wing bay parachute release failure. In

this scenario, payloads were attached on both wing bays and released at the same time

using electromagnets. The payload and parachute on the right wing released success-

fully; however, the payload on the left wing bay did not release whereas its parachute

did release. The increased drag on the left side of the aircraft resulted in initial negative

yaw and negative pitching moments. Figure 37 shows the wing bay payload failure and

its corresponding effect on the aircraft leading to a rolling nosedive trajectory (negative

roll moment). This scenario was more catastrophic than the CG payload release scenario

as the aircraft was rendered uncontrollable seconds after the parachute was released.

Figure 37: Timber UAV nosedive trajectory during the wing bay payload failure.

The EKF’s angle of attack state estimate resulted in large deviations which was
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caused by the instrumentation (Figure 38). For instance, the angle of attack sensor’s

measurement and estimate dropped to approximately −90° for half a second from the

initial nosedive, which is indicative of a negative angle of attack; however, the−90° mea-

surement is incorrect due to sensor saturation (angle of attack cannot accurately measure

beyond a 180° range or 90° to −90°). It is important to note that the angle of attack wind

vane sensor is sensitive to high velocity maneuvers. This sensitivity causes the wind vane

to rotate to align with the rolling nosedive velocity vector. The saturated angle of attack

measurements resulted in longitudinal coefficient estimate deviations seconds after the

failure occurred. Furthermore, the lateral-directional and longitudinal stability coefficient

estimates indicate that the UAV’s dynamics have changed. This estimation model was

poorly conditioned for this type of failure since small perturbation theory was violated

(Figure 39 and Figure 40). This exact failure may be difficult to identify since every esti-

mate experiences some form of deviation or divergent behavior. This failure also indicates

that a different model may be used to better improve estimation. However, time of failure

is identifiable after about 2 s as that is how long it took for most of the lateral-directional

and longitudinal force and moment derivative coefficients to change. Certain terms such

as Clp and Cnp changed within about 1 s which is reasonable as the payload is mounted

on the aircraft’s wing.

The wing bay payload failure was catastrophic for a fixed-wing UAV. This out-

come indicates that a similar catastrophic effect may occur with VTOL UAVs. Wing bay
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Figure 38: Angle of attack estimate and measurement during the wing bay payload sce-
nario.

Figure 39: Lateral-directional stability coefficient estimates for the left wing bay
parachute release with a stuck payload.
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Figure 40: Longitudinal stability coefficient estimates for the left wing bay parachute
release with a stuck payload.

failures should be carefully designed similar to CG payload drops such that the mecha-

nism does not cause a release failure. Furthermore, mass property changes may poten-

tially trigger false failure identification during nominal flight as a majority of the take-off

weight is suddenly released.

4.5 Conclusion

As more UAVs are developed to fly in urban environments, safety becomes a pri-

mary concern. Failure scenarios should be considered and UAVs should be designed to

mitigate any foreseeable problems that may arise. This study focused on implementing

an EKF and assessing system identification models during UAV control surface failures

and payload failures without instrumenting the aircraft with a differential pressure sensor
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and pitot static tube. The left aileron of the E-Flite Turbo Timber experienced fixed-

position failures while flying in an ellipsoid racetrack trajectory. Fixed-position failures

ranged from −30° to 30° with 10° increments. The aileron’s control effectiveness coef-

ficient, Clδa , reduced by about 50 % or more during all of the fixed-position failure tests

which was expected. This result indicates that an EKF may be used to identify fixed-

position aileron failures but should be carefully designed to account for smaller changes

from other control coefficient terms so as not to identify a false failure.

The payload drop failure scenarios were twofold, a center of gravity release and

a wing bay release. The center of gravity release resulted in controllable flight, minor

control effectiveness coefficient changes, and measurement noise changes. This failure

was not catastrophic for free-flight but may result in disastrous landing maneuvers for

fixed-wing UAVs; however, VTOL aircraft may be able to land safely during this failure.

Identification of this failure is more difficult than aileron failure identification and may be

mitigated through proper design of the payload release mechanism. The second payload

scenario was the wing bay payload failure where a payload and parachute on the right side

released correctly while a payload and parachute on the left side did not release correctly.

The payload on the left side remained attached whereas its parachute was released, adding

a large drag force to the left side of the aircraft. This failure scenario was disastrous

for the fixed-wing UAV as the aircraft entered a nosedive rolling descent regardless of

piloted inputs. Therefore, this scenario was considered unrecoverable for both VTOL and

fixed-wing UAVs. Furthermore, the nosedive descent caused every stability and control

derivative coefficient to change. This failure may be mitigated similarly to the CG payload
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failure or by never using wing-based payload releases. False failure detection should

be considered when using system identification for this scenario as nominal wing bay

payload drops result in large mass property changes for smaller UAVs.

This research expands on the assessment of system identification models during

control surface and payload failures using an EKF. Lateral-directional and longitudinal

stability and control coefficient terms and aircraft states were estimated during nominal

flight and failure scenarios. Estimates for these terms converged during nominal free-

flight, but were subject to drift and deviations during some of the failure scenarios. How-

ever, by further instrumenting the aircraft and using higher autonomy control, the stability

and control coefficients may be estimated more accurately while simultaneously identify-

ing different hardware failures.
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CHAPTER 5

CONCLUSIONS

This work outlines the importance of implementing state estimation algorithms

in simulation and real-world applications. Oftentimes, these applications require system

modeling but are affected by sensor noise contamination. However, this sensor noise con-

tamination may be mitigated through the usage of state estimation algorithms. Thus, the

purpose of the research was to demonstrate the utility of Kalman Filters (KF) and Ex-

tended Kalman Filters (EKFs) through describing how these state estimation algorithms

apply to different scenarios; applying a KF for linear applications and EKF for nonlinear

applications. An objective of using low-cost sensors was achieved and highlighted the

importance of implementing these algorithms to reduce measurement uncertainty.

The first experiment centered around the implementation of a KF to improve po-

sition estimation using a simulated tracking sensor for a pursuer-evader scenario. Miss

distance was the focus for this experiment and showed that a KF improved the pursuer’s

miss distance during most of the engagements. The KF also expanded the modeling ca-

pabilities, providing accurate velocity estimates of the evading aircraft. Throughout the

duration of the pursuer-evader engagements, uncertainty from the KF state estimates de-

creased and outperformed the non-KF approach. Furthermore, the position uncertainty

improvement due to using a KF with a lower quality sensor (higher measurement uncer-

tainty) was comparable to using a higher quality sensor (less measurement uncertainty).
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The second experiment used an EKF and low-cost sensors to evaluate lateral-

directional and longitudinal dynamics of a fixed-wing aircraft during a multitude of free-

flight hardware failures. When considering aileron control surface failures, the magnitude

of the expected dimensionless control derivative estimates from the EKF reduced by ap-

proximately 50 % or more; the change in the effectiveness estimate indicates the ability

to detect this particular failure. Aerial delivery failures were twofold. The first deliv-

ery release failure was center of gravity based and resulted in controllable flight, minor

control derivative changes, and measurement noise changes. The detection of this deliv-

ery failure may be difficult as control derivative estimates resulted in smaller magnitude

changes post-failure; however the change in noise characteristics was noticeable with roll

rate, which indicates the potential to detect this failure using a fault detection system

that focuses on noise. The second aerial delivery failure was a wing bay payload failure

which resulted in estimate changes for every stability and control derivative. This payload

failure was considered unrecoverable due to the large adverse moment imposed on the air-

craft. This type of delivery failure was the most catastrophic failure tested and requires a

fault detection and isolation controller that reacts within seconds to counter the unwanted

aircraft response.

When considering the implementation of these algorithms, special care should be

taken to understand the objectives of each scenario and application. Similarly, care should

be taken for the mathematical model selection as each model may constrain the state es-

timation algorithm that is used. This constraint was exemplified when the EKF was used

instead of the KF for the second experiment to estimate the aircraft states; the KF is unable
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to estimate all of the aircraft states with the same performance as the EKF. In both exper-

iments, the modeling capabilities of each system were expanded and improved as more

state variables were estimated as opposed to what was possible without implementing a

KF or EKF.

5.1 Future Work

Future implementation of these state estimation algorithms should consider on-

board and off-board sensor interaction. While implementing a state estimation algorithm

for a pursuer-evader scenario, parameter interaction between the algorithm and the pur-

suer control logic should be assessed. Furthermore, an optimal proportional navigation

gain may work better with different tracking measurement uncertainty and should be

tested. The pursuer-evader scenario could be expanded to consider a maneuvering evader

as the maneuvering evader may improve state estimation results as opposed to using only

raw tracking measurements. If a maneuvering evader is considered, then the evader’s

process model could be changed in order to account for changes in acceleration. Imple-

mentation of an Extended Kalman Filter may be better suited for a maneuvering evader

and may further improve the pursuer’s miss distance results.

Free-flight hardware failures associated with other control surfaces should be eval-

uated. Furthermore, hardware redundancy should be assessed and more fault isolation

procedures should be developed. Similarly, more aerial delivery failures should be eval-

uated as drone delivery becomes mainstream. Methods of mitigating large adverse mo-

ments on aircrafts should be considered and tested as these failures result in catastrophic

77



free-flight effects. The identification of these hardware failures within seconds is im-

portant and raises concerns for the onboard location of these payloads. Finally, further

studies related to false alarms should be conducted with the development of a common

fault detection architecture.
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APPENDIX A

ADDITIONAL RESULTS

A.1 Experiment 2: Free-Flight Failure Scenario

Table 10: EKF initial process noise, measurement noise, and error covariance matrices.

Lateral
States &

Parameters
Q R P

Longitudinal
States &

Parameters
Q R P

β̇ 10−1 - 10−3 α̇ 10−1 - 10−3

ṗ 10−1 - 10−3 q̇ 10−1 - 10−3

ṙ 10−1 - 10−3 α 10−2 1.9410 1.9410
φ̇ 10−4 - 10−3 q 10−2 17.8582 17.8582
β 10−5 2.5944 2.5944 CLα 10−8 - 10−4

p 10−5 2.4188 2.4188 CLq 10−8 - 0.008
r 10−5 2.4985 2.4985 CLδe 10−10 - 10−4

φ 10−5 0.1205 0.1205 Cmα 10−9 - 10−4

CYβ 10−9 - 10−5 Cmq 10−9 - 10−4

CYp 10−9 - 10−5 Cmδe 10−10 - 10−4

CYr 10−9 - 10−5 α̇bias 10−4 - 10−4

CYδr 10−12 - 10−5 q̇bias 10−4 - 10−4

Clβ 10−10 - 10−5

Clp 10−10 - 10−5

Clr 10−10 - 10−5

Clδa 10−12 - 10−3

Clδr 10−12 - 10−3

Cnβ 10−10 - 10−4

Cnp 10−10 - 10−3

Cnr 10−10 - 10−3

Cnδa 10−12 - 10−3

Cnδr 10−12 - 10−3

β̇bias 10−4 - 10−3

ṗbias 10−4 - 10−3

ṙbias 10−4 - 10−3
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Table 10 provides the initialized Q, R, and P estimates for the lateral-directional

and longitudinal aircraft dynamics for every failure scenario that was tested in this study.

The important state transition matrix equations are shown in Eq. (A.1) to Eq. (A.12) where

the aircraft’s states follow kinematic equations and the respective state derivatives follow

the linearized longitudinal-directional and lateral equations of motion. Table 11 indicates

which Xk corresponds to each EKF state. All of the coefficients and bias terms were

assumed to be constant so these states were set to equal the previous time step (i.e. CLδe:

Xk(32) = Xk−1(32)).

F1 =
ρSv

2m
Xk(9)Xk(5) +

ρSb

4m
Xk(10)Xk(6) +

ρSb

4m
Xk(11)Xk(7)−Xk(7) +

g cos θ0
v

Xk(8) +
ρSv

2m
Xk(12)δr +Xk(13) (A.1)

F2 =
ρSbv2

2Ix
Xk(14)Xk(5) +

ρSb2v

4Ix
Xk(15)Xk(6) +

ρSb2v

4Ix
Xk(16)Xk(7) +

ρSbv2

2Ix
Xk(17)δa+

ρSbv2

2Ix
Xk(18)δr +Xk(19) (A.2)

F3 =
ρSbv2

2Iz
Xk(20)Xk(5) +

ρSb2v

4Iz
Xk(21)Xk(6) +

ρSb2v

4Iz
Xk(22)Xk(7) +

ρSbv2

2Iz
Xk(23)δa+

ρSbv2

2Iz
Xk(24)δr +Xk(25) (A.3)

F4 = Xk(6) (A.4)

F5 = Xk(5) +Xk(1)∆t (A.5)

F6 = Xk(6) +Xk(2)∆t (A.6)

80



F7 = Xk(7) +Xk(3)∆t (A.7)

F8 = Xk(8) +Xk(4)∆t (A.8)

F26 = Xk(29)− ρSv
2m

(Xk(30)Xk(28)+
c̄

2v
Xk(31)Xk(29)+Xk(32)δe)+Xk(33) (A.9)

F27 =
ρSc̄v2

2Iy
(Xk(34)Xk(28) +

c̄

2v
Xk(35)Xk(29) +Xk(36)δe) +Xk(37) (A.10)

F28 = Xk(28) +Xk(26)∆t (A.11)

F29 = Xk(29) +Xk(27)∆t (A.12)

Figure 41 provides the lateral-directional stability derivative coefficient estimates

during the 0° fixed-position failure test. Figure 42 provides the longitudinal stability

derivative coefficient estimates during the 0° fixed-position failure test.

Figure 43 shows the longitudinal stability coefficient estimates during the center of

gravity failure. The estimate of the Cmα converged as a positive value. Figure 44 provides

the control coefficient changes during the wing bay payload release failure. Cyδr did not

converge before the failure occurred; however, the other control coefficients did show

convergence.
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Figure 41: Lateral-directional stability derivative coefficients during the 0◦ fixed-position
aileron failure test.

Figure 42: Longitudinal stability derivative coefficients during the 0◦ fixed-position
aileron failure test.
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Figure 43: Longitudinal stability derivative coefficients during the center of gravity pay-
load failure.
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Table 11: EKF parameters and corresponding lateral-directional and longitudinal vari-
ables.

Lateral-Directional
States &

Parameters

Longitudinal
States &

Parameters
Xk Xk

Xk(1) β̇ Xk(26) α̇
Xk(2) ṗ Xk(27) q̇
Xk(3) ṙ Xk(28) α

Xk(4) φ̇ Xk(29) q
Xk(5) β Xk(30) CLα
Xk(6) p Xk(31) CLq
Xk(7) r Xk(32) CLδe
Xk(8) φ Xk(33) α̇bias
Xk(9) CYβ Xk(34) Cmα
Xk(10) CYp Xk(35) Cmq
Xk(11) CYr Xk(36) Cmδe
Xk(12) CYδr Xk(37) q̇bias
Xk(13) β̇bias
Xk(14) Clβ
Xk(15) Clp
Xk(16) Clr
Xk(17) Clδa
Xk(18) Clδr
Xk(19) ṗbias
Xk(20) Cnβ
Xk(21) Cnp
Xk(22) Cnr
Xk(23) Cnδa
Xk(24) Cnδr
Xk(25) ṙbias
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Figure 44: Control coefficient changes during the wing bay payload release failure.
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