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ABSTRACT

Image space change detection algorithms do not adequately address the complexities in real-world dynamic environments. With few exceptions, these algorithms rely on pixel-level information to detect proper foreground change. They have difficulty adapting the background model when objects are moved or when lighting changes abruptly. This dissertation proposes a world space system to detect change in the living quarters of a single elderly person in an assisted living community. Using stereo vision, this method discretizes the living space into volume elements (voxels) and determines the configuration of the scene using stereo vision. Voxel representations of the scene built over time are used to determine change. Further processing of this voxel change space using segmentation, shape and color determines the presence and location of humans. Experiments demonstrate the success of this change detection procedure in a range of real-world, dynamic test situations.
1. INTRODUCTION

1.1. Motivation

Video surveillance is a vital activity for security in a number of locations including airports, banks, military installations and government buildings. The desire for greater security has become even more prevalent since the September 11th terrorist attack on the United States of America. Surveillance generally consists of face recognition in crowded settings, so as to protect against a specific person; or abnormal behavior detection, such as individuals acting in known strange fashions, fighting, etc.

In contrast, the research described in this dissertation focuses on the surveillance of a single person in a home setting for their own well-being. Elderly people living alone have a set of vulnerabilities that can be ameliorated by a surveillance system. The most common fear for elders is falling and being incapacitated until being found by someone. A surveillance system could recognize a fall and notify a caregiver. A less obvious change in wellbeing is related to mental health. A system that recognizes and tracks human activity could also notify a caregiver when behavioral changes occur.

High-level computer vision systems performing human activity analysis must be provided stable and reliable information regarding the whereabouts of people. No present human segmentation system can perform robustly for long periods of time in a loosely constrained indoor environment. The system defined in this dissertation is
designed to reliably segment humans and other large objects that the human interacts with in an unconstrained indoor environment based on stereovision. It then outputs the three-dimensional segmentation of the person.

1.2. Overview

Three-dimensional space can be represented with discrete non-overlapping cubes known as volume elements (voxels). This system takes two sets of stereo pair images as input and builds a voxel representation of the human in the scene as output. Each stereo pair initially builds a separate three-dimensional voxel representation of the scene. By placing the stereo cameras at opposite sides of the room, the amount of the scene hidden from the cameras’ representations is minimized. Therefore, a more accurate model of the scene is created when their data are fused.

A voxel representation of the scene is built at each time step. Voxels representing static objects will be occupied most of the time. We define the background model as the voxels occupied by nonhuman objects. Therefore, a rolling window of the past several time steps are held in memory. If a voxel is frequently occupied in the previous time steps, it is likely occupied by a static object, and is therefore added to the background. This function is performed on all voxels in the scene to create a background model.

Given a new voxel scene representation, voxels that are currently occupied, but are vacant in the background model, are classified as foreground voxels. These foreground
voxels represent the change from the background model. These change voxels are part of a moving human, a moving nonhuman object, or error due to incorrect stereo matching and voxel representation. Foreground false alarms due to error are usually small, erratic volumes scattered throughout the scene.

It is possible that multiple volumes are associated with change at a given moment, such as when a person moves a chair and continues walking. It is therefore required that all changed volumes are represented as unique segments. Because foreground false alarms are generally small, segments smaller than a given volume are rejected. Remaining segments are either humans or nonhuman moving objects.

Of the foreground segments, we assume that at most only one is a human. Each segment is therefore classified as human or nonhuman. A segment is classified as a human if a head can be found in the segment. The human head is a salient object because it is unique when compared to most objects in a common living area. To find the head, a three-dimensional kernel is convolved over each segment to find volumes that have a shape like the top of a head. Then, using the three-dimensional segments and the original two-dimensional images, voxels that represent skin color are labeled. Fusing the volumes that represent skin and head shape returns mostly true positives, but can also return some false alarms such as lamp shades. Hence, only head returns above 1.25 meters are kept as true positives.

The segment intersecting with the head is classified as human. All voxels contained in this segment are highlighted and recorded. As well, a color histogram is built for this
human segment for tracking when the head cannot be found. Finally, the human segment can be removed from the current time frame’s representation and the current scene model can be used to update the background model.

1.3. Novel Research Contributions

- Real-time voxel environment modeling based on multiple stereo pairs

Using two stereo cameras, this system creates a three dimensional voxel model for an entire scene. The scene is over six meters on a side and the model can be created and updated in real time. Nonhuman static objects in the scene are stored in a background model, but the voxel location of the human subject is highlighted.

This is a paradigm shift from the popular 2D models. Image space algorithms manipulate relatively low level information such as pixels, pixel areas and image space illumination. It is my belief that the current accepted lines of research in the change detection community will never approach the capabilities of a human. I believe this is because the information gathered from images as well as the algorithms used to detect change assume non-realistic models of scenes and cannot accurately model the complexities of this problem.
- Three-dimensional voxel-based video change detection using stereo vision, which is highly robust to significant image-space weaknesses, e.g. illumination changes and shadows.

Image space models do not intrinsically handle drastic changes in lighting. All of these models instead have a component that tries to appropriately handle these lighting changes. Some adapt the background model while others build several models over a wide range of lighting possibilities and choose the one most appropriate to the current setting. Both of these approaches have significant shortcomings.

Adaptive models such as [1] will absorb a stationary human into the background unless another component is used to track the human. If the human is tracked, a drastic change in lighting will likely drastically change his or her appearance and will likely be lost for a short time. Adaptive models also have the extra variable related to adaptation speed. This relates how significant new frames are to the update of the background model. A quick adaptation will successfully update the background model during significant changes in lighting, but will also adapt a stationary person into the background faster. A slow adaptation will allow people to temporarily stop moving, but significant changes in lighting will take too long to absorb into the background model. Therefore, the adaptation rate must be chosen for the specific setting.

As well, algorithms that try to model many unique lighting possibilities are limited. The number of lighting combinations grows exponentially with the number of light sources. Hence, this requires many models to accurately perform change detection. Some
algorithms such as Eigen backgrounds [2] use this lighting model successfully, but do not have a mechanism to add new lighting scenarios. Given that light sources can move or be added, this is a significant shortcoming. Only recently have researchers tried to add adaptation to Eigen Backgrounds [3,4,5].

In contrast to these image space modeling techniques, depth values created using stereo vision are robust to changes in lighting. Even image space algorithms using depth have shown reliable results with respect to lighting change [6]. Extending the use of depth to a full three-dimensional model further resolves the accuracy of scene modeling by allowing the fusion of multiple stereo pairs.

- Novel classifier based on skin color, head shape and height that operates on voxel segmented islands for human identification and tracking.

There is an entire field of research related to human identification from video. Face detection is the most prevalent of these techniques, [7,8,9]. Some of these approaches are accurate enough to be implemented in consumer digital cameras to automatically set the exposure levels. Unfortunately, the majority of these techniques require the face to be aimed at the camera and have a large number of pixels over the face area. Neither of these attributes will be guaranteed in our setting.

Human face/head detection herein uses skin color on the face retrieved from image space, and head shape and height retrieved from voxel space. All three of these
features are readily available and the fusion of their information reliably finds the head of any standing person in any orientation.

- Natural way to address tracking and updating, i.e. not adapting stationary humans into the background while still absorbing moved objects even under significant lighting variations.

Due to the height constraint, faces will not be found when the person is sitting. As well, the face detector will periodically fail while the person is standing. Therefore, a mechanism is developed to describe and track the color associated with the human in the scene. This tracking technique is computationally inexpensive to build and run, making it a good candidate for a real-time solution. Assuming that there will only be a single person in the scene at a time and that there are very few nonhuman objects moving through the scene at a given time, this method reliably tracks a previously detected person.

Knowing the location of the human at all times simplifies the modeling of the background scene. The person can be removed from the model of the scene at a given time step, resulting in only nonhuman objects in the model. The background model is then updated at each time step using the current model of the nonhuman scene. In this manner, we are guaranteed to never adapt the person into the background model. This is especially helpful when the person is sitting in a chair or on a couch.
• False alarm reduction for change detection regarding movement of nonhuman objects (e.g. chairs) and objects manipulated by a person.

All image space change detection algorithms output any change from the background model whether it is human or nonhuman. Many higher level systems, including human activity recognition, require only human change detection and segmentation. Without a reliable human detection mechanism, there is no way to reject nonhuman change.

Because our system is able to track the person at all times, nonhuman objects are never classified as change if they are moved. An example of this is when a person moves a chair. Both the human and the chair have moved, but because the chair can be differentiated from the person, it can be removed from the change detection output.
2. BACKGROUND

Previous research in automated video surveillance has produced a plethora of background modeling algorithms. This chapter will include a brief description of the most common background modeling algorithms in 2D and 3D. These systems operate using a range of input data including grayscale, color and pixel depth. As well, this chapter will describe a set of algorithms to perform three-dimensional segmentation of objects.

2.1. Image Space Algorithms

A large number of background adaptation and foreground segmentation algorithms have been proposed. A short list of the most valuable includes Temporal Difference, Mean and Threshold, Gaussian Mixture Model [1], Eigen Backgrounds [2], and Wallflower [10]. This section describes each as well as their strengths and weaknesses.

2.1.1. Temporal Difference

Arguably the simplest background-subtraction procedure is temporal difference. The difference between two consecutive images at each pixel is computed. Any pixel differences larger than a pre-defined threshold are considered foreground,

$$f_t(x, y) = |l_t(x, y) - l_{t-1}(x, y)| > \tau,$$
where $I_t(x,y)$ and $I_{t-1}(x,y)$ are the pixel intensities at pixel $(x, y)$ in image $I$ at times $t$ and $t-1$ respectively, $f_t(x,y) \in [0,1]$, and $\tau$ is the scalar threshold value.

This algorithm works very poorly for most situations, due to factors such as:

- Only objects moving at a sufficient speed with adequate feature, color or intensity, values are detected.
- A moving object is labeled as foreground twice according to the current frame and the previous as in figure 2.1.
- Decisions are at a pixel level and no region or spatial coherency is incorporated.
- Shadows and specular highlights are detected, and all moving objects are discovered, i.e. there is nothing specific to the tracking of humans.
Figure 2.1: An example of the double foreground phenomenon produced by temporal differencing. The person is in the current frame as well as the previous. His locations are then classified as change between the frames.
2.1.2. Mean and Threshold

Another simple background-subtraction algorithm, a logical extension to temporal differencing, is the mean and threshold method. During a training phase, in which the human is assumed to not be in the scene, the mean value is found for each pixel over a set of images. In future images, pixels with a difference greater than a given threshold from the mean are considered foreground. The algorithm can be made adaptive by “alpha updating” the mean and threshold with values from new images at runtime.

First, the mean value is found for each pixel using a training set of images,

$$ b(x, y) = \frac{1}{N} \sum_{t=1}^{N} I_t(x, y). $$

Given a new image at time $t$, the foreground is computed as the pixels having difference from the mean values greater than a predefined threshold,

$$ f_t(x, y) = \begin{cases} 1 & \text{if } |I_t(x, y) - b_t(x, y)| > \tau \\ 0 & \text{else} \end{cases} $$

The background can then be “alpha updated” with the pixel values that are not labeled foreground,

$$ b_{t+1}(x, y) = \begin{cases} b_t(x, y) & \text{if } f_t(x, y) = 1 \\ (1 - \alpha) b_t(x, y) + \alpha I_t(x, y) & \text{else} \end{cases} $$

The algorithm also leads to poor results in real-world settings, for reasons such as:

- While the mean and threshold allow one to model subtle variability, most of which is pixel jitter, this approach is insufficient for modeling abrupt illumination changes.
• All moving objects are detected, not just humans.

• For the static version, initialization with the human not in the scene is required and there is no graceful way to recover from many forms of incorrect adaptation. For the updating version, objects such as the human are adapted into the background if they remain still.

• Shadows and specular highlights still exist, and again, only subtle illumination changes are gracefully dealt with.

Also, it is naïve to believe that a pixel will have only a single value for all lighting situations, artificial or natural. If the values are adapted over time, the algorithm can accommodate changes in lighting, but this takes considerable time and will classify a great number of pixels incorrectly.

2.1.3. Gaussian Mixture Model

The Gaussian Mixture Model (GMM) [1], models each pixel as a set of Gaussian distributions. A given pixel can have a range of values representing its background state due to pixel jitter or periodic movements of objects. A mixture of Gaussians robustly models a pixel’s intensity or color properties by taking into account its wider range of possible values. Foreground pixels are then defined as being greater than a fixed number of standard deviations from the mean of all Gaussian models.
Updating a GMM is vital for a robust system, but it can be difficult to find the set of parameters that properly update the properties of each pixel’s models. A fixed number of Gaussian distributions, \( K \), are used to model each pixel, usually 3–5. Each of these models has a probability related to the number of occurrences in the data thus far.

\[
P(\tilde{I}_t(x,y)) = \sum_{j=1}^{K} \omega_{j,(x,y)} \ast \eta(\tilde{I}_t(x,y), \tilde{\mu}_{j,(x,y)}, \Sigma_{j,(x,y)})
\]

\( \tilde{\mu}_{j,(x,y)} \) and \( \Sigma_{j,(x,y)} \) are the mean and covariance matrix of a normal distribution \( \eta \),

\[
\eta(\tilde{I}_t(x,y), \tilde{\mu}_{j,(x,y)}, \Sigma_{j,(x,y)}) = \left( \frac{1}{(2\pi)^{D/2} |\Sigma_{j,(x,y)}|^{1/2}} \right) e^{-\frac{1}{2}(\tilde{I}_t(x,y)-\tilde{\mu}_{j,(x,y)})^T \Sigma_{j,(x,y)}^{-1} (\tilde{I}_t(x,y)-\tilde{\mu}_{j,(x,y)})},
\]

Where \( D \) is the feature dimensionality, \( \omega_{j,(x,y)} \) is the jth mixture weight (the portion of the data accounted for by this Gaussian), and the weights are subject to the constraint that

\[
\sum_{j=1}^{K} \omega_{j,(x,y)} = 1.
\]

A user specified variable \( T, 0 \leq T \leq 1 \), defines the percentage of input data that should belong to a background model. Therefore, \( B \) of the \( K \) mixtures, \( 1 \leq B \leq K \), model the background at any given moment. For computational simplicity, the authors of [1] assume that the distributions are represented as \( \Sigma_{j,(x,y)} = \sigma_{j,(x,y)}^2 I \), where \( I \) is the identity matrix.

The value of a pixel in a new image is tested against each Gaussian distribution for that pixel. Before selecting the set of mixtures that make up the background, the models are
sorted according to $\omega_{j,(x,y)}/\sigma_{j,(x,y)}$, or in the case of a multidimensional $\sigma_{j,(x,y)}^2$, the models are sorted according to $\omega_{j,(x,y)}/\|\sigma_{j,(x,y)}\|$. This value increases both as the variance decreases and the mixtures weight increases. The number of background mixtures, $B(x,y)$, is therefore

$$B(x,y) = \arg\min_b \left( \sum_{k=1}^{b} \omega_{k,(x,y)} > T \right).$$

If the value is within a user specified number of standard deviations, usually 2-3, from the mean of a distribution, that pixel is considered background. The parameters and probability associated with the winning distribution are “alpha and rho updated” with the current pixel’s value.

$$\omega_{j,(x,y),t} = (1 - \alpha) \omega_{j,(x,y),t-1} + \alpha (M_{j,(x,y),t}),$$

$$\tilde{\mu}_{j,(x,y),t} = (1 - \rho_{(x,y)}) \tilde{\mu}_{j,(x,y),t-1} + \rho_{(x,y)} \tilde{t}(x,y),$$

$$\tilde{\sigma}_{j,t}^2 = (1 - \rho_{(x,y)}) \tilde{\sigma}_{j,t-1}^2 + \rho_{(x,y)} (\tilde{t}(x,y) - \tilde{\mu}_{j,(x,y),t-1})^T (\tilde{t}(x,y) - \tilde{\mu}_{j,(x,y),t-1}),$$

$$\rho_{(x,y)} = \alpha \eta(\tilde{t}(x,y), \tilde{\mu}_{j,(x,y),t-1}, \Sigma_{j,(x,y),t-1}).$$

The variable $\alpha$, $0 \leq \alpha \leq 1$, is a user specified learning rate, $\omega_{j,(x,y),t}$ is the jth mixture weight at time t, $\omega_{j,(x,y),t-1}$ is the jth mixture weight at the previous time step, $M_{j,(x,y),t}$ is a function that is 1 for the matched mixture, and 0 otherwise.

If the pixel does not match any model, a new model is created. The distribution with the smallest probability is chosen for replacement by the new pixel. The mean of the
new distribution is set to the pixel’s value, \( \bar{\mu}_{j,(x,y),t} = \bar{I}_t(x,y) \), and the standard deviation is set to a predefined value.

The GMM has become one of the most widely used algorithms for background modeling. This is probably because of its simplicity and general accuracy in real-world problems. The algorithm has a modest computational expense and can therefore be implemented on computers using limited memory and processing capabilities. The algorithm also performs well in outdoor environments where objects such as trees carry out cyclical motion due to wind.

The shortcomings of this algorithm include:

- It only performs pixel level change detection.
- The segmentation procedure is not specific to the tracking of humans.
- The initialization and recovery from a corrupt background model are the same as in the single mean and threshold procedure.
- Shadows and specular highlights cause problems.
- Only gradual illumination changes are gracefully handled.

### 2.1.4. Gaussian Mixture Model Extensions

Several researchers have continued the work of Stauffer and Grimson [1] and extended the GMM. This section describes two notable extensions proposed by Li [11] and
Zivkovic [12]. These researchers have made their implementations public, and these programs are used in the experiments of section 7.1.

Li [11] proposes the use of Bayesian statistics to classify a pixel as foreground or background. He begins by building a large feature vector at each pixel representing a wide range of possible feature values. His conjecture is that the background pixels will undergo minimal change due to pixel jitter, cyclical motion, or lighting change. It is assumed that a background pixel will undergo minimal or at most cyclical change; therefore, only a small subsection of the feature vector will show noticeable change. In contrast, change due to foreground objects can take on many different forms and therefore will have a greater affect on a larger subsection of the feature vector. In this fashion, Li performs feature selection to determine which features are useful for stationary backgrounds, moving background, and foreground for each pixel.

Li’s algorithm begins by performing both background difference and temporal difference. Both operations require little computation, and classify a pixel as either stationary or changing. Foreground pixels can then be found using Bayesian classification over the feature vectors learned previously. The foreground pixels are then further processed using opening and closing operators to remove scattered error points and to connect foreground pixels. Background learning can then be applied using the current frame and foreground segmentation.

Zivkovic [12] makes a more direct extension to the original GMM. First, he simplifies the update equations by removing the $\rho$ variable entirely,
\[ \omega_{j,(x,y),t} = \omega_{j,(x,y),t-1} + \alpha (M_{j,t} - \omega_{j,(x,y),t-1}) - \alpha C_T, \]

where \( C_T \) is a user defined constant such as .01.

\[ \tilde{\mu}_{j,(x,y),t} = \tilde{\mu}_{j,(x,y),t-1} + M_{j,(x,y),t} \left( \frac{\alpha}{\omega_{j,(x,y),t-1}} \right) \left( \tilde{I}_{t}(x,y) - \tilde{\mu}_{j,(x,y),t-1} \right), \]

\[ \tilde{\sigma}^2_{j,(x,y),t} = \tilde{\sigma}^2_{j,(x,y),t-1} + M_{j,(x,y),t} \left( \frac{\alpha}{\omega_{j,t-1}} \right) (\tilde{I}_{t}(x,y) - \tilde{\mu}_{j,(x,y),t-1})^T (\tilde{I}_{t}(x,y) - \tilde{\mu}_{j,(x,y),t-1}). \]

The variable \( M_{j,(x,y),t} \) is set to 1 for the “close” mixture with the largest \( \omega_{j,(x,y),t} \) and all others are set to 0. They define a sample is “close” to a mixture if the Mahalanobis distance from the mixture’s mean is less than three times the variance.

\[ D^2_{j,(x,y),t} \left( \tilde{I}_{t}(x,y) \right) = \frac{(\tilde{I}_{t}(x,y) - \tilde{\mu}_{j,(x,y),t})^T (\tilde{I}_{t}(x,y) - \tilde{\mu}_{j,(x,y),t})}{\tilde{\sigma}^2_{j,(x,y),t}}. \]

If there are no “close” components, a new mixture is made.

Zivkovic also changes the mechanism for foreground/background classification. The author uses a non-parametric model based on a color-temporal kernel. A data set \( X_T \) represents the previous \( T \) time steps of collected data. This data can be grayscale, color or and other image space information. If the function

\[ P_{\text{non-parametric}} \left( \tilde{I}_{t}(x,y) \mid X_T, BG \right) \approx \frac{1}{TV} \sum_{m=t-T}^{t} b^m K \left( \frac{\| f_m(x,y) \|}{D(x,y),t} \right), \]

is greater than a threshold \( c_{thr} \), the pixel is classified as background. The kernel function \( K(u) = 1 \) is \( u < 1/2 \) and 0 otherwise. The variable \( V \) is the volume of a hyper sphere of the kernel with diameter \( D \). The median \( med \) is calculated for the absolute differences.
The distance \( \| \tilde{I}_t(x, y) - \tilde{I}_{t-1}(x, y) \| \) of the samples from \( X_T \), and a simple estimate of the standard deviation is used

\[
D_{(x,y),t} = \frac{med_{(x,y),t}}{.68\sqrt{2}}.
\]

Classifying the current pixel as background should only be done using information from other background pixel information in the set \( X_T \). Therefore, the background model considers only samples with \( b^m = 1 \) representing previous samples that were classified to belong to the background.

### 2.1.5. Eigen Backgrounds

A more recent algorithm for background modeling uses Eigen analysis [2]. A set of background images is taken with a wide range of conditions such as lighting changes and cyclic motion of objects such as trees. The background data set can contain people, but better modeling is performed when no humans are present. \( N \) images are used as training data, each is unwrapped into a column vector,

\[
\tilde{v}_i = \begin{pmatrix}
I_i(0,0) \\
\vdots \\
I_i(R-1,0) \\
\vdots \\
I_i(R-1,C-1)
\end{pmatrix}.
\]

\( R \) is the number of rows and \( C \) the number of columns. The mean of the \( N \) samples is computed
\[ \tilde{\mu} = \frac{1}{N} \sum_{i=1}^{N} \tilde{v}_i. \]

and a matrix is formed from the concatenation of mean subtracted data points,

\[ A = [ (\tilde{v}_1 - \tilde{\mu}) \ldots (\tilde{v}_N - \tilde{\mu}) ]. \]

Oliver [2] then proposes building a matrix of the outer product of the sample points

\[ \text{Cov} = AA^T \]

and performing Principle Component Analysis (PCA) on this matrix. For images of even moderate resolution, the dimensionality of the sample points is huge, (307200 for 640x480 images). This results in the C matrix being very large, (307200x307200 for 640x480 images), and PCA require a significant amount of computation.

Therefore, to reduce the complexity of PCA on the input data, a clever mathematical trick is applied. A matrix is created using an inner product

\[ L = A^T A, \]

Instead of the covariance matrix. The size of which is based on the number of samples, NxN, instead of the dimensionality of the data. The matrix L is subjected to Eigen analysis, where \( \Phi \) is the matrix of eigenvectors, whose vectors are arranged in column format, and \( \Lambda \) is the matrix of eigenvalues, where the eigenvalues are aligned along the diagonal and the matrix is zero at off diagonal elements. The covariance of the data set can be decomposed as follows

\[ \text{Cov} = \Phi^T \Lambda \Phi. \]
PCA can then be applied to an $N \times N$ matrix because

$$A^T A \Phi_i = \Lambda_{i,i} \Phi_i,$$

where $\Phi_i$ is the $i$th column vector. However, multiplying both sides by $A$ we have

$$AA^T A \Phi_i = \Lambda_{i,i} A \Phi_i,$$

That is, eigenvectors of $L$ are also eigenvectors of $AA^T$. This trick reduces the computation required for PCA to the number of sample points instead of the number of pixels in each image.

The matrix $U$ represents the Eigen background images.

$$U = [ \Phi_1 \ldots \Phi_N ]$$

A matrix $V$ is then created

$$V = AU,$$

which projects the original data onto the space used for Eigen analysis.

For each new image $I$, the mean is subtracted and projected into the Eigen space.

$$\tilde{\Omega} = V^t (\tilde{v} - \tilde{\mu})$$

The image is then mapped back into the original space.

$$\tilde{s} = V \tilde{\Omega}$$
The absolute difference between the mapped image and the original image is then computed.

\[ \tilde{\zeta} = |(\tilde{v} - \tilde{\mu}) - \tilde{s}| \]

Any pixels having \( \tilde{\zeta} > \tau \) are considered foreground.

A major downfall of the original Eigen Background procedure is that it cannot update over time. Combinations of a finite discrete number of lighting possibilities are used in training with the hope that future lighting conditions are similar. If a lighting condition occurs that is not in the training set, the algorithm will perform poorly. Research has been performed to extend the Eigen Background algorithm to update over time [3,4,5], however the same problems as with Gaussian mixture exist, namely shadows, specular reflections, moving objects, a procedure not-specific to human segmentation, failure to properly recover from a corrupt background model.

### 2.1.6. Wallflower

A newer form of background modeling is the Wallflower algorithm. This algorithm was developed at Microsoft [10] to address common problems associated with background modeling, such as moving objects, sudden and gradual lighting changes, and camouflage. Wallflower addresses several of these situations with moderate success and continues to be one of the most commonly used change detection algorithms.
Wallflower is a unique background subtraction algorithm in that it models multiple scales consisting of pixel, region and frame levels. Models are maintained at the pixel level and processing is performed at runtime to classify the foreground and model the background. At the region level, information across multiple pixels is used to refine the foreground classification. Frame level modeling handles large changes in lighting due to synthetic light sources such as overhead fixtures.

The pixel level modeling is performed using a Wiener prediction filter [13]. This prediction modeling treats each pixel as a signal source through time, filters the signal, and produces an estimated next signal.

\[ S_t = - \sum_{k=1}^{p} a_k S_{t-k} \]

\( S_t \) is the predicted value at frame \( t \), \( S_{t-k} \) and the past values of the pixel, and the \( a_k \) are the prediction coefficients. The filter uses \( p \) past values to make its prediction. The expected squared error \( E[e_t^2] \), is

\[ E[e_t^2] = E[S_t^2] + \sum_{k=1}^{p} a_k E[S_t S_{t-k}] \]

The values of \( a_k \) are computed from the sample covariance values of the \( S_n \). The author in [10] uses the past 50 values of \( S_n \) to compute \( p = 30 \) prediction coefficients. The difference between the predicted value and the true value is computed as the amount of change at that pixel for a new image. Pixels with a difference greater than a predefined threshold, \( 4\sqrt{E[e_t^2]} \), are considered foreground.
The algorithm has a region level processing mechanism which fills in areas of change having a flat color. In these situations, sequential frames register change at the leading and trailing edge of the area. The red areas in figure 2.2 (a) displays the change detected between frames t-2 and t-1 for a homogeneously valued disk translating to the right. The blue region of figure 2.2 (b) displays the change detected between frames t-1 and t for the same homogeneously valued region. The intersection of these two change detections results in the purple area of figure 2.2 (c). For each 4-connected region of change (such as the purple regions in figure 2.2 (c)), a color histogram is created using the original image at time t-1. These change regions are then used as seeds to grow back the areas of similar color in the original image at time t-1.

Figure 2.2: A shortcoming of sequential difference of frames for areas of homologous color or intensity. (a) A disk of homologous color moves to the right. Sequential difference of the disk at times t-2 and t-1 only register change on the leading and trailing edge of the disk at time. (b) The same occurs between time t-1 and t. (c) The only area certain to be change at time t-1 is the intersection of (a) and (b) resulting in the purple areas.
A high level approach is also taken with this algorithm. Two separate models are maintained to handle drastically conditions of lights being on or off. Both models are used for background subtraction when a new image is present. The model that produces the least amount of foreground is chosen as the winner and is updated accordingly. While this algorithm addresses more problems than most, it still suffers from shadows, specular highlights, the specific heuristics used to detect major scene illumination changes and correct for them, and as in all background-modeling procedures, correction from a corrupt current knowledge source is very difficult.

2.1.7. Disparity for Background Modeling

All of the algorithms described up to this point are based on simple image space features such as color, intensity and texture from a single camera. None of these proposed background modeling approaches can handle the large number of complex and dynamic factors in a scene, given such simple image space features. The most notable shortcomings of these models are changes in synthetic lighting from lamps or overhead fixtures. None of these approaches can handle these dramatic light changes, while accurately tracking proper foreground change. They can update the model over several frames, but that requires some time and can be inaccurate when a person is present in the scene during a dramatic lighting change. The heuristics used to develop these algorithms makes them less robust in real world situations.
As proposed in [6], pixel depth is a more robust feature for background modeling and foreground segmentation. Though the lighting may change over time, at any given moment, the lighting is approximately the same between the two images of the stereo pair. Pixel matching between these images returns a disparity, which is converted to the distance of objects to each pixel from the camera. Using these distance values, a background model can be built. Any significant change in the background, now in terms of depth, represents a change in the scene.

Another strength of the depth feature is its robustness to shadows. Because shadows are a product of lighting change, i.e. the object is still in the same physical position, they are handled implicitly by this feature. Comparatively, algorithms relying on simple color, intensity, and texture image space features must include a separate system for shadow removal. To date, no shadow removal algorithm has performed sufficiently in a large range of complex and dynamic situations. They either remove too much or too little of the foreground region.

Several researchers have continued the use of depth for change detection [14,15,16,17]. This work has furthered the progress of change detection research, but contains many of the shortcomings of previous models. These approaches mainly apply depth information to previously created algorithms and make subtle extensions. None of them work well enough in real-world situations. The papers associated with these algorithms only demonstrate success with benign scenes having little or no background objects.
It should be noted that there are problems with the depth-based approaches. Most notable are reflections from mirrors and specular reflections of light. These types of problems are viewpoint dependent and therefore return depth values greater than the proper distance. Also, depending on the feature used in computing image correspondence, there can be problems with a large area of a single flat color or repeated textured regions. However, when compared to the progress made in the area of background modeling, greater progress has been made in the area of stereo image correspondence [18]. As this work empirically demonstrates, even in light of these problems, this general approach is far superior as it relates to the modeling and segmenting humans from a scene.

2.2. World Space Algorithms

Image space refers to a two-dimensional plane in which raster images and their intensities or color information reside. World space refers to a three-dimensional space in which quantities are now represented by volume elements, voxels. The pixel level intensity and color information do not portray the complex information in a three dimensional scene. The modeling of world space values has a larger resource requirement with relation to computation and memory footprint versus image space modeling, but contains a greater degree of rich object information, and leads to more robust modeling of scenes. Multiple three-space systems are described in the section to familiarize the reader with current work in this research area.
It should be noted that the two systems described in the following sections are only similar to the system proposed in this dissertation and not directly related. Neither system segments the entire human from the scene as is done in our system. Therefore, there is no direct way to compare the outputs of these two systems to the one proposed in this dissertation. The description of these systems is provided simply to familiarize the reader with the state-of-the-art in the field and show alternate paths taken by other researchers.

2.2.1. People Detection and Tracking Using Stereo Vision and Color

For three-dimensional identification and tracking of humans, [19] begins by using stereovision to create a disparity map of the scene. The authors then determine the three-dimensional position corresponding to each pixel in the scene and those points are projected onto a horizontal ground plane. The horizontal plane is quantized and each cell is assigned the maximum height from the set of points projected onto the plane at that cell. To remove noise, the median height value over a series of frames is used at each time step.

More specifically, each pixel in the disparity map is first transformed into three-dimensional camera space using the disparity, $d$, the baseline between the cameras, $b$, and the pixel location $(u, v)$ in the image.

$$Z_{cam} = \frac{fb}{d}$$
Knowing the position and orientation of the camera, the camera space vectors are then transformed into world space using a 4x4 linear transformation matrix $T$.

$$\mathbf{p}_w = T \mathbf{p}_{\text{cam}}$$

$$\mathbf{p}_w^i = (X_{w}^{i}, Y_{w}^{i}, Z_{w}^{i}, 1)$$

Each point in world space is then projected to the horizontal plane of $x$ and $y$,

$$x^{i} = (X_{w}^{i}/\delta), \quad y^{i} = (Y_{w}^{i}/\delta),$$

where $\delta$ is the width of each cell, 1 cm, on the horizontal plane. The sets of all points on the horizontal plane are made up as

$$P_{(x,y)} = \{i | x^{i} = x \land y^{i} = y \land Z_{w}^{i} \in [h_{\text{min}}, \ h_{\text{max}}]\},$$

where $[h_{\text{min}}, \ h_{\text{max}}]$ is a height range in which all points must reside. This range removes points that are either too high or too low to be of importance to the segmentation problem.

An instantaneous height map is then built for the scene for each input image at time $t$, 

$$X_{\text{cam}} = \frac{uZ_{\text{cam}}}{f}$$

$$Y_{\text{cam}} = \frac{vZ_{\text{cam}}}{f}$$
A more robust height map is then built using the median of the previous 13 instantaneous height maps,

\[ H_{(x,y)}^t = \begin{cases} \max(Z^i | j \in P_{(x,y)}) & \text{if } P_{(x,y)} \neq \emptyset \\ h_{min} & \text{if } P_{(x,y)} = \emptyset \end{cases} \]

where \( \Delta t \) is 400 ms.

Given a height map \( \hat{H} \), a map signifying change in the horizontal plane can be determined. Denote

\[ F_{(x,y)} = \{ i | i \in P_{(x,y)} \land Z^i > \hat{H}_{(x,y)} \} \]

as the density map.

This density map must be normalized by the amount of surface that it represents in the real scene.

\[ O_{(x,y)} = \sum_{j \in F_{(x,y)}} \frac{(Z^j_{cam})^2}{f^2} \]

Human detection is now the procedure of finding an object, the visible point cloud, in the density map and verifying that it is a human. The paper goes on to describe a face detection algorithm and a Kalman filter used for tracking. Neither is relevant to this dissertation.

The problems with this approach include:
• The overly simple fashion in which a height map is assumed, built, updated, and used for segmentation. However, it does represent a more significant approach to the detection of humans over any of the prior mentioned background model approaches.

• No sufficient general object segmentation procedure is proposed, only point clouds are used. When real-world objects are merged, such as the human sitting on the couch, there is no attempt to identify which set of points belongs to which objects.

• No adequate tracking procedures are proposed.

• Experiments used benign scenes with unchanging background.

2.2.2. Human Head Tracking in Three Dimensional Voxel Space

In [20], multiple stereovision camera pairs are used and the visible volume of the object is identified. For each camera, every voxel is assigned a label as “inside”, “outside”, or “surface”. In addition, “surface” voxels are assigned an RGB color value. The type of voxel is determined by

\[
L^{cn}(V_i,j,k) = \begin{cases} 
  Outside & D_1 < D_2 + th \\
  Inside   & D_1 < D_2 + th \\
  Surface  & |D_1 - D_2| < th 
\end{cases}
\]

where \(th\) is a constant defined by the user, \(D_1\) is the distance of the voxel to the camera, along its respective pixel ray, and \(D_2\) is the respective computed depth value for that
ray. The voxel assignments of four unique cameras, thus two stereovision pairs, are merged using

\[ L(V_{i,j,k}) = \text{LookUpTable}(L^C_A, L^C_B) \]

The look up table is shown in table 3.1.

Table 2.1: The lookup table used to combine multiple camera descriptions of a single voxel.

<table>
<thead>
<tr>
<th>( L^C_{i,j,k} )</th>
<th>( L^C_A )</th>
<th>( L^C_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outside</td>
<td>Outside</td>
<td>Outside</td>
</tr>
<tr>
<td>Outside</td>
<td>Surface</td>
<td>Surface</td>
</tr>
<tr>
<td>Inside</td>
<td>Outside</td>
<td>Surface</td>
</tr>
</tbody>
</table>

After the stereo representations are merged, surface voxels are assigned an RGB value. Because multiple cameras may view the same surface voxel, the camera representing the shortest distance to the voxel is used for color assignment. The voxel is projected into screen space of the winning camera, and the median RGB value in that image is assigned to the voxel.

The paper then describes the tracking of a human head as a 6x6x6 set of voxels input to a particle filtering algorithm. The experiment section showed that the system was able to track the head of a person for over 1000 frames at 5 frames per second.

The problems with this approach include:
- Head detection is not described.
- Only the head of the person is tracked. Whole body segmentation would be more useful for higher level processes.
- Experiments used benign vacant scenes with unchanging background.

2.3. 3-D Segmentation

Researchers in several fields have developed algorithms to perform segmentation in three-dimensions. Most notable are those that come from computation intelligence, pattern recognition and computer graphics. Though the algorithms developed in these fields cannot be directly applied to the problems in this dissertation, aspects of each were implemented in parts of the system defined herein.

2.3.1. Computational Intelligence and Pattern Recognition

Within the fields of Computational Intelligence and Pattern Recognition, the three-dimensional segmentation problem can be cast as an instance of clustering. The main goal of clustering algorithms is to organize unlabeled input data into groups whose members are similar in some way. A large number of clustering algorithms have been developed to date [21,22,23]. Unfortunately, most of these algorithms require the number of clusters to be known ahead of time, something not practical to assume for the reliable segmentation of a voxel world. Cluster validity involves varying the number
of clusters and measuring a specific type of quality, generally based on how compact and well separated clusters are. However interpretation of the cluster validity results is not something easily automated and can be subject to interpretation, [24, 25, 26]. Additionally, cluster tendency algorithms exist, where tendency is the process of determining whether clusters are present in a data set [27]. Algorithms, such as VAT, depend on the cluster profile, primarily compact and well separated clusters, require a human to interpret, and are also subject to various interpretations. CLODD is an algorithm for visual interpretation and clustering from of VAT image [28].

Neural Gas (NG) is a more recent algorithm of note that differs greatly from classical clustering algorithms. Data is clustered in the original space using a small number of fixed nodes. Nodes in NG are similar to codebook nodes in a Self Organizing Feature Map (SOFM), [29]. However, unlike an SOFM, the topological structure of the nodes is a general graph not a rigid two dimensional lattice. Nodes are incrementally updated towards denser regions and the topological graph connections are updated based on nearest neighbors to data points and hence on “mutual excitation”, a Hebb’s rule approach [30]. This algorithm has the advantage of not requiring the number of clusters as input.

Both CLODD and NG represent unsupervised ways to acquire the number of clusters in a data set. However, given the structure of a three-dimensional world created using back-projection, problems exist. Specifically, back-projection error, such as the extended volume of objects in the non-visible areas, tend to connect real world objects, e.g. a
couch and an end table. Additionally, correspondence errors and back-projection result in noise throughout the voxel space.

Also, clustering algorithms are also usually susceptible to outlier data points. Outliers that are equidistant to two clusters often create an unwanted connection between the clusters.

Lastly, objects take on many different shapes that cannot be modeled. Therefore, the compactness, separability, and structure, and hence, what models and measures are needed for measuring similarity to an object, are not the standard set used for clustering. More knowledge and specific procedures for segmentation via clustering for this domain are required than exhibited in current existing techniques.

Another field of research, Model-Based Vision, uses computer generated 3D models to recognize segments in the scene, [31,32,33]. These recognition models are exceptionally expensive for recognition and have become less popular in recent years. More important to this dissertation, this type of recognition is not useful for segmenting background objects. The main reason for this is because a model is needed for each type of object in the scene. Because this dissertation is to be used in an assisted living community, the number of possible couches and chairs is too large to be used.
2.3.2. Computer Graphics

The field of Computer Graphics provides the most directly relevant algorithms for the task of segmentation required for this dissertation. Research involving the use of multiple cameras [34], range finders [35] and disparity from stereo [36] have returned highly resolved three-dimensional models, both solid and visual hull representations. Applications of these systems range from the educational display of artifacts in museums [37] to model and character design in movies and video games. The main shortcoming of the majority of these algorithms is that they were developed to create a model of a single object, while the process for this dissertation multiple objects must be identified and modeled concurrently.
3. THREE-SPACE OPERATIONS

To familiarize the reader with the work proposed here, a set of procedures must be made clear. First, the problems related to stereovision are discussed. This includes the problems of correspondence and occlusion.

This chapter also describes the quantization of three-dimensional space into voxel space. Quantizing the space simplifies the projection of two-dimensional screen space coordinates into three dimensions and the segmentation of objects in that space. The projection of two-dimensional silhouettes into voxel space will also be described with and without the use of depth information.

Lastly, this chapter describes the current state of the system. This consists of the camera settings and placements, three-dimensional registration of camera coordinates as well as the modeling in voxel space.

3.1. Stereo Vision

Generally speaking, low level stereo vision correspondence approaches are categorized as local or global. Local algorithms take a single referent pixel in one image and match it against pixels in the corresponding row of the other image [38,39]. The pixel that most resembles the referent pixel is considered the matching pixel. These algorithms are rather inexpensive and can therefore be run in real-time. A drawback to local
algorithms is that they often return non-unique, incorrect matches due to the use of only local information.

In contrast, global algorithms begin with local matching information for all pixels across one or more rows to determine a unique and more accurate overall correspondence [40,41]. The downside is a dramatic increase in computational complexity compared to local algorithms. For this reason, the system described in this dissertation uses a local algorithm, though a global algorithm could certainly be used in the future given significantly increased computational power or a more efficient algorithm. The reason for desiring speed is the need for real-time systems for abnormal event detection such as falls.

3.1.1. Image Rectification

Disparity, the amount of parallax for a given point in image space between stereo images, is computed for a given pixel in an image by matching that pixel to its corresponding pixel in the other image. Matching a given pixel in one image to that in the other image is performed by finding the most similar pixel in the other image within the same row. Though the stereo images are taken side-by-side, due to lensing effects and small inaccuracies in the stereo rigging, the rows of pixels in each image do not correspond perfectly. The images are therefore rectified using Epipolar rectification [42]. This rectification ensures that the rows of each image correspond, as shown in figure 3.1. For this system the development kit designed for the Bumblebee2 cameras
developed by Point Grey is used to rectify the incoming images [43], but there is also a free Matlab package developed by the California Technical University [44] to perform the tasks of lensing calibration and image rectification.

Figure 3.1: Left and right images in a stereo pair is shown in the top row. The bottom images show the epipolar rectified images.

3.1.2. Correspondence

After image rectification, matching can be performed between the images in the rectified space. There has been a considerable amount of research performed on producing disparity maps from local features [18]. Most algorithms perform
convolution using a Laplacian of Gaussian kernel $[45,46]$ over the input image and then match patches of pixels between the two images. The Laplacian of Gaussian convolution removes noise while enhancing changes in intensity such as edges. Because the output of this convolution is based on relative difference of intensity values, as opposed to absolute intensity values, matching is resistant to lighting differences between cameras. This property is helpful for a stereo setup that uses automatic color adjustment, because intensities might differ slightly between the stereo camera images.

First, the Laplacian of Gaussian convolution filter is pre-computed over the entire image. A descriptor is then built for each pixel location using a surrounding window of values, which is length $W$ on each side. Therefore, a descriptor of size $W^2$ is created for each pixel in each image. The variable $W$ is set to 11 here and therefore results in a descriptor of length 121.

Each pixel is compared to pixels in the corresponding row of the other image. But only a small range of these pixels, $R$, needs to be tested for matching. The size of this range of pixels is related to the range of depth desired for recognition. We experimentally picked $R=40$. As well, a number of pixels, $S$, are ignored before the first pixel match ($S = 5$ here). For our stereo setup, this results in a recognition depth range of roughly 1 to 10 meters from the cameras. A change in $R$ would affect the near end of the depth range, while a change in $S$ would affect the far depth range. Figure 3.2 graphically demonstrates these variables.
Figure 3.2: Only a fraction of pixels along a scan line need to be tested for stereo matching between two images. The value of $S$ represents the number of pixels to skip before performing matching. The value of $R$ signifies the number of pixels along the scan line to be matched. Smaller values of $S$ extend the far end of the viewing range with a theoretical maximum of infinity at $S=0$. Larger values of $R$ bring the near end of the viewing range closer to the cameras. (a) The right image in a stereo pair. The red area is the pixel to be matched. (b) The left image in a stereo pair. Using the values of $S$ and $R$, the descriptors for a set of pixels in blue are matched against those of the red pixel in (a).
Each pixel is then compared to its R related pixels in the other image. Matching similarity is computed as the sum of the absolute difference of the pixels’ feature vectors. This results in a vector of R values for the matching pixel. The proper disparity match occurs at the index with the smallest difference. Figure 3.3 displays an output disparity map.

Figure 3.3: Disparity map output. (a) The right image in a stereo pair. (b) The output disparity map. The black area at the top is due to incorrect matches from the flat white area in the original image. The far left area has significant mismatches due to repeating patterns of blocks on the wall.

The large majority of pixels in the resulting disparity image are derived from proper matching between the images. However, some pixels will not match properly due to occlusion, repeating patterns, or areas of no texture and uniform color. If two separate disparity maps are built, one representing the matching of pixels in the left image to
those in the right and the other being the matches of right to left, pixels can be tested for correspondence from left-to-right and right-to-left. Pixels that do not have corresponding matches between the images are marked as improper matches. Figure 3.4 shows the output of this correspondence check, where improper matches are displayed as white. Figure 3.5 shows the output after further checks such as texture and surface similarity [43]. Note that many of the pixels marked this way correspond to areas on the walls and floor of the room.

Figure 3.4: Left-to-right and right-to-left image matching is performed. Pixels having conflicting disparity are marked as white in the disparity image.
The approach defined to this point would result in only R levels of disparity over a range of 1 to 10 meters from the camera. This level of resolution is not adequate for the applications of scene modeling. The Point Grey stereo system therefore has the optional capability of producing a sub-pixel resolution in disparity through post processing. A Point Grey white paper [47] claims “stereo matches within 1/200th of a pixel.” Therefore, sub-pixel disparity applies to matching a specific pixel in the right image to a specific location in the left image up to a resolution of 1/200th of a pixel. Unfortunately, Point Grey does not allow access to their code or describe the method used for sub-pixel disparity.

Figure 3.5: Further matching checks, performed by Point Grey [43], using texture and surface values can be performed to identify more pixels in white that are unreliable matches.
Before acquiring the Point Grey stereo vision package, I developed a stereo vision program which implemented a sub-pixel procedure. As described earlier, the matching of a given pixel results in a vector of length R, where each value represents the distance to a pixel in the opposing image. A parabola is constructed from the minimum index value and its two neighboring index values using a Taylor series expansion. The minimum of this parabola represents the true disparity of this pixel.

The finite differences at x are computed as

\[ f'_{\text{forward}}(x) = f(x + 1) - f(x), \]
\[ f'_{\text{backward}}(x) = f(x) - f(x - 1). \]

Both are used together to calculate the central difference,

\[ f'(x) = \frac{f'_{\text{forward}}(x) + f'_{\text{backward}}(x)}{2}, \]
\[ f''(x) = \frac{f(x + 1) - f(x - 1)}{2}. \]

The second derivative of f is also computed using finite differencing,

\[ f''(x) = f'_{\text{forward}}(x) - f'_{\text{backward}}(x), \]
\[ f''(x) = f(x + 1) - 2f(x) + f(x - 1). \]

The parabola is approximated using a second order Taylor series expansion,

\[ g(x) = f(a) + f'(a)(x - a) + \frac{f''(a)}{2}(x - a)^2. \]
The derivate of $g(x)$ is then taken with respect to $x$,

\[ g'(x) = f'(a) + f''(a)(x - a). \]

The parabola is minimum when the derivative is equal to zero,

\[ g'(x) = 0, \]

\[ 0 = f'(a) + f''(a)(x - a). \]

The exact location of the minimum is

\[ x = \frac{-f'(a)}{f''(a)} + a, \]

\[ x = \frac{f(a-1)-f(a+1)}{2(f(a+1)+f(a-1))} + a. \]

The Point Grey software returns disparity values as a 16 bit number. It is likely that the software performs a sub-pixel function similar to that above and then stores the resulting disparity as 8 bits and the sub-pixel disparity as 8 bits. This would roughly correspond to their claim of a resolution of $1/200^{th}$ of a pixel disparity.

3.1.3. Disparity to Depth Transformation

The disparity values are not directly helpful for the tasks in this system. Disparities must be transformed into three dimensional coordinates with relation to the camera. The three values are related to the screen space coordinates and disparity values, $\delta$, as well
as intrinsic parameters of the camera such as focal length, \( f \), and baseline between cameras, \( B \).

\[
(c_x, c_y) = \text{Center pixel location.}
\]

\[
(n, m) = \text{Image space pixel location.}
\]

\[
u = c_x - n
\]

\[
v = c_y - m
\]

\[
Z = \frac{fB}{\delta}
\]

\[
X = \frac{uZ}{f}
\]

\[
Y = \frac{vZ}{f}
\]

The distance, \( d \), from the camera is therefore,

\[
d = \sqrt{X^2 + Y^2 + Z^2}
\]

Figure 3.6 displays the conversion of the disparity map in figure 3.4 to a depth map with sub-pixel disparity.
Figure 3.6: The depth map built using the disparity map in figure 3.4. Greater intensity represents greater distance from the camera. Sub-pixel disparity is used to create more accurate resolution in depth.

3.2. Voxel Space Camera Calibration

Before we can process any data, calibration must be performed to determine the world space coordinates and orientations for all cameras. Camera $c$, $1 \leq c \leq C$, at time $t$, $0 \leq t \leq T$, is located at position $\vec{p}_c$. An image, $I_{c,t}$, is a two dimensional collection, $N \times M$, of picture elements (pixels). A pixel’s value is generally a discrete number indicating some characteristic of a volume of the scene, generally collected using a CCD-based sensor and light in the visible part of the electromagnetic spectrum. Images can also represent other phenomenon, such as the already discussed disparity or depth, which may or may not be intended for human visualization. More generally, pixels are grayscale (monochromatic) values, $\tilde{I}_{c,t}(n,m) \in [0,1]$ or $\tilde{I}_{c,t}(n,m) \in \{0,255\}$, where
0 ≤ n < N and 0 ≤ m < M, or any n-tuple, e.g. a multiple channel color space such as red, green, and blue (RGB), \( \tilde{I}_{c,t}(n,m) = \langle r, g, b \rangle^T \), YCbCr, HSV, CIELab, or any other space in which luma and chroma are separated [48].

In addition to camera/image space, there is world space; a three-dimensional space in which members are volume elements (voxels). Voxels are non-overlapping cubes that discretize a volume, similar to how pixels discretize an image. Voxels are specified according to their center location, \( \tilde{v}_{(i,j,k)} \), and axis \textit{widths}, \( \{\omega_1, \omega_2, \omega_3\} \). Generally, the \textit{widths} are the same for all dimensions, i.e. \( \omega_1 = \omega_2 = \omega_3 \). The voxel \( \tilde{v}_{(i,j,k)} \) is associated with a \{0,1\} number indicating inclusion/exclusion of the element in a particular set (e.g. a three-dimensional object representing the human), a \{0,1\} value indicating its probability (i.e. frequency of occurrence) or fuzzy membership (i.e. membership degree), or any n-tuple (e.g. its color according to its back-projection to a camera image plane). An environment, \( E \), is first converted to a voxel representation,

\[
E = \{\tilde{v}_{(i,j,k)} | i \in \{x_{\min}, x_{\min} + \omega_1, x_{\min} + 2\omega_1, ..., x_{\max}\}, j \in \{y_{\min}, y_{\min} + \omega_2, y_{\min} + 2\omega_2, ..., y_{\max}\}, k \in \{z_{\min}, z_{\min} + \omega_3, z_{\min} + 2\omega_3, ..., z_{\max}\}, and i,j,k \in \mathbb{Z}\},
\]

where the minimum (min) and maximum (max) variables indicate the extreme bounds of the axes of \( E \).

The goal of calibration is to have a list of voxels for each pixel representing the voxels visible to that pixel. These lists can only be built after each stereo pair’s location and orientation is known within the scene, and the view volume of each pixel in those cameras is determined.
For each camera pair in the scene, a set of size $NM$, of unit length vectors is calculated,

$$\bar{R}_c = \{<x, y, z>^T_{(0,0)}, ..., <x, y, z>^T_{(N-1,M-1)}\},$$

where $\bar{R}_{c, (n,m)}$ is the view ray vector for pixel $(n, m)$. For stereo vision, at each location there are two cameras, the left and right cameras. For each stereo vision pair, both cameras are used to calculate disparity and depth, however only the right camera is subsequently used in voxel operations. In this work, at least two stereo pairs are required and are labeled $c_1$ and $c_2$ (i.e. the two right cameras). Initially, $\bar{R}_{c, (n,m)}$ is specified in a coordinate system local to camera $c$. To use the camera view vectors with voxels, all calculations must be performed in world space coordinates. Therefore, the majority of work related to calibration is in transforming the cameras’ spaces to world space.

In [49] a method is described using singular value decomposition (SVD) to calculate a transformation matrix $M$ through minimization of the resulting error in the approximated three space locations between the cameras. Suppose you have two 3D sets $\{\tilde{p}_i\}: i = 1, 2, ..., N$ (here $\tilde{p}_{1i}$ and $\tilde{p}_{2i}$ are considered $3 \times 1$ column matrices). The two data sets $\tilde{p}_1$ and $\tilde{p}_2$, collected from two unique coordinate systems, are related by

$$\tilde{p}_{1i} = R\tilde{p}_{2i} + \tilde{r} + \tilde{N}_i$$

where $R$ is a $3 \times 3$ rotation matrix, $\tilde{r}$ is a translation vector ($3 \times 1$ column matrix), and $\tilde{N}_i$ is a noise vector. We want to find the $R$ and $\tilde{r}$ that minimize the sum of squared error
The two datasets must first be translated so that their means are at the origin.

\[ \bar{p}_1 = \frac{1}{N} \sum_{i=1}^{N} \bar{p}_{1i} \]

\[ \bar{p}_2 = \frac{1}{N} \sum_{i=1}^{N} \bar{p}_{2i} \]

\[ \bar{q}_{1i} = \bar{p}_{1i} - \bar{p}_1' \]

\[ \bar{q}_{2i} = \bar{p}_{2i} - \bar{p}_2' \]

Error minimization then becomes

\[ \Sigma^2 = \sum_{i=1}^{N} \| \bar{q}_{1i} - R \bar{q}_{2i} \|^2 \]

\[ = \sum_{i=1}^{N} (\bar{q}_{1i} - R \bar{q}_{2i})^T (\bar{q}_{1i} - R \bar{q}_{2i}) \]

\[ = \sum_{i=1}^{N} \bar{q}_{1i}^T \bar{q}_{1i} + \bar{q}_{2i}^T R^T R \bar{q}_{2i} - \bar{q}_{1i}^T R \bar{q}_{2i} - \bar{q}_{2i}^T R^T \bar{q}_{1i} \]

\[ = \sum_{i=1}^{N} \bar{q}_{1i}^T \bar{q}_{1i} + \bar{q}_{2i}^T \bar{q}_{2i} - 2 \bar{q}_{1i}^T R \bar{q}_{2i} \]
Therefore, minimizing $\Sigma^2$ is equivalent to maximizing

$$F = \sum_{i=1}^{N} \tilde{q}_{1i}^t R \tilde{q}_{2i}$$

$$= \text{Trace} \left( \sum_{i=1}^{N} R \tilde{q}_{2i} \tilde{q}_{1i}^t \right) = \text{Trace}(RH)$$

where the $3 \times 3$ matrix $H$ is

$$H = \sum_{i=1}^{N} \tilde{q}_{2i} \tilde{q}_{1i}^t.$$ 

**Lemma:** For any positive definite matrix $A B$, and any orthonormal matrix $C$,

$$\text{Trace}(A B) \geq \text{Trace}(C A B)$$

**Proof of Lemma:** Let $a_i$ be the $i$th column of $A$ and $b_i$ be the $i$th column of $B$. Then

$$\text{Trace}(C A B) = \text{Trace}(B C A)$$

$$= \sum_i b_i^t (C a_i).$$

By the Schwartz inequality,

$$b_i^t (C a_i) \leq \sqrt{(b_i^t a_i)(b_i^t C^t C a_i)} = b_i^t a_i.$$ 

Hence,

$$\text{Trace}(C A B) \leq \sum_i b_i^t a_i = \text{Trace}(A B).$$
Let the singular value decomposition of $H$ be:

$$H = U\Lambda V^t$$

where $U$ and $V$ are 3 x 3 orthonormal matrices, and $\Lambda$ is a 3 x 3 diagonal matrix with nonnegative elements. Now let

$$X = VU^t$$

which is orthonormal.

We have

$$XH = VU^t U\Lambda V^t$$

$$= V\Lambda V^t$$

which is symmetrical and positive definite. Therefore, from Lemma, for any 3 x 3 orthonormal matrix $C$,

$$Trace(XX) \geq Trace(CXH)$$

Thus, among all 3 x 3 orthonormal matrices, $X$ maximizes $F$. If $det(X) = 1$, $X$ is a rotation matrix.

As previously stated, singular value decomposition of $H$ returns

$$H = U\Lambda V^t.$$
algebraically after $V$ has been calculated. Because the $V$ matrix represents an orthonormal basis,

$$V^{-1} = V^t.$$  

Therefore,

$$U = HV\Lambda^{-1}.$$  

Also, because $\Lambda$ is a diagonal matrix, computing the inverse is trivial. Each value along the diagonal is the reciprocal of the value at that index.

$$\Lambda^{-1} = \begin{bmatrix} \frac{1}{\Lambda_{(1,1)}} & 0 & 0 \\ 0 & \frac{1}{\Lambda_{(2,2)}} & 0 \\ 0 & 0 & \frac{1}{\Lambda_{(3,3)}} \end{bmatrix}.$$  

The rotation matrix is then computed as

$$R = VU^t.$$  

Now the translation is found by

$$\vec{t} = \vec{p}_1' - R\vec{p}_2'.$$  

It was later noted in [50] that if the data sets $p_1$ and $p_2$ are severely corrupted, the rotation matrix gives a reflection, $\det(R) = -1$, instead of a rigid rotation. Umeyama, [50], proposes the rotation matrix to be computed as

$$R = VSU^t,$$
where $S$ is must be chosen as

$$
S = \begin{cases} 
1 & \text{if } \det(U) \det(V) = 1 \\
\text{diag}(1,1,-1) & \text{if } \det(U) \det(V) = -1
\end{cases}.
$$

The matrix $R$ is then always guaranteed to be a rigid rotation.

The rotation matrix and translation vector can be combined to create a $4 \times 4$ transformation matrix $M$. The upper $3 \times 3$ of the matrix is set to the rotation matrix $R$ while the upper three values in the last column are set to the translation vector $\tilde{\Gamma}$. The lower row is set to zero except for the last index which is set to 1. The matrix looks like

$$
M = \begin{bmatrix}
R_{(1,1)} & R_{(1,2)} & R_{(1,3)} & \Gamma_{(1)} \\
R_{(2,1)} & R_{(2,2)} & R_{(2,3)} & \Gamma_{(2)} \\
R_{(3,1)} & R_{(3,2)} & R_{(3,3)} & \Gamma_{(3)} \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$

To use this matrix, three dimensional view vectors must be homogenized by adding a one in the fourth index of the vector.

A $4 \times 4$ orthonormal transformation matrix, $M_1$, is constructed to transform $c_2$ to the coordinate system consistent with camera $c_1$. To achieve this, a unique calibration object is moved throughout the scene, where the exact location of the object over time is not known. Next, the object is located in image space and its camera space location is determined at each frame using the resulting depth from stereo vision and the view vector from each camera. This results in the two datasets $p_1$ and $p_2$ used for the SVD method previously described.
Finally, another 4x4 transformation matrix, $M_2$, is calculated by using known locations in world space, (it’s easiest to use 9 locations on the floor), and the same SVD procedure as in computing $M_1$. Camera view rays can thus be transformed into world space for $c_1$ using $M_2$ and camera $c_2$ using $M_2M_1$.

Now that the camera view ray vectors are given in terms of a global coordinate system, per-camera per-pixel voxel intersect lists are built, $L_{c,(n,m)}$. For a stereo vision pair, $L_{c,(n,m)}$ is only built for the right camera. For each pixel, a view volume is constructed and used to build the lists. Whether or not a voxel belongs to a given pixel’s subset is determined by a series of inside-outside tests. The view volume of a single pixel has the shape of a pyramid, figure 3.7 (a). The four sides of this pyramid make up the decision planes for the inside-outside test, also shown in figure 3.7 (b).

![Figure 3.7: (a) A single pixel's viewing volume as a pyramid in three-dimensional space. (b) The four decision planes that make up the sides of the viewing volume of a pixel.](image)
If the simplification of representing each voxel as a sphere instead of a cube is made, the inside-outside test is greatly simplified, while losing minimal accuracy. This is because testing for sphere intersection requires much less computation than box intersection. The center of each voxel, now represented as a sphere of radius \( r = 0.0433 \) meters for a voxel of size 5x5x5 cm, is tested against each decision plane of a single pixel. If the point resides inside all decision planes, then the voxel is put into the voxel list \( L_{c,(n,m)} \). But, the center of a sphere can reside outside a decision boundary and still intersect the view volume figure 3.8. Therefore, the sphere center can reside up to the radius of the sphere outside a decision boundary and still be added to the voxel list.

![Figure 3.8: An edge on view of a decision plane with an intersecting sphere. The sphere is centered outside the plane, but part of its volume is inside the decision boundary.](image)

The normals for all decision planes in the view volume pyramid for each pixel, \( \tilde{n}_{c,(n,m),q} \), are initially calculated in camera space and then transformed to world space using \( M_2 \).
for $c_1$ and $M_2M_1$ for $c_2$, where $q \in \{1,2,3,4\}$ is the decision plane index. Voxel list inclusion is determined by

$$E_c = \{ \vec{v}_{(i,j,k)} \in E | (\vec{v}_{(i,j,k)} - \vec{p}_c) \cdot \vec{n}_{c,(n,m),q} > -r \quad \forall q \in \{1,2,3,4\} \}.$$ 

Building the voxel lists for a single camera for a voxel resolution of 5x5x5 cm for a world of size 128x128x64 voxels takes approximately 1 to 2 minutes on current common hardware when an octree spatial partitioning of the environment is used [51]. This procedure only has to be computed once offline. Next, each voxel list is sorted according to the voxel distances from the camera.

Because the camera calibration is a cumbersome procedure, I have written a program to streamline the process. This program integrates the Point Grey stereo vision package to simplify stereo calibration and frame grabbing. The cameras must first be placed in their desired locations. The user then moves a target through the scene. The target is a blue square with a red dot in the center. This target is easy to find in a color image and returns reliable stereo depth values. After data collection the transformation matrix between the two camera coordinate systems is computed. Another data set is collected placing the target at unique locations in world space. The transformation matrix between camera 1 and the world is then computed. The cameras are queried for their pixel view vectors, they are transformed into world space and the voxel pixel lists are created.
3.3. Voxel Operations

Given the sorted voxel lists and a depth map, the three-dimensional representation of a scene can be built quickly online. There are two general approaches to modeling a scene using voxels, additive and subtractive. Additive modeling starts with an empty set (scene) and adds elements (voxels) to that set as they are found. Respectively, subtractive modeling starts initially with the full voxel space, and elements (voxels) not visible are removed. At time \( t \), for each pixel in each right camera, the depth value is used to identify its corresponding voxel in list \( L_{c,(n,m)} \). In the additive approach, the scene according to camera \( c \), \( E_{A,c} \), is the union of voxel subsets from \( L_{c,(n,m)} \), particularly all voxels located behind (i.e. greater) and including the current depth,

\[
E_{A,c} = \bigcup_{(n,m)} \{ \tilde{v}_{(i,j,k)} \in L_{c,(n,m)} | \| \tilde{v}_{(i,j,k)} - \tilde{p}_c \| \geq d_{(n,m)} \},
\]

where \( d_{(n,m)} \) is the current depth value for pixel \((n, m)\) at time \( t \) obtained from stereo vision. In contrast, \( E_{S,c} \) is calculated in a subtractive way by first computing the set \( E_{F,c} \), which is the union of all voxel subsets from \( L_{c,(n,m)} \) that have a depth value less than the current depth at pixel \((n, m)\),

\[
E_{F,c} = \bigcup_{(n,m)} \{ \tilde{v}_{(i,j,k)} \in L_{c,(n,m)} | \| \tilde{v}_{(i,j,k)} - \tilde{p}_c \| < d_{(n,m)} \}.
\]

Next, \( E_{S,c} \) is calculated as \( E - E_{F,c} \), where, \(-,\) is defined as,

\[
\Phi - \Omega = \{ \tilde{v}_{(i,j,k)} \in \Phi | \tilde{v}_{(i,j,k)} \notin \Omega \},
\]
where $\Phi$ and $\Omega$ are two voxel sets.

Because the subtractive method does not remove voxels outside of camera viewing frustums, large volumes can be incorrectly labeled as occupied. Therefore, we prefer to use the additive method, $E_{A,c}$, for this system.

Another frequently used set is the visible shell $E_{V,c}$. This set is the union of current depth intersected surface voxels from $L_{c,(n,m)}$,

$$E_{V,c} = \bigcup_{(n,m)} \{ \tilde{v}_{(i,j,k)} \in L_{c,(n,m)} \mid \| \tilde{v}_{(i,j,k)} - \tilde{p}_c \| = d_{(n,m)} \pm r \}.$$

In addition, the closest surface voxel for each pixel in camera $c$ according to a depth map is

$$E_{D,c,(n,m)} = \arg\min_{\tilde{v}_{(i,j,k)} \in L_{c,(n,m)}} (\| \tilde{v}_{(i,j,k)} - \tilde{p}_c \| - d_{(n,m)}).$$

The visible shell for all objects is

$$E_V = \bigcup_{c=1}^{C} E_{V,c}.$$

This process of back-projecting pixels based on depth results in at least two types of error. The first type of error, category 1, i.e. visible error, is located between the camera and the nearest object for each pixel. This error generally occurs due to errors in stereo correspondence. The next error type, category 2, is non-visible error, i.e. the volume incorrectly identified behind the actual objects. Category 2 error is the most
predominant error for a single stereo camera pair because it represents unknown volumes that are occluded by objects. The use of multiple stereo camera pairs allows for the refinement of the environment and minimization of these errors. Information fusion and voxel space refinement is performed by intersecting the representations of voxel environments from multiple cameras.

Because category 2 errors occur when voxels cannot be seen by either camera pair, the best chance of seeing all voxels in a scene is to set all cameras’ viewing directions as far apart as possible. With two stereo pairs, this means setting them 180 degrees apart, looking at each other, figure 3.8 (a). For three cameras it is best to set them 120 degree apart aiming at the center of the room, figure 3.8 (b). The angle between cameras should therefore be,

\[ \gamma = \frac{360}{C}. \]
Other set operations used in this dissertation include binary morphology, e.g. erosion, $\ominus$, dilation, $\oplus$, reconstruction, $\ominus$, union, $U$, and umbra, $\odot$ [52]. For example, the translation of a set of voxels $\Phi$ by $\bar{x}$ is

$$M_{\Phi,\bar{x}} = \{\bar{v}_{(i,j,k)} + \bar{x}|\bar{v}_{(i,j,k)} \in \Phi\}.$$  

The erosion, of $\Phi$ by a structuring kernel $K$, is

$$\Phi \ominus K = \{\bar{v}_{(i,j,k)} \in \Phi|\bar{v}_{(i,j,k)} - \bar{x} \in \Phi, \forall \bar{x} \in K\}.$$  

Erosion helps reduce noise and counterbalance some of the effect of category 2 error. The dilation of $\Phi$ by $K$ is
Reconstruction of $\Phi$ by $K_1$ and $K_2$ is defined by the algorithm

$$\Gamma = \Phi \ominus K_1$$

while TRUE

$$\Omega = \Gamma \ominus K_2$$

$$\Gamma = \{ \tilde{v}_{(i,j,k)} \in \Phi | \tilde{v}_{(i,j,k)} \in \Omega \}$$

If $\Omega == \Gamma$ Break

DONE

The reconstruction operation is used to remove random errors voxels that are due to incorrect stereo correspondence while keeping the proper segments representing real objects in the world. In our system, we have empirically selected a one step reconstruction (i.e. morphological opening), which is

$$\Phi \otimes K = \{ \tilde{v}_{(i,j,k)} \in \Phi | \tilde{v}_{(i,j,k)} \in (\Phi \ominus K) \ominus K \}.$$  

Lastly, the covering set, known as the Umbra, for a set $\Phi$ within voxel space $E$ is defined as

$$\ominus \Phi = \{ \tilde{v} \in E | \exists \tilde{g} \in \Phi \text{ where } g_k \geq v_k \},$$

where the $k^{th}$ index is the third vector component of $\tilde{v} \in E$ and $\tilde{g} \in \Phi$, i.e. the world up direction. To put it another way, all vertical columns in the space are treated
individually and all voxels below or equal to the highest occupied voxel in each column are turned on, all above the highest voxel are turned off.
4. SYSTEM COMPONENTS

This system is a collection of many smaller subsystems. Stereo vision and voxel scene representation are two methods that have been defined in previous sections. This section defines the three novel methods designed for this system. These subsystems include segmentation, human detection, and color description of the human used for tracking.

4.1. Segmentation

A scene is comprised of many large and salient objects such as chairs, couches, tables and people. An approach is needed to segment an ungrouped scene \( E_A = \cap_{c=1}^C E_{A,c} \) into individual objects. There are many algorithms for segmenting 2D images \([53,54,55]\) and 3D voxel spaces \([56,57,58]\). The majority of voxel space segmentation research has gone into algorithms assisting the segmentation of medical MRI data. All of these algorithms work on pixels or voxels that have a wide range of values and are therefore not directly applicable to this system. The voxel space in this system is binary and therefore does not require such complex segmentation algorithms.

To aid in object segmentation, we define the blanketed set, \( E_\Xi \), for a set of voxels \( E_A \) using the umbra of the visible shell \( E_V \)

\[
E_\Xi = \{ \tilde{v}_{(i,j,k)} \in E_A \mid \tilde{v}_{(i,j,k)} \in \bigcap E_V \}.
\]
Figure 4.1: A visual representation of the covering set $\odot E_A$ and blanketed set $E_\Sigma$ extracted from the intersected set $E_A$. (a) The intersected set $E_A$. (b) The covering set $\odot E_A$. (c) The blanketed set $E_\Sigma$.

This set is of particular value in downward camera viewing situations, such as monitoring elders in their homes. A visual representation of the blanketed set as well as the covering set and intersected set is shown in figure 4.1. Because category 2 (non-visible) error can have a drastic impact on later segmentation stages and the overall shape of an object, it is preferred to eliminate as much category 2 error as possible at
the risk of losing some of the actual object. Additionally, the visible shell of the
blanketed set is

\[ E_0 = E_Z \cap E_V. \]

Figure 4.2 illustrates \( E_A, E_0, \) and \( E_Z \) for a given stereo pair c.
Figure 4.2: (a) Raw image from the left camera of stereo pair one. (b) The visible shell of the human, $E_\Theta$, is shown in red as well as the intersection of all camera back-projections, $E_A$, in gray. (c) The blanketed set of the human is $E_\Sigma$.

A one step reconstruction is then performed on $E_\Sigma$ using a 3x3x3 kernel of ones, $K_M$,

$$E_R = E_\Sigma \otimes K_M.$$
In particular, this helps eliminate small islands of erroneous voxels. It also separates regions that are joined by only a thin connection of voxels.

Figure 4.3 shows the entire process. The intersection of the two stereo pairs is shown in figure 4.3 (c). Some erroneous voxels are visible at the top of the image, which result from incorrect stereo registration. Figure 4.3 (d) shows the blanketed set built using the umbra. Performing reconstruction on the blanketed set removes some thin volumes of erroneous voxels, figure 4.3 (e). The effects of reconstruction is most obvious on the far right side of image figures 4.3 (d) and (e). These coincide with small stereo registration errors behind the couch. Figure 4.3 (f) shows the objects that have volumes large enough to be considered salient objects for background modeling.

The three dimensional voxel space $E_R$ can then be segmented using a connected components algorithm with 6-connectivity. Each component represents a segmented object in the scene. Components having a volume less than $X$ voxels, (we empirically picked $X = 250$), are insignificant for purposes of this human tracking and are therefore rejected, resulting in $L$ voxel objects, $\{O_1, \ldots, O_l, \ldots, O_L\}$, figure 4.3 (f).
Figure 4.3: Segmentation of a scene using 2 stereo pairs into objects. Voxel representations are with respect to stereo pair one. (a) Original image from stereo pair one, right camera. (b) Original image from stereo pair two, right camera. (c) The original voxel scene $E_A$. (d) The blanketed set of the voxel scene, $E_Z$. (e) The reconstruction $E_R$ of $E_Z$. (f) The objects having less than 250 voxels are removed from $E_R$. 
Camera placement is specific to each unique environment. In our case, using two stereo pairs, the best results occur when the cameras are placed at opposite extremes of the room, near the ceiling, angled downward toward the center of the room as seen in figures 4.3 (a) and (b). This results in the greatest view volume and best coverage of subjects in the scene. This also returns better data for building the blanketed set and the shape of objects and people in the scene.

4.2. Human Detection

Since our goal is to analyze human activity, an algorithm is required to classify human and nonhuman segmented chunks in voxel space. One of the most salient features of the human body is the face. There are countless algorithms to find faces, [7,8,9], but the vast majority use image space features. For these algorithms to function properly, it is assumed that faces occupy a reasonably sized region of pixels in the image and most frequently are facing the camera. Neither of these properties is practical for the system developed in this dissertation. A human head detection algorithm is designed herein for voxel space using color, shape and height. None of these features are reliable enough to use alone, but the aggregation of these features is very robust.

Not all voxels can be assigned a color, only those in the visible shell of segmented objects. The set
contains the color tuples for all pixels for all cameras for which \( \tilde{v}_{(i,j,k)} \) is the first visible voxel. The color of \( \tilde{v}_{(i,j,k)} \), \( \tilde{\omega}_{(i,j,k)} \), according to the color set \( N_{(i,j,k)} \), is calculated as the median of the individual color components. Skin detection is then performed using the red and blue components of \( \tilde{\omega}_{(i,j,k)} \). Many articles exist for skin detection [59,60,61], but none are robust enough for such unconstrained environments. Skin appearance can vary greatly in an unconstrained environment, for example with respect to florescent, incandescent, or other typical household illumination sources such as a television which emits many different colors of light at a rapid rate. Skin voxels are therefore recognized as,

\[
E_{\Omega} = \left\{ \tilde{v}_{(i,j,k)} \in \bigcup_{l=1}^{L} \left( E_{\theta} \cap E_{O_l} \right) \mid \tilde{\omega}_{(i,j,k),R} > \left( 1.3 \tilde{\omega}_{(i,j,k),B} + .07 \right) and \tilde{\omega}_{(i,j,k),B} < \left( 1.7 \tilde{\omega}_{(i,j,k),B} + .07 \right) \right\},
\]

where \( \tilde{\omega}_{(i,j,k),R} \) and \( \tilde{\omega}_{(i,j,k),B} \) are the red and blue channels for voxel at index \((i, j, k)\) and the constants were chosen experimentally. Because these constants were chosen for data including a wide range of illumination possibilities, their use allows this system to accurately classify skin for future test possibilities. Figure 4.4 displays the result of skin detection in a typical scene.
Figure 4.4: Skin detection in voxel space. (a) The right image of the stereo pair. (b) Pixels labeled as skin. (c) The corresponding skin voxels.

Labeling skin over such a wide range of values leads to a large amount of false positives, shown in figures 4.4 (b) and (c). The false positives from this weak classifier are generally eliminated when used in combination with human head shape detection. The shape of the head is quite unique with relation to all objects in a living space, especially the top of the head. Therefore, the second feature is head shape, or more specifically the top of the head, in voxel space. A three-dimensional kernel, $K$, is built where values
reside in \{-1,0,1\}. Each kernel element represents the requirement that a particular voxel is part of a head, (i.e. 1 is the head, 0 is don’t care, and -1 is not the head). Building this kernel is not a trivial task. This required trial and error to determine a kernel that is both rotationally insensitive around the vertical z-axis and also takes into account the possibility of the head being tilted, assuming the only joint is at the neck and the head is a rigid body. This kernel could be learned from training data, but was determined experimentally in this dissertation, figure 4.5.

![Diagram of a three-dimensional kernel intended to be shaped like the top of a voxel human head.](image)

Figure 4.5: Three dimensional kernel intended to be shaped like the top of a voxel human head.

Correlation of \( E \) with the kernel \( K \) is performed. Voxels with a value greater than \( \gamma_1 \), (\( \gamma_1 \) chosen to be 23), represent voxels at the top of a head,
where $\Phi_1(\tilde{v}_{(i,j,k)})$ is a function that returns 0 if $\tilde{v}_{(i,j,k)} \not\in \bigcup_{t=1}^{T} E_{O_t}$ and 1 if $\tilde{v}_{(i,j,k)} \in \bigcup_{t=1}^{T} E_{O_t}$. These voxels are then morphologically dilated using another kernel $K_H$, a 7x7x5 kernel of ones, to represent all head voxels.

$$E'_H = E_H \oplus K_H.$$  

This is shown in figure 4.6 (c). This set is then intersected with skin voxels to return face voxel regions, $E_F$,

$$E_F = E'_H \land E_\Omega.$$  

Most face regions are properly detected in $E_F$, but there are also some false positives. Nearly all misclassifications encountered here are from skin colored chairs, or objects on tables. Only voxels with height greater than $\gamma_2$, ($\gamma_2$ chosen as 1.25 meters), above the floor are considered correctly classified faces, figure 4.6 (d), resulting in

$$E'_F = \{ \tilde{v}_{(i,j,k)} \in E_F | v_k > \gamma_2 \}.$$  

$$E_F = \{ \tilde{v}_{(i,j,k)} \in E_F | v_k > \gamma_2 \}.$$
Finally, for each object, $O_l$, if

$$|E'_F \cap O_l| > 0,$$

Figure 4.6: Voxel space detection of human faces. (a) Original image from stereo pair one, right camera. (b) Original image from stereo pair two, right camera. (c) Voxels whose neighborhood is shaped like a head. (d) The intersection of head regions, and skin voxels from figure 4.4 (c) above 1.25 meters (i.e., $E'_F$).
then the object is classified a human.

### 4.3. Color Descriptor

The previous section describes the process of recognizing a person standing or walking (i.e. upright) in a scene. Unfortunately, that process is unable to recognize a person who is sitting, kneeling, etc., because the subject’s head is below 1.25 meters. Because the person object might not always be upright and the face might not always be visible, it is therefore necessary to have a secondary mechanism to recognize previously detected people. Color histogram matching is used to recognize and track a previously discovered human when the prior system does not detect a person.

An RGB color can be transformed \[48\] into a two-dimensional Euclidean space based on hue, \(H \in [0, \pi]\), and saturation, \(S \in [0, 1]\), according to

\[
x = S \cos(H),
\]

\[
y = S \sin(H),
\]

where \(x, y \in [-1, 1]\). A color histogram is built for each object found using the algorithm in section 4.1. The hue-saturation space is quantized into \(Q^2\) bins, \(Q\) in each dimension (empirically a \(Q=5\) is used here). Each visible shell voxel for a specific object, \(\tilde{v}_{(i,j,k)} \in E_0 \cap E_{0t}\), has its color added to its respective histogram bin. The bin indices are calculated as,
For each visible shell voxel for object $O_t$, a histogram bin $B_t(x', y')$ is incremented by one. The two dimensional structure can be represented as a one dimensional histogram using

$$x' = \left\lfloor \frac{Q \cdot (x + 1)}{2} \right\rfloor,$$

$$y' = \left\lfloor \frac{Q \cdot (y + 1)}{2} \right\rfloor.$$

The color histogram of an object represents the distribution of colors on that object’s surface. These descriptors can be used to match objects from segmented objects in future time steps.
5. COMPONENT AGGREGATION

In the Wallflower paper [10], Toyama states, “No perfect system exists.” A decade later, this statement is still true, but technological advances have allowed the use of significantly more complex information and tools, such as higher resolution images and stereo vision. In this chapter, a system is described using the techniques presented in previous sections. This method creates high level information using computer vision techniques to accurately detect and track a human in a scene. While the process is proposed for environments containing a single human, with minimal modification, the system could be adapted to multiple person environments. A high level algorithmic description is shown in the following figures.
The desired output of this system is the current volumetric account of a human in the scene at each time step. In order to achieve this, an approximated model of the current nonhuman, three-dimensional scene is required at each time step. At runtime, voxels representing nonhuman locations of the previous $T$ frames ($T$ of 20 used here) are stored in $\{E_{B,t-T}, ..., E_{B,t-1}\}$. These $T$ voxel spaces are volumetric snapshots of the

---

**A1: ALGORITHM 1**

Multiple stereo camera calibration (Preprocessing)

1. Determine lensing parameters and perform epipolar rectification
2. Determine transformation matrix of camera 2 to camera 1 space
3. Determine transformation matrix from camera 1 to world space
4. Create voxel-pixel list for each pixel of right camera in each stereo pair

---

**A2: ALGORITHM 2**

Algorithmic System Overview (Runtime)

```
WHILE NOT DONE
    // Stereo vision and voxel reconstruction
    (1) Collect images from all stereo cameras
    (2) Build individual account of voxel space for each camera pair
    (3) Build intersected (global) voxel space
    (4) Build blanketed set
    // Change detection and object segmentation
    (5) Remove background voxels from current blanketed voxel space
    (6) Segment objects
    // Human detection
    (7) Build color histogram for all objects
    (8) Find human from head shape and skin color or color histogram
    (9) Update human color histogram
    // Background update
    (10) Remove human voxels from intersected voxel space
     (11) Update background model using nonhuman blanketed voxel space
```
background scene over the previous seconds. The human detection and tracking algorithms defined in the previous sections perform well enough that these background snapshots can be accurately created with or without the human in the scene. This allows the system to be bootstrapped even with a human in the scene. Our assumption is that that voxels occupied by nonhuman objects in $\tau$ of the past $T$ frames are part of the background ($\tau$ of 5 used in this system). Therefore, at time step $t$, the background, $E_{B,t}$, is defined as,

$$E_{B,t} = \left\{ \tilde{v}_{(i,j,k)} \in E \left| \sum_{q=t-T}^{t-1} \phi_2(\tilde{v}_{(i,j,k)}, q) > \tau \right. \right\},$$

where $\phi_2(\tilde{v}_{(i,j,k)}, q)$ is a function that returns 0 if $\tilde{v}_{(i,j,k)} \notin E_\mu$ and 1 if $\tilde{v}_{(i,j,k)} \in E_\mu$ at time step $q$. The voxel space $E_\mu$ is the set of nonhuman occupied voxels, i.e. $E_\mu = E_A - O_H$, where $O_H$ is a human object (one of the $O_t$ objects classified as human). Hence, a voxel is part of the background if it is occupied by a nonhuman in 5 of the past 20 back-projected and intersected voxel spaces. Once a background model is created, change detection is trivial. Removing background voxels at time $t$ results in voxels that represent change, $E_{\Delta t}$, Figure 5.1 (d),

$$E_{\Delta t} = E_{At} - E_{B,t}.$$

Most frequently, voxels representing change are related to a person walking through the scene, but this is not guaranteed. It is possible that a person has moved an object in the scene such as a chair. It is therefore important to segment the change voxel space
into multiple objects and remove small objects as was described in section 4.1, (see figure 5.1 (e)).
Figure 5.1: Change detection and segmentation of voxel space. (a) Original image from stereo pair one, right camera, showing a person who is moving through the scene. (b) Original image from stereo pair two, right camera. (c) Intersected voxel space from two stereo pairs. (d) Removal of background voxels from the scene. (e) The remaining voxels corresponding to a human and a moved chair are segmented after small segments are removed.
If a human is not found by the proposed face detection algorithm, then color histogram matching is performed. Thus, before tracking can be employed, a face must be found at least once. The color histogram of each new object is $\Psi_l$ ($1 \leq l \leq L$) and the previously detected human is $\Psi_p$. The similarity between $\Psi_l$ and $\Psi_p$ is

$$\psi_l = \frac{\sum_{i=1}^{Q^2} \min(\Psi_p(i), \Psi_l(i))}{\sum_{i=1}^{Q^2} \max(\Psi_p(i), \Psi_l(i))}.$$ 

The maximum match is $\psi_{\max} = \max_{l \in \{1, \ldots, L\}} \psi_l$ and the maximum index is $\varphi_{\max} = \arg \max_{l \in \{1, \ldots, L\}} \psi_l$. If $\psi_{\max}$ is greater than 0.5, it is a proper match, figure 6.2. If a proper match is found, the color histogram is updated as

$$\Psi_{p,t+1} = \alpha \Psi_{p,t} + (1 - \alpha) \Psi_{\varphi_{\max},t},$$

where $\alpha \in [0,1]$. We picked an $\alpha$ of 0.65.
Figure 5.2: Proper labeling of changed objects from figure 5.1 (e). The red object on the right is the human; the blue object on the left is a moved chair.

Voxels representing the human in the current scene have now been determined, $O_H$. The voxel space $E_H = E_A - O_H$ can then be substituted back into the background update equation. In this fashion, the system is able to update the representation of the background model.
6. EXPERIMENTS

Few parts of the system defined in this dissertation can be validated using mathematical proofs. Therefore, the success of this work is based on the system’s abilities relative to previously defined algorithms. Accuracy in this situation is based on the ability to properly identify humans in a scene while correctly classifying the background. Experiments consist of multiple users performing common day to day tasks in a workspace simulating a living area. Measures are presented in order to compute the accuracy of the proposed system. Humans segmented from the three-dimensional space are back-projected into two-dimensional image space and are tested against ground truth and previous image-space background modeling algorithms. Three-dimensional accuracy is also tested by comparing the human segment output of this system compared to hand segmented three-dimensional ground truth.

6.1. 2D Experiments

Image space ground truth can be created relatively easily by hand. The majority of comparative studies are also done only in image space. The three dimensional output of our system can be projected back into the original image space, and then directly compared to image space algorithms. Figure 6.1 shows one such projection and the associated hand segmented ground truth.
Figure 6.1: Experimental setup for a frame moments after a lighting change. (a) The original image. (b) The hand segmented ground truth. (c) The output of GMM [1]. (d) The output of [11]. (e) The output of the system defined in this dissertation.
Six sequences, each with 1200 frames, were collected at a rate of four frames per second to demonstrate a range of possible activities in a single person scene. Each sequence is five minutes long. Two subjects are used throughout the experiments. Subject one is used in sets 1, 2, 4 and 6, while subject two is used in sets 3 and 5. All data sets, ground truth and output from the system defined in this dissertation can be found at http://cirl.missouri.edu/vision/.

Experiment one is arguably the easiest set to process. The subject enters the room, sits on a couch, stands then sits on another couch and leaves. No furniture is moved, and the lighting is constant. Our method returns over 90% true positive with 99% true negative. Li’s algorithm returns a moderately accurate 74% true positive accuracy with a nearly perfect true negative. The GMM performs poorly because the subject sits still several times and is adapted into the background. This problem with adaptation rate is present in any low level background update algorithm.
Table 6.2. Confusion matrix results of experiment one. Subject walks into the room, sits on a couch, stands, sits on another couch then leaves the scene.

<table>
<thead>
<tr>
<th></th>
<th>Ground Truth</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
<td>Background</td>
<td></td>
</tr>
<tr>
<td>Our Method</td>
<td>90.5%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.5%</td>
<td>99%</td>
<td></td>
</tr>
<tr>
<td>GMM [1]</td>
<td>57.1%</td>
<td>2.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.9%</td>
<td>97.7%</td>
<td></td>
</tr>
<tr>
<td>Li [11]</td>
<td>74%</td>
<td>0.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26%</td>
<td>99.9%</td>
<td></td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td>61.0%</td>
<td>.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>39.0%</td>
<td>99.8%</td>
<td></td>
</tr>
</tbody>
</table>

The second sequence is the same as the first, but the subject has a book that he alternates between reading and placing on the table. The accuracies of the outputs are very similar to the first sequence, but slightly lower for the GMM and Li’s algorithm. This is because the book is incorrectly classified as foreground when it is placed on the table.
Table 6.2. Confusion matrix results of experiment two. The subject repeats the same tasks as the first experiment, but this time brings in a book. The subject alternates between reading the book and laying it on a table.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ground Truth</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
<td>Background</td>
<td></td>
</tr>
<tr>
<td>Our Method</td>
<td>92.3%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>GMM [1]</td>
<td>54.9%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>Li [11]</td>
<td>72.2%</td>
<td>0.2%</td>
<td></td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td>59.5%</td>
<td>.2%</td>
<td></td>
</tr>
</tbody>
</table>

The third sequence tests a common situation where a subject moves furniture, then sits down. Li’s algorithm performs similar to the first two sequences, but the GMM output is quite different. At first glance, the GMM appears to perform much better. Because the subject pauses for shorter amounts of time while sitting, he does not adapt into the background and therefore the GMM achieves an 82% true positive accuracy. But, the GMM achieves only an 89% true negative accuracy because it incorrectly labels pixels in the moved chairs as change. Our higher level system is able to recognize that moved
furniture is unrelated to the human and therefore does not mark it as a significant change.

Table 6.3. Confusion matrix results of experiment three. The subject moves from chair to couch to chair in a fashion similar to the previous sequences, but moves furniture while walking through the room.

<table>
<thead>
<tr>
<th></th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our Method</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>82.8%</td>
</tr>
<tr>
<td>Background</td>
<td>17.2%</td>
</tr>
<tr>
<td>GMM [1]</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>82.7%</td>
</tr>
<tr>
<td>Background</td>
<td>17.3%</td>
</tr>
<tr>
<td>Li [11]</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>73.2%</td>
</tr>
<tr>
<td>Background</td>
<td>26.8%</td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>85.3%</td>
</tr>
<tr>
<td>Background</td>
<td>14.7%</td>
</tr>
</tbody>
</table>

Experiment four displays one of the greatest advantages of our system over the previous algorithms. This sequence demonstrates the affect of lighting change on the classification. The sequence is identical to the first sequence, but with several lighting changes. The GMM and Li’s algorithm return significantly lower true negative
accuracies, because large portions of the space are incorrectly classified as foreground due to the lighting change. This also artificially inflates the true positive results for both algorithms. In contrast, our system is nearly unaffected by the lighting changes.

Table 6.4. Confusion matrix results of experiment four. In this sequence, the subject performs a similar set of actions, moving from seat to seat, but the lighting changes drastically throughout the sequence.

<table>
<thead>
<tr>
<th></th>
<th>Ground Truth</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Foreground</td>
<td>Background</td>
</tr>
<tr>
<td>Our Method</td>
<td>Foreground</td>
<td>88.8%</td>
<td>1.3%</td>
</tr>
<tr>
<td></td>
<td>Background</td>
<td>11.2%</td>
<td>98.7%</td>
</tr>
<tr>
<td>GMM [1]</td>
<td>Foreground</td>
<td>87.5%</td>
<td>13.9%</td>
</tr>
<tr>
<td></td>
<td>Background</td>
<td>12.5%</td>
<td>86.1%</td>
</tr>
<tr>
<td>Li [11]</td>
<td>Foreground</td>
<td>78%</td>
<td>7.3%</td>
</tr>
<tr>
<td></td>
<td>Background</td>
<td>22%</td>
<td>92.7%</td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td>Foreground</td>
<td>90.4%</td>
<td>1.4%</td>
</tr>
<tr>
<td></td>
<td>Background</td>
<td>9.6%</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

Television screens often lead to problems for image space algorithms, but are trivial for the system defined in this dissertation. In this sequence the subject changes the lighting, sits on the couch, turns on the television, and begins watching. The true
negative is lower for the GMM and Li’s algorithms, because they have trouble adapting
to the change in lighting and continually classify the television screen as foreground.
Our algorithm continues to have an accurate true negative rate, but the true positive is
underperforming. Upon further review, it was determined that poor true positive
accuracy was due to improper stereo correspondence on the subject’s legs as is visible
in Figure 6.1 (e).

Table 6.5. Confusion matrix results of experiment five. This sequence simulates the
subject watching television

<table>
<thead>
<tr>
<th></th>
<th>Ground Truth</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
<td>Background</td>
<td></td>
</tr>
<tr>
<td>Our Method</td>
<td>75.7%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.3%</td>
<td>98.5%</td>
<td></td>
</tr>
<tr>
<td>GMM [1]</td>
<td>66.2%</td>
<td>12.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>32.8%</td>
<td>87.5%</td>
<td></td>
</tr>
<tr>
<td>Li [11]</td>
<td>56.4%</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>43.6%</td>
<td>99.1%</td>
<td></td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td>61.2%</td>
<td>3.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>38.8%</td>
<td>96.6%</td>
<td></td>
</tr>
</tbody>
</table>
The final experiment combines all previous tests into one sequence. This includes, sitting for periods watching television, changes in lighting, manipulating a book and moving furniture. Again, the GMM and Li’s algorithm underperform with lower accuracies in all categories. Our system achieves a 83% true positive and a 98% true negative.

Table 6.6. Confusion matrix results of experiment six. A sequence that combines all possibilities. A book is brought into the scene, the lighting changes several times, the furniture is moved and a television is used.

<table>
<thead>
<tr>
<th></th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our Method</td>
<td>83.8%</td>
</tr>
<tr>
<td></td>
<td>16.2%</td>
</tr>
<tr>
<td>GMM [1]</td>
<td>66.3%</td>
</tr>
<tr>
<td></td>
<td>33.7%</td>
</tr>
<tr>
<td>Li [11]</td>
<td>74.9%</td>
</tr>
<tr>
<td></td>
<td>25.1%</td>
</tr>
<tr>
<td>Zivkovic [12]</td>
<td>79.9%</td>
</tr>
<tr>
<td></td>
<td>20.1%</td>
</tr>
</tbody>
</table>
The combined statistics of all sequences displays the significant advantage of our system over the previous systems. The true positive rate is over ten percent higher than either algorithm, while true negative is also higher than each. It should also be noted that the ground truth data had an average of 6576 foreground pixels and 300624 background pixels per test image. So, a 1% change in foreground classification accuracy results in a change of roughly 66 pixels, while a 1% change in background classification accuracy results in a change of 3006 pixels.

Table 6.7. The combined confusion matrix statistics of all six experiments.

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>Foreground</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Our Method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>84.9%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Background</td>
<td>15.1%</td>
<td>98.7%</td>
</tr>
<tr>
<td><strong>GMM [1]</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>70.4%</td>
<td>8.6%</td>
</tr>
<tr>
<td>Background</td>
<td>29.6%</td>
<td>91.4%</td>
</tr>
<tr>
<td><strong>Li [11]</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>71.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Background</td>
<td>29.0%</td>
<td>97.7%</td>
</tr>
<tr>
<td><strong>Zivkovic [12]</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>74.0%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Background</td>
<td>26.0%</td>
<td>97.8%</td>
</tr>
</tbody>
</table>
It should also be noted that the result of our system is a three-dimensional model of the human and moved objects. This provides a much richer world-space representation for subsequent higher level processing.

6.2. 3D Experiments

Though the previous section displayed the performance of this system over common image space algorithms, the greatest advantage of this system is the output of three-dimensional information. Accuracy in this case is determined as the correct labeling of the human in voxel space. Ground truth data was labeled by hand for the sixth sequence of data described in the previous section. This sequence contains all real-world possibilities that image space algorithms have difficulty accurately labeling such as lighting changes, a television screen and moving background objects.

In contrast to the hand segmentation of the 2D images in the previous section, creating three-dimensional ground truth is difficult and cumbersome. For a given time step, the scene is rendered to voxel space with the voxels colored according to the stereo images. Figure 6.2 shows this color voxel representation of a single time step. As previously described, the scene size is 128x128x64 voxels. This space can conversely be thought of as 64 individual 128x128 pixel images at unique heights between the floor and 3.2 meters at every 5 cm. Figure 6.3 displays some of the images related to the scene in figure 6.2. The human volume is then segmented by hand from these images, figure 6.4.
The 64 segmented images are then packaged back into a 128x128x64 voxel representation of the 3D human voxel volume, figure 6.5.

Figure 6.2: Color voxel representation of the scene at a single time step. The human is wearing a red shirt. The couch is a dark blue while the bed is a brighter blue. The brown table is in the center of the room.
Figure 6.3: Five image slices of the voxelized room at different heights. (a) At 0.35 meters on the bottom of objects are visible. (b) At 0.7 meters the couch can be seen on the right, the table and chairs in the middle and the bed on the left. (c) At 1.05 meters the person’s waist are visible. (d) At 1.4 meters the human’s red shirt shows up. (e) At 1.75 meters the shoulders of the person are visible.
Figure 6.4: Hand segmentation of the human from the images in figure 6.3. The stride of the person is noticeable in (a) and (b). In (c) the shape of the waist becomes obvious.

In (d) and (e) the chest and shoulders of the subject become visible.
Figure 6.5: Three-dimensional voxel representation of the human after hand segmentation. The four unique viewpoints display the three dimensional shape of the hand segmented human.

Because the three-dimensional hand segmentation is so time consuming and cumbersome, only seven frames of the 1200 in the sequence have been hand segmented as ground truth. Though only seven frames are used, each frame was chosen specifically to test real-world problems such as lighting changes and moved
background objects. Therefore, though this test set is small, it is a good representational cross-section of challenges encountered in real-world operations.

A second set of metrics are tested based on features extracted from the data. The height and centroid of the human volume is computed from the output of the system and then compared to the ground truth height and centroid. These metrics display how the system’s output can be used to accurately build usable features for higher level processes.

The experiments are broken into two sequences. The first test uses the entire sequence of data starting with the person outside the scene. Starting with the human outside the scene is a common assumption made by change detection algorithms. Of course, in real-world settings, it will never be guaranteed that the scene is free from a foreground subject. Therefore, the second test uses the same sequence, but starts several hundred frames in while the human is inside the scene. This tests the bootstrapping ability of the system.

6.2.1. Experiments Using the Entire Data Sequence

6.2.1.1. Volumetric Experiment

In the first experiment the entire sequence is processed using all 1200 frames of data beginning with the person outside the scene. The system outputs the volumetric location of the human at each time step of the sequence. The true positives, true
negatives, false positives and false negatives are described for each of the seven segmented ground truth time steps.

The first test frame is of the person walking through the scene. Figure 6.6 displays the original image and the segmented human output from the system. As can be observed, the human is accurately segmented from the scene.

![Figure 6.6: The first test frame. The output of the system is shown in the left image.](image)

The confusion matrix for this frame, table 8, tells an interesting story that is consistent through all test frames. The system accurately segments only around half of the true positive voxels of the person and around half of the person is missed as false negative locations. The true negative rate is nearly perfect with very few false positives.
Table 6.8. Test frame one confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 1</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>53.76%</td>
</tr>
<tr>
<td>Background</td>
<td>46.24%</td>
</tr>
</tbody>
</table>

The initial inspection of this confusion matrix was very disconcerting, but upon further review, the reason for the low true positive accuracy became clear. The three dimensional model output by the system is slightly smaller than the ground truth model. Figure 6.7 graphically displays the size difference between the output and the ground truth. The true positive blue voxels output by the system are surrounded by red false negative voxels. So that the volume of the true positive blue voxels are not completely obscured by the thin layer of the false negative volume, the red false negative voxels are drawn at $1/8^{th}$ scale.
Figure 6.7: A graphical description of the error related to the output of the system for the first test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

The true positive accuracy could have been increased by morphologically dilating the human voxels output from the system. It was decided that morphological dilation would not be used because it would be done strictly to increase the true positive rate while not adding any more useful information. The accuracies of two features associated with this useful information, height and centroid, are described in the next section.
It should also be noted that the hand segmentation of the ground truth required significant human judgment in determining the true foreground boundary. These human volumes appear to be slightly oversized when viewed in voxel space.

The second frame has the subject sitting in a chair with his legs up on the table figure 6.8. The confusion matrix is shown in table 6.9. As figure 6.9 shows, the true positive rate is low because a large portion of the feet and legs are missed. The reason the legs are missed is likely because of error in the registration between the two stereo pair cameras. If the error between the two stereo pairs is too great, some voxels will be incorrectly carved away after the two voxel representations are intersected. In the thicker regions of the body such as the torso, many voxels still remain. But, thinner volumes such as legs and feet can be completely removed due to some of the system’s morphological operations.

Figure 6.8: The second test frame. The output of the system is shown in the left image.
Table 6.9. Test frame two confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 2</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>36.88%</td>
</tr>
<tr>
<td>Background</td>
<td>63.12%</td>
</tr>
</tbody>
</table>

Figure 6.9: A graphical description of the error related to the output of the system for the second test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
The third frame is taken when the person is again walking. The output of the human voxels in figure 6.10 is again significantly undersized. In this case, the specular highlight on the floor may have had something to do with improper stereo registration.

![Figure 6.10: The third test frame. The output of the system is shown in the left image.](image)

Table 6.10. Test frame three confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 3</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td><strong>This System</strong></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>37.30%</td>
</tr>
<tr>
<td>Background</td>
<td>63.70%</td>
</tr>
</tbody>
</table>
Figure 6.11: A graphical description of the error related to the output of the system for the test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

The fourth test frame is arguably the greatest example of the abilities of this system, figure 6.12. A chair has been moved by the person and is therefore recognized as changed, but is classified as a nonhuman object and quickly adapted into the background model. Again, the volume of the human is undershot.
Figure 6.12: The fourth test frame. The output of the system is shown in the left image.

Table 6.11. Test frame four confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 4</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>41.62%</td>
</tr>
<tr>
<td>Background</td>
<td>59.38%</td>
</tr>
</tbody>
</table>
Figure 6.13: A graphical description of the error related to the output of the system for the test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

In frame five the human is walking between the couch and the table. The output of the system shown in figure 6.14 displays the ability of the system to accurately segment the human from nearby nonhuman objects. The true positive accuracy is nearly two thirds of the foreground voxels, which adds more evidence to the conjecture that the cameras are slightly misregistered. This is because the greatest accuracy occurs in the middle of the scene where measurements were taken for the initial camera registration. As the subject moves toward the boundaries of the scene, the accuracy decreases.
Figure 6.14: The fifth test frame. The output of the system is shown in the left image.

Table 6.12. Test frame five confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 5</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td>Foreground</td>
</tr>
<tr>
<td></td>
<td>Background</td>
</tr>
</tbody>
</table>
Figure 6.15: A graphical description of the error related to the output of the system for the test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

The sixth test frame again tests an important real-world problem figure 6.16. As the person sits down, the couch moves back a few inches. In most change detection algorithms this would result in a great deal of change voxels as output. This system does not register the couch’s small movement as significant enough to warrant a detected change. It should be noted that part of the person’s legs sink into the couch and are therefore not registered in the change volumes. By missing some of the legs of the person, the true positive accuracy is again a bit low as shown in table 6.16.
Figure 6.16: The sixth test frame. The output of the system is shown in the left image.

Table 6.13. Test frame six confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 6</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td>33.00%</td>
</tr>
<tr>
<td>Foreground</td>
<td>67.00%</td>
</tr>
</tbody>
</table>

Background
Figure 6.17: A graphical description of the error related to the output of the system for the test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

The final test frame again has the person sitting in a chair. This time step is shortly after the person moves the chair, so the human and chair are recognized as a single object, figure 6.18. The true positive rate is again around two thirds of the foreground voxels, but the false positive rate is slightly higher due to the chair also being classified as part of the human, table 6.14.
Figure 6.18: The seventh test frame. The output of the system is shown in the left image.

Table 6.14. Test frame seven confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 7</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>67.02%</td>
</tr>
<tr>
<td>Background</td>
<td>32.98%</td>
</tr>
</tbody>
</table>
Figure 6.19: A graphical description of the error related to the output of the system for the test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.

The accuracy of the system across all test images is shown in table 6.15. Though the true positive rate is slightly below 50%, the figures graphically display the system output fits the form of the human, but is slightly smaller than desired. The accuracy would improve if the cameras were registered more accurately in three-dimensional space. Again, this accuracy could be increased synthetically using morphology, but I believe that it is important to show the raw capabilities of this system.
Table 6.15. Confusion matrix statistics for all test data combined.

<table>
<thead>
<tr>
<th>Confusion Matrix All Frames</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>47.67%</td>
</tr>
<tr>
<td>Background</td>
<td>52.33%</td>
</tr>
</tbody>
</table>

6.2.1.2. Feature Extraction Accuracy

The output of this system will be used as a reliable input source for the location of a person in an environment. While this higher level system could use the entire voxel space directly, it is more likely that salient features will be extracted from the voxel data. Two such features are the height and centroid of the human.

The height of the person is often used to determine the posture of the person. When the height is high, the person is standing or walking. If the height is low, the person may have fallen or be lying on the ground. If the height is somewhere in between, the person is probably sitting in a chair or on a couch.

For the seven test frames, the height of the output of the system was compared to the height of the ground truth. Tables 6.16 and 6.17 show the error of height in voxels and cm. The height is usually accurate within a couple voxels, but there was a larger error in frame four. This larger error was due to the error in the registration of the two stereo
pair cameras. In frame four, the person is a great distance from camera two, leading to greater error.

Table 6.16. Statistics showing the error between the height of the human output from the system and that of the ground truth, measure in voxels.

<table>
<thead>
<tr>
<th>Error of Height (voxels)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.1</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 6.17. Statistics showing the error between the height of the human output from the system and that of the ground truth, measure in centimeters.

<table>
<thead>
<tr>
<th>Error of Height (cm)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>5.0</td>
<td>10.0</td>
<td>15.0</td>
<td>20.0</td>
<td>10.0</td>
<td>10.0</td>
<td>5.0</td>
<td>10.7</td>
<td>10.0</td>
</tr>
</tbody>
</table>
The centroid of the character is again a useful feature for activity recognition. Knowing where in the environment the person is currently located can help classify the current state/activity as well as define the proximity to nearby objects. The output of this system is usually within a few voxels or around 12 cm. The significant outliers are related to frame three and six when the person is sitting in the chair and on the couch. Because portions of the legs are missing in each case, the mean is incorrectly shifted.

Table 6.18. Statistics showing the error between the centroid of the human output from the system and that of the ground truth, measure in voxels.

<table>
<thead>
<tr>
<th>Error Distance From Centroid (voxels)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in X</td>
<td>0.2</td>
<td>0.9</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>3.5</td>
<td>1.4</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Error in Y</td>
<td>0.9</td>
<td>2.5</td>
<td>0.4</td>
<td>1.4</td>
<td>0.6</td>
<td>4.1</td>
<td>0.7</td>
<td>1.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Error in Z</td>
<td>1.2</td>
<td>2.0</td>
<td>1.6</td>
<td>1.0</td>
<td>1.0</td>
<td>0.4</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Error</td>
<td>1.5</td>
<td>3.4</td>
<td>1.6</td>
<td>2.1</td>
<td>1.2</td>
<td>5.4</td>
<td>1.9</td>
<td>2.4</td>
<td>1.9</td>
</tr>
</tbody>
</table>
Table 6.19. Statistics showing the error between the centroid of the human output from the system and that of the ground truth, measure in centimeters.

<table>
<thead>
<tr>
<th>Error Distance From Centroid (cm)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in X</td>
<td>1.0</td>
<td>4.4</td>
<td>1.0</td>
<td>6.1</td>
<td>0.90</td>
<td>17.4</td>
<td>6.9</td>
<td>5.4</td>
<td>4.4</td>
</tr>
<tr>
<td>Error in Y</td>
<td>4.5</td>
<td>12.9</td>
<td>1.9</td>
<td>6.8</td>
<td>3.1</td>
<td>20.5</td>
<td>3.5</td>
<td>7.6</td>
<td>4.5</td>
</tr>
<tr>
<td>Error in Z</td>
<td>5.8</td>
<td>10.0</td>
<td>7.8</td>
<td>4.9</td>
<td>5.2</td>
<td>2.2</td>
<td>5.9</td>
<td>6.0</td>
<td>5.8</td>
</tr>
<tr>
<td>Error</td>
<td>7.4</td>
<td>16.9</td>
<td>8.1</td>
<td>10.3</td>
<td>6.2</td>
<td>27.0</td>
<td>9.7</td>
<td>12.2</td>
<td>9.7</td>
</tr>
</tbody>
</table>

It is also important to show the stability of the features extracted over time. The next series of figures demonstrate the consistency of the output of this system. Figure 6.20 displays the height of the segmented human throughout the sequence. It is easy to see when the subject is walking/standing or sitting by the abrupt change in height.
Figure 6.20: A graph displaying the height of the human output from the system. The feature is very stable and the transitions between sitting and standing are obvious.

It is also interesting to note the mean of the centroid in the z (height) dimension, figure 6.21. This feature can be used in tandem with the height feature to determine when the person is lying down on the couch or in the case of this sequence, when the subject rests his feet onto the coffee table.
Figure 6.21: A graph displaying the height of the centroid of the human output from the system. The feature is also very stable and the transitions between sitting and standing are obvious. A change in position even while sitting can be noticed around frame 770.

The accuracy of the centroid has been shown earlier in this section. It is also important to have a smooth trajectory of the person’s location through the scene over time. Figure 6.22 displays the path of the person through the scene over time with respect to the ground plane. This figure shows the sequence broken into subsequences of the subject moving from one location to another such as chair to couch. The trajectories are very smooth with the only jumps can be attributed to quick movements of the subject such as leaning over to turn on the television in figure 6.22 (b).
Figure 6.22: A graphical representation of the centroid of the subject throughout the sequence. The data set is broken into multiple sections. The human’s movement through the current section is shown in red. (a) The subject enters the scene and sits on the chair. (b) The subject then stands, walks to the television and turns it on, and sits in
a different chair. (c) The subject stands and moves a chair, walks to a light and turns it on, then sits on the couch. (d) The subject then stands, walks to the chair that he moved; moves it back to its original position and sits. (e) The subject stands, walks to the television and turns it off, then exits the scene.

6.2.2. Experiments Using the Bootstrapped Data Sequence

This system has the unique ability of beginning operation with a human in the scene. This property is essential for a change detection algorithm or system to work outside of a controlled academic environment. To demonstrate this ability, the sequence used in the previous section is again used, this time starting at frame 356 while the subject is sitting in a chair. The system detects the human as soon as he stands in frame 430 and continues tracking him for the remainder of the sequence. Therefore, the output is nearly identical to that described in the previous section and shows that the system is just as accurate when bootstrapped, as with someone in the scene. Few algorithms can perform adequately with bootstrapped data, making this exceptionally robust. Because the output is nearly identical to that in the previous section and is therefore redundant, the output has been placed in appendix sections 8.1 and 8.2.
6.3. Processing Time

It is notable to discuss the processing time required to use this system. Stereo image capture and correspondence is performed very quickly using low-level programming provided by Point Grey. These operations take less than 50 milliseconds. The creation of the two three-dimensional representations and their intersections takes around 50 milliseconds. The remaining parts of the system including change detection, human detection and tracking, and background update require around 270 milliseconds. With these processing requirements, the system can process nearly three frames a second on a machine with an Intel Core 2 Quad CPU at 2.67 GHz with 4 GB of RAM. It should also be noted that only one of the four cores was used at runtime.
7. CONCLUSION

7.1. Summary

This dissertation has described a system with the ability to detect and track a human through a scene given changes in lighting or movement of nonhuman objects. To achieve these capabilities, this process uses stereo vision and voxel modeling to represent complex spatial and color information. Depth information is used to extract spatial information which is robust to changes in lighting conditions. Color information is critical to the technique’s ability to detect and track a person.

Comparisons were made to other change detection systems consisting of either image space or world space models. A significant increase in accuracy was shown over image space models which used only screen space information. As well, the routine’s three-dimensional accuracy was presented using hand segmented ground truth data as well the accuracy and reliability of features extracted from voxel representations.

All data sets, ground truth and output from the system defined in this dissertation can be found at http://cirl.missouri.edu/vision/. Other researchers may use the data as long as a reference is made to the website.
7.2. Future Work

The capabilities of this system are significant, but several additions could be made to increase the data output. The first of these would be the additional output of nonhuman moved objects. Because this information is already segmented at runtime, it would be trivial to add as output. They were omitted from the output because they were not required by the higher level human activity analysis algorithm.

Another extension to this work would be the ability to track multiple people in the scene at a time. This dissertation has shown the ability of this system to accurately detect and track a single person in the environment. It is my belief that with minimal modification, multiple people could be tracked at one time. Currently, if head volumes intersect with multiple changed segments, \( \{O_1, ..., O_l, ..., O_L\} \), all the segments are considered a single person. If instead a component labeling was performed over these segments, the multiple humans would be detected.

A color descriptor would then be built for each human detected. From this point on, it becomes a classical tracking situation, including all tracking difficulties with the most obvious being when two or more human segments touch. Again, a three-dimensional representation provides much richer information about the scene that could be used to detect these situations. As an example, when two people touch, their combined segment should be the close to sum of their previous individual segments. As well, the new color descriptor will be the addition of their individual color descriptors.
Finally, it is often convenient to have the background objects segmented and classified. In the case of human activity analysis, object labels can increase the accuracy of human state classification. For example, if the centroid and height of the human is in a medium range, the person may be sitting down or they may be bending over to tie their shoe. If the additional information is given that the person’s centroid is on top of the couch, it is more likely that the person is sitting on the couch, instead of tying a shoe on the couch. Also, the linguistic output of an activity analysis system could output a richer vocabulary such as, “The person is sitting on the couch.”

Similar to nonhuman object labeling, human recognition could be applied. Recognizing a specific person could aid both tracking and provide a richer linguistic output. Of course, the recognition algorithm would need to take into account the special scenario of this system, most importantly that the cameras are near the ceiling aiming downward. Therefore, it is unlikely that the person’s entire face would ever be visible.
8. APPENDIX

The experiments performed on the bootstrapped sequence show that the method described in this dissertation can begin working with a person in the scene. Because the output is nearly identical to the output in section 6.2.1, it has been placed in this appendix to not disturb the flow of the dissertation. This information has been added to this appendix so the reader can corroborate the system output for both data sets.

8.1. Volumetric Experiment

The seven frames used for experiments in section 6.2.1 are again used here. The confusion matrix is displayed for each frame, as well as the true positive and false negative voxels in three-dimensional space. The results in this section are nearly identical to those in 6.2.1.1, showing that the system is equally accurate whether it is bootstrapped with someone in the scene or not.
Table 8.1. Test frame one confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 1</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>53.38%</td>
</tr>
<tr>
<td>Background</td>
<td>46.62%</td>
</tr>
</tbody>
</table>

Figure 8.1: A graphical description of the error related to the output of the system for the first test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.2. Test frame two confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 2</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>36.88%</td>
</tr>
<tr>
<td>Background</td>
<td>63.12%</td>
</tr>
</tbody>
</table>

Figure 8.2: A graphical description of the error related to the output of the system for the second test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.3. Test frame three confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 3</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td>Foreground</td>
</tr>
<tr>
<td></td>
<td>Background</td>
</tr>
</tbody>
</table>

Figure 8.3: A graphical description of the error related to the output of the system for the third test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.4. Test frame four confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 4</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>41.62%</td>
</tr>
<tr>
<td>Background</td>
<td>58.38%</td>
</tr>
</tbody>
</table>

Figure 8.4: A graphical description of the error related to the output of the system for the fourth test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.5. Test frame five confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 5</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td><strong>Our System</strong></td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>63.43%</td>
</tr>
<tr>
<td>Background</td>
<td>36.57%</td>
</tr>
</tbody>
</table>

Figure 8.5: A graphical description of the error related to the output of the system for the fifth test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.6. Test frame six confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 6</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>33.0%</td>
</tr>
<tr>
<td>Background</td>
<td>67.0%</td>
</tr>
</tbody>
</table>

Figure 8.6: A graphical description of the error related to the output of the system for the sixth test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
Table 8.7. Test frame seven confusion matrix statistics.

<table>
<thead>
<tr>
<th>Confusion Matrix Frame 7</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>67.02%</td>
</tr>
<tr>
<td>Background</td>
<td>32.98%</td>
</tr>
</tbody>
</table>

Figure 8.7: A graphical description of the error related to the output of the system for the seventh test frame. True positive are represented as blue voxels, while false negatives are represented as smaller red voxels.
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Table 8.8. Confusion matrix statistics from all test data.

<table>
<thead>
<tr>
<th>Confusion Matrix All Frames</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Foreground</td>
</tr>
<tr>
<td>Our System</td>
<td></td>
</tr>
<tr>
<td>Foreground</td>
<td>47.61%</td>
</tr>
<tr>
<td>Background</td>
<td>52.39%</td>
</tr>
</tbody>
</table>

8.2. Feature Extraction Accuracy

Like the results in 6.2.2.1, the features extracted from the bootstrap data set are nearly identical to those shown in section 6.2.1.2. The values in the following tables and graphs give further proof that the system is just as reliable being bootstrapped with a human in the scene as it is when it is begun with no one in the scene.

Table 8.9. Statistics showing the error between the height of the human output from the system and that of the ground truth, measure in voxels.

<table>
<thead>
<tr>
<th>Error of Height (voxels)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.1</td>
<td>2.0</td>
</tr>
</tbody>
</table>
Table 8.10. Statistics showing the error between the height of the human output from the system and that of the ground truth, measure in centimeters.

<table>
<thead>
<tr>
<th>Error of Height (cm)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>5.0</td>
<td>10.0</td>
<td>15.0</td>
<td>20.0</td>
<td>10.0</td>
<td>10.0</td>
<td>5.0</td>
<td>10.7</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Table 8.11. Statistics showing the error between the centroid of the human output from the system and that of the ground truth, measure in voxels.

<table>
<thead>
<tr>
<th>Error Distance From Centroid (voxels)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in X</td>
<td>0.1</td>
<td>0.9</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>3.5</td>
<td>1.4</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Error in Y</td>
<td>1.0</td>
<td>2.5</td>
<td>0.4</td>
<td>1.4</td>
<td>0.6</td>
<td>4.1</td>
<td>0.7</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Error in Z</td>
<td>1.4</td>
<td>2.0</td>
<td>1.6</td>
<td>1.0</td>
<td>1.0</td>
<td>0.4</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Error</td>
<td>1.7</td>
<td>3.4</td>
<td>1.6</td>
<td>2.1</td>
<td>1.2</td>
<td>5.4</td>
<td>1.9</td>
<td>2.5</td>
<td>1.9</td>
</tr>
</tbody>
</table>
Table 8.12. Statistics showing the error between the centroid of the human output from the system and that of the ground truth, measured in centimeters.

<table>
<thead>
<tr>
<th>Error Distance From Centroid (cm)</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
<th>Frame 7</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in X</td>
<td>0.6</td>
<td>4.4</td>
<td>1.0</td>
<td>6.1</td>
<td>0.90</td>
<td>17.4</td>
<td>6.9</td>
<td>5.3</td>
<td>4.4</td>
</tr>
<tr>
<td>Error in Y</td>
<td>4.9</td>
<td>12.9</td>
<td>1.9</td>
<td>6.8</td>
<td>3.1</td>
<td>20.5</td>
<td>3.5</td>
<td>7.7</td>
<td>4.9</td>
</tr>
<tr>
<td>Error in Z</td>
<td>7.1</td>
<td>10.0</td>
<td>7.8</td>
<td>4.9</td>
<td>5.2</td>
<td>2.2</td>
<td>5.9</td>
<td>6.2</td>
<td>5.9</td>
</tr>
<tr>
<td>Error</td>
<td>8.6</td>
<td>16.9</td>
<td>8.1</td>
<td>10.3</td>
<td>6.2</td>
<td>27.0</td>
<td>9.7</td>
<td>12.4</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Figure 8.8: A graph displaying the height of the human output from the system. The feature is also very stable, similar to the data shown in figure 6.20.
Figure 8.9: A graph displaying the height of the centroid of the human output from the system. The feature is again very stable as was displayed in figure 6.21.
Figure 8.10: A graphical representation of the centroid of the subject throughout the sequence. The data set is broken into multiple subsets. The human’s movement through the current subset is shown in red. (a) The subject stands, walks to the television and turns it on, and sits in a different chair. (b) The subject stands and moves a chair, walks to a light and turns it on, then sits on the couch. (c) The subject then stands, walks to the chair that he moved; moves it back to its original position and sits. (d) The subject stands, walks to the television and turns it off, then exits the scene.
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