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ABSTRACT

The advent of Industry 4.0 in automation and data exchange leads us toward a constant evolution in smart manufacturing environments, including extensive utilization of Internet-of-Things (IoT) and Deep Learning (DL). Specifically, the state-of-the-art Prognostics and Health Management (PHM) has shown great success in achieving a competitive edge in Industry 4.0 by reducing maintenance cost, downtime, and increasing productivity by making data-driven informed decisions. These state-of-the-art PHM systems employ IoT device data and DL algorithms to make informed decisions/predictions of Remaining Useful Life (RUL). Unfortunately, IoT sensors and DL algorithms, both are prone to cyber-attacks. For instance, deep learning algorithms are known for their susceptibility to adversarial examples. Such adversarial attacks have been extensively studied in the computer vision domain. However, it is surprising that their impact on the PHM domain is yet not explored. Thus, modern data-driven intelligent PHM systems pose a significant threat to safety- and cost-critical applications. Towards this, in this thesis, we propose a methodology to design adversarially robust PHM systems by analyzing the effect of different types of adversarial attacks on several DL enabled PHM models. More specifically, we craft adversarial attacks using Fast Gradient Sign Method (FGSM) and Basic Iterative Method (BIM) and evaluate their impact on Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), Convolutional Neural Network (CNN), Bi-directional LSTM, and Multi-layer perceptron (MLP) based PHM models using the proposed methodology. The obtained results using NASA’s turbofan engine, and a well-known battery PHM dataset show that these systems are vulnerable to adversarial attacks and can cause a serious defect in the RUL prediction. We also analyze the impact of adversarial training using the proposed methodology to enhance the adversarial robustness of the PHM systems. The obtained results show that adversarial training is successful in significantly improvising the robustness of these PHM models.
Keywords: Adversarial attack, Deep learning, Adversarial training, Prognostics and health management (PHM), Industry 4.0
Chapter 1

Introduction

The goal of this chapter is to discuss certain key concepts that provide an understanding of the background to prognostics and health management, the threats to PHM systems, and the motivation of this thesis. This thesis addresses the PHM approach applied to condition-based maintenance technology and also addresses different threats to the PHM systems.

1.1 Motivation

The advent of Industry 4.0 in automation and data exchange leads us toward a constant evolution in smart manufacturing environments, including an intensive utilization of Internet-of-Things (IoT) and Deep Learning (DL). Specifically, the state-of-the-art Prognostics and Health Management (PHM) [47] has shown great success in achieving a competitive edge in Industry 4.0 by reducing the maintenance cost, downtime, and increasing productivity by making data-driven informed decisions. For instance, modern PHM techniques can help reduce downtime by 35%-45%, maintenance cost by 20%-25%, and can increase production by 20%-25% [7]. The ability to sense changes in the physical world (such as temperature, vibration, pressure, etc.) using IoT sensors, and to analyze the sensed data using the state-of-the-art DL algorithms for different prognostic tasks such
as the Remaining Useful Life (RUL) prediction has enabled a highly reliable and cost-efficient industrial automation framework. Unfortunately, IoT sensors are also known for their vulnerability to cyber attacks [106, 144], and DL algorithms can also be easily fooled by adversarial examples [113].

According to a recent report from the Malwarebytes, cyber-threats against businesses/factories have increased by more than 200% over the past year [2]. Specifically, it is very hard to detect stealthy attacks, such as False Data Injection Attack (FDIA) [79] on the PdM system due to the nature of the attack. In false data injection attack (FDIA) [79], an attacker stealthily compromises measurements from IoT sensors, such that the manipulated sensor measurements bypass the sensor’s basic 'faulty data' detection mechanism and propagates to the sensor output undetected. An FDI attack can be implemented by compromising physical sensors, sensor communication network, and data processing programs. Such attacks on a PdM system can act as a "time bomb" since FDIA on a PdM system do not show their effect immediately, which also helps in bypassing basic anomaly detection mechanisms. Instead, the attack propagates from the sensor to the ML part of the PdM system and fools the system by predicting a delayed asset failure or maintenance interval. This might incur a significant cost by inducing an unplanned failure or loss of human lives in safety-critical applications [6, 8, 10].

From the perspective of computer vision, an adversarial example can be an image formed by making small perturbations (insignificant to the human eye) so that a classifier misclassifies it with high confidence. Such adversarial attacks have been extensively studied in the computer vision domain [14]. Even though advanced data-driven PHM depends on DL, it is very surprising that the impact of adversarial attacks on the PHM domain has not been studied yet. In manufacturing, adversarial attacks can lead to a wrong prognostic decision, e.g., a wrong estimation of RUL can delay the maintenance of a machine leading to unexpected failures. Such unexpected failures are considered a primary operational risk, as they can hinder productivity and can incur a huge loss. For example, in the mod-
ern automotive industry, an assembly line has several robots working on a car, and if even one robot fails, it will result in the halt of the entire assembly line, causing loss of valuable production time and increased production cost. In another situation, a wrong prognostic prediction in an operating autonomous vehicle, or aircraft may lead to loss of human lives. Thus, even though the utilization of IoT and ML is revolutionizing the smart industry, the vulnerabilities related to IoT and ML possesses a great challenge for Industry 4.0.

In this thesis, we provide a methodology to design and build robust PHM systems. We employ our methodology to build a PHM system, craft adversarial attacks for the PHM system and also implement adversarial training to make a robust PHM system. A researcher/engineer can use this methodology in the pre-deployment stage to build robust PHM models. In this thesis, we apply cyber-attacks (FDI) and craft adversarial attacks from the image domain to deep learning regression models for prognostics. We present experimental studies using NASA’s C-MAPSS [99] and Li-ion battery datasets [101]. For adversarial attacks, we consider Fast Gradient Sign Method (FGSM) [52] and Basic Iterative Method (BIM) [67] adversarial attacks. The obtained results show that state-of-the-art DL regression models are prone to cyber-threats and adversarial attacks. We also transfer the adversarial examples crafted for one DL model to another, also known as a black-box attack. This shows that adversarial examples crafted for one network architecture can be transferred to other architectures. We also enhance the adversarial robustness of the PHM system by performing adversarial training to mitigate the impact of adversarial threats. The thesis highlights the importance of learning and defending against cyber-threats and adversarial attacks in deep learning regression models for prognostics.
1.2 Problem statement

The goal of this thesis is to answer the research question formulated below, i.e., to improve the prognostic and health management of engineering systems to facilitate better operation and maintenance decision making. The following research questions (RQs) have been formulated based on the defined prognostic needs:

1. How does one incorporate time-varying contextual, operational, and condition data as well as historical data to predict the remaining useful life of an asset in a PHM model?

2. Does cyber-attack impact predictions of deep learning-enabled PHM systems?

3. What is the impact of carefully crafted adversarial examples on state-of-the-art PHM model?

4. Can adversarial examples crafted for one DL model be transferred to other DL models? Does it have the same impact as of white-box attack?

5. How does one measure adversarial robustness? Does adversarial training mitigate the impact of adversarial attacks on DL enabled PHM systems?

1.3 Contributions

To summarize, the main contributions of this paper are:

1. An empirical study of False Data Injection (FDI) attack on state-of-the-art PHM domain and analyze the impact of real-life scenarios using PHM datasets specifically NASA’s C-MAPSS and Li-ion battery datasets.

2. Formalize and Craft adversarial examples for DL based regression models for prognostics using adversarial attacks that are primarily designed for the
image domain and apply them to the PHM domain. To be specific, we use untargeted (FGSM and BIM) attacks to craft adversarial examples for Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), Bi-directional LSTM, Multilayer Perceptron (MLP), and Convolutional Neural Network (CNN) regression models.

3. An empirical study of adversarial attacks on state-of-the-art PHM domain and we highlight the impact of adversarial attacks in real-life scenarios using PHM datasets.

4. A comprehensive study of the transferability property of adversarial examples crafted by untargeted adversarial attacks in DL based regression models for prognostics.

5. A discussion on the potential defense techniques to improve the adversarial robustness of a PHM system. Also, employing adversarial training (one of the adversarial defense strategies) to build a robust PHM model.

1.4 Thesis organization

The thesis is structured into six chapters. Chapter 1 introduces the motivation and contribution of this thesis. Chapter 2 presents a review of literature relevant to PHM, application of deep learning, and IoT in PHM, cyber-attacks on PHM systems, adversarial examples in PHM. Chapter 3 provides helpful insight into the impact of cyber-attack (False Data Injection attacks) on DL enabled PHM system. Chapter 4 describes the methodology employed in the general structure of the proposed framework to build a PHM model, crafting adversarial examples for the proposed PHM model and checking the adversarial robustness of the adversarially trained PHM model. Chapter 5 does an empirical study of crafting adversarial examples for a PHM system and also implements adversarial training to increase the adversarial robustness of a PHM system. Chapter 6 concludes the thesis and
proposes further research.
Chapter 2

Literature review

The goal of this section is to introduce Prognostic and Health Management (PHM) system and architecture of the state-of-the-art PHM system. This chapter also presents the vulnerabilities of a PHM system.

2.1 Prognostic and Health Management (PHM)

One of the major problems in industry is the extension of the useful life of high-performance systems. Proper maintenance plays an important role by extending the useful life, reducing the life cycle costs and improving the reliability and availability. The reliability of a component or system is a measurement of its performance regarding its intended function above a minimum standard for a specified period of time in defined circumstances. Prognostics and health management (PHM) is an engineering discipline that aims to maintain the system behavior and function while ensuring mission success, safety and effectiveness. Health management using a proper condition-based maintenance (CBM) deployment is a worldwide accepted technique and has grown to be very popular in many industries over the past few decades. These techniques are relevant in environments where the prediction of a failure and the prevention and mitigation of its consequences increase profits and enhance the safety of the facilities concerned.
Prognosis is the most critical part of this process and is currently recognised as a key feature in maintenance strategies since the estimation of the remaining useful life (RUL) is essential. PHM can provide a state assessment of the future health of a system or of components of interest, e.g., when a degraded state has been found. Using this technology, one can estimate how long it will take before the equipment will reach a failure threshold under future operating and environmental conditions. PHM technology is relatively immature compared to diagnosis technology, and a challenging task facing the research community is to overcome some of the major barriers obstructing the application of PHM technology to real-world industrial systems. One major challenge is in actually predicting the RUL since it often depends on multiple parameters that are time and operational dependent. These relationships and models have to be derived from a physical understanding about the system or by measuring its degradation behaviour.

PHM addresses the prediction of future conditions and how to manage the health of an asset. In complex industrial applications, fault propagation is often difficult to predict, especially where multiple dependencies and complex relations exist between different process parameters and the asset health. In most cases, the degradation data for the entire life of the components are not available, and no explicit relationship has been established between damage and the measured health condition. Therefore, there is a need for methods that can be used in these cases to classify the health states and predict the remaining useful life.

### 2.2 Deep learning in time-series forecasting

Time series forecasting is a challenging and important problem in the data science and data mining community. Therefore, hundreds of methods have been proposed for their analysis [37]. With the success of machine learning (ML) algorithms in different domains, ML techniques for time series forecasting is also popular [85, 115]. However, among these methods, only a few (when compared to
the non-DL methods) have considered DL methods for time series forecasting[24, 46, 120].

In this work, we focus on the time/cost-sensitive and safety-critical applications of deep learning time series forecasting, which motivates us for investigating the impact of adversarial attacks on them. Specifically, we explore the impact of adversarial attacks on LSTM, CNN, GRU, MLP and Bi-LSTM. All of these models are known for their effectiveness in time series forecasting. LSTM is capable of learning long-term dependencies using several gates and thus suits well the time series forecasting problems. In [116], authors employ an LSTM model for predicting the traffic flow with missing data. The other successful applications of LSTM in time series forecasting includes petroleum production forecasting [97], financial time series forecasting [26], solar radiation forecasting [109], and remaining useful life prediction of aircraft engines [129]. GRU is an improvised version of Recurrent Neural Network(RNN) [63], and also effective in time series forecasting [126]. For instance, in [114], authors employ 1D convnets and bidirectional GRUs for air pollution forecasting in Beijing, China. The other applications of GRU models in time series forecasting include personalized healthcare and climate forecasting [36], mine gas concentration forecasting [62], smart grid bus load forecasting [103]. In [41], authors present a CNN-based bagging model for forecasting hourly loads in a smart grid. Apart from the energy domain, CNNs are also useful for financial time series forecasting [15, 102].

2.3 PHM cloud-edge architecture and threat model

Prognostics and Health Management (PHM) has gained a lot of attention in recent years for intelligent manufacturing in the context of Industry 4.0 [131]. The state-of-the-art PHM incorporates both IoT devices for sensing [47], and machine learning algorithms for analyzing the sensed data, and thus making a way for smart analytics to predict the future state of equipment. The equipment moni-
Figure 2.1: PHM cloud-edge architecture and threat model

toring system includes input from IoT sensors that measure different parameters, such as pressure, temperature, speed, vibration, etc. Employing these IoT sensors eliminates the requirement for manual inspection/analysis, and hence the operating condition of equipment can be monitored using automated PHM systems. In PHM, Remaining Useful Lifetime (RUL) indicates the amount of time left before a piece of equipment or machine fails or degrades to a point at which it cannot perform its intended function anymore. Indeed, it is important to have an accurate RUL estimation since an early prediction may result in over-maintenance and a late prediction could lead to catastrophic failures. From a machine learning perspective, the prognostic is a regression problem, as the target value (RUL) is in the real domain. Thus, an RUL estimation involves learning a function that maps the condition of machines to its RUL estimates.

In the era of big data, an efficient way to analyze the huge amount of data is crucial. Deep learning (DL) provides a complementary approach for analyzing data obtained from IoT devices to provide accurate insights by identifying failure signatures, profiles, and providing an actionable prediction of failure through RUL estimation [44, 131]. DL algorithms, especially LSTM, GRU, and CNN have shown great success in prognostics tasks [31, 71, 90, 94, 127, 133]. Figure 2.1 shows an
overview of an IoT and DL enabled cloud-edge architecture, divided into physical, edge, cloud, and visualization layer [13], and also a potential attack scenario. The physical layer involves several IoT sensors nodes, which collect different sensor measurements from equipment. The data from the sensor nodes are sent to the edge for processing. The edge layer pre-process the data for passing to the next cloud layer for training/re-training purposes. The edge layer also has a pre-trained deep learning model to predict the future health state of the equipment. The cloud layer performs in-depth analysis and also performs training/re-training of the DL models on the newly arrived data from the edge layer. After the re-training, the re-trained DL model is sent back to the edge layer for improved accuracy of the machine’s health state prediction. The visualization layer uses the data collected from the field, along with the results from the PHM model, and provides a visual representation of actionable insights to an engineer.

**PHM attack scenarios:** Let us consider an attack scenario as shown in the Figure 2.1. An adversary can either compromise the physical sensors or the communication network used between IoT sensor nodes and the edge layer. If successful, an adversary can capture the sensor data, craft adversarial examples for the captured data, and inject the crafted adversarial examples into the PHM system through a False Data Injection (FDI) [92] attack. Indeed, the cloud layer also has its vulnerabilities [65], however, typically third-party cloud services such as AWS, Azure, etc. have their security measures [17] which makes them less vulnerable when compared to the physical and edge layer. More detail about the IoT and DL related threats to the PHM systems can be found in the extended version of this paper [83].
2.4 Vulnerabilities of the PHM system

2.4.1 Attacks on IoT sensors

IoT devices and deep learning have paved the way for smart analytics, however, their vulnerabilities also create new means of attacks. As mentioned earlier, in the PHM context, IoT sensors collect a variety of parameters including temperature, pressure, speed, vibration, etc., which is then transmitted via a network (in many cases using a wireless network) to a centralized processing unit to make informed decisions. The data collected from the sensors greatly influence the prognostics and maintenance related decisions. Even if the network is secured, any attacks on the sensors or the infrastructure could result in incorrect decisions and would result in a considerable impact on the performance of the PHM system [12, 96]. For instance, attackers can use the sensors to transfer malicious code, trigger messages to activate a malware planted in an IoT device [111], capture sensitive information shared between devices [78, 144], or even capture encryption and depreciation keys for extracting encrypted information [38]. Understanding these sensor-based threats is necessary for researchers to design reliable solutions to detect and prevent these threats efficiently. As a result, IoT sensor-based threats have gained a lot of attention from researchers in academia and in industry [12, 21, 96]. Unfortunately, most of the existing IoT security frameworks are not suitable for detecting sensor-based threats at the system level [106]. IoT sensors are typically small and hence they limited by power and resource constraints. This is indeed an obstacle for implementing the complicated security mechanisms on IoT sensors and devices. Note, sensor attacks detection and mitigation is also an active research problem in the cyber-physical system domain [40, 104]. However, in the context of industrial automation, how attacks on IoT sensors influence ML algorithms for making incorrect decisions is yet to be explored in detail.
2.4.2 Adversarial attacks on deep learning

In addition to IoT attacks, the performance of a PHM system can also be considerably affected by orchestrated security attacks on DL algorithms. The study of the effect of adversarial attacks on machine learning techniques is known as adversarial machine learning, and is one of the most active research topics in the deep learning community [68]. In [67, 76, 113], the authors have shown how adversarial examples can be used for deep learning algorithms to make a wrong classification. Since attacks on DL algorithms may have catastrophic consequences, their detection and mitigation have been explored in many recent literature [51, 95]. However, most of them are vulnerable to future attacks [28]. For instance, in [48, 66], the authors explored the adversarial training technique to mitigate the adversarial attacks. Adversarial training injects adversarial examples into training data to increase robustness. Unfortunately, later on, researchers found the adversarial training technique to be inefficient for mitigating those attacks [130]. A detailed survey of proposed defenses in the adversarial ML domain can be found in [30]. Even though adversarial machine learning is an active research area, most of the works in this area are limited to the computer vision domain or its variants. The effect of adversarial attacks in other domains, such as regression tasks for PHM is not yet explored. In our work, we study the impact of adversarial attacks on DL based regression models for PHM.

Interestingly, the adversarial attack approaches for multivariate time series DL regression models have been ignored by the community. There are only two previous works that consider adversarial attacks on time series. In [86], the authors adopt a soft K-Nearest-Neighbours (KNN) coupled with Dynamic Time Warping (DTW) and show that the adversarial examples can fool the proposed classifier on a simulated dataset. Unfortunately, the KNN classifier is no longer considered the state-of-art classifier for time series data [18]. The authors in [43], utilize the FGSM and BIM attacks to fool Residual network (ResNet) classifiers for univariate time series classification tasks. In our work, we also employ the FGSM and BIM
attacks, however, we apply and evaluate their impacts on DL regression models for multivariate time series forecasting.

In summary, this work sheds light on the resiliency of DL regression models for multivariate time series forecasting in real-world safety-critical and cost-critical applications. This will guide the data mining, data science, and machine learning researchers to develop techniques for detecting and mitigating adversarial attacks in time series data.

2.5 Summary

This chapter has introduced the development of Prognostics and health management, along with various techniques and models that could be chosen to implement it. This chapter also introduced the state-of-the-art architecture of a PHM system and also its vulnerabilities. In the next chapter, we do a motivational study of cyber-threats to the PHM system. This study analyzes the impact of cyber-threats to the PHM system by performing False Data injection (FDI) attacks on the IoT sensors of a PHM system.
Chapter 3

False data injection attacks on PHM systems

The goal of this chapter is to discuss the cyber-threats associated with a well-connected PHM system. In this Chapter, we analyze the impact of False Data Injection (FDI) attack on Deep Learning enabled PHM systems. The main goal of this chapter is to show that PHM systems are vulnerable to cyber-threats.

3.1 Cyber-attacks on PHM systems

Current advances in machine learning (ML) techniques and Internet-of-Things (IoT) sensors has enabled the emergence of predictive maintenance (PdM), which is a method of preventing asset failure by analyzing production data and identifying patterns to predict issues before they happen. State-of-the-art PdM techniques can help reduce downtime by 35%-45%, maintenance cost by 20%-25%, and can increase production by 20%-25% [7]. Due to these benefits, IoT and ML-enabled PdM solutions are reshaping automotive, aerospace, oil and gas, transportation, manufacturing industries and also reshaping the national defense. Specifically, deep learning (DL) algorithms have recently shown tremendous success in such PdM applications [39]. Unfortunately, IoT sensors and DL algorithms are both
susceptible to attacks [107], which poses a significant threat to the overall PdM system. According to a recent report from the Malwarebytes, cyber-threats against businesses/factories have increased by more than 200% over the past year [2].

Specifically, it is very hard to detect stealthy attacks, such as False Data Injection Attack (FDIA) [79] on the PdM system due to the nature of the attack. In false data injection attack (FDIA) [79], an attacker stealthily compromises measurements from IoT sensors, such that the manipulated sensor measurements bypass the sensor’s basic ‘faulty data’ detection mechanism and propagates to the sensor output undetected. An FDI attack can be implemented by compromising physical sensors, sensor communication network, and data processing programs. Such attacks on a PdM system can act as a “time bomb” since FDIA on a PdM system do not show their effect immediately, which also helps in bypassing basic anomaly detection mechanisms. Instead, the attack propagates from the sensor to the ML part of the PdM system and fools the system by predicting a delayed asset failure or maintenance interval. This might incur a significant cost by inducing an unplanned failure or loss of human lives in safety-critical applications [6, 8, 10].

FDI attacks have already caused many known disastrous incidents, such as the Northeast blackout of 2003 in the USA and the Ukrainian power grid attack affecting over 230,000 people, leaving them without electricity for several hours. Extensive research has been performed on the detection and mitigation of FDI attacks in cyber-physical systems (CPS) domain [54, 70, 73]. Unfortunately, the effect of FDIA on a PdM system is yet not explored which motivates our research. In the case of aircraft engine PdM systems, FDIA may result in the delay of timely maintenance and lead to mid-air engine failures which are catastrophic. Current users of PdM systems for aircraft engine maintenance include Pratt and Whitney, Rolls-Royce, Honeywell, General electronics and the US Air force [1, 8, 9, 11]. For example, Bombadier’s new jetliner uses a Pratt and Whitney turbofan engine that boasted more than 5,000 sensors [3, 5]. Powered with the modern DL algorithms, this engine can predict the future demands of the engine, perform adjustments,
and thus save 15% of fuel usage. However, the vulnerability of sensor-attacks against such IoT and ML-based engines is considered a challenge [3, 25, 35]. The existing sensor attack detection solutions in the IoT and cyber-physical system domain is not sufficient to address this problem due to the fact that, when deployed individually to the thousands of sensors, most of the existing techniques suffer from scalability problems and resource overheads as many IoT sensors are power and resource-constrained.

In this chapter, we model continuous and interim FDIAs on IoT sensors and show their impact on a PdM model by performing a case study on the aircraft Predictive Maintenance (PdM) system. We use the C-MAPSS [99] (Commercial Modular Aero-Propulsion System Simulation) dataset. At first, to build an accurate predictive model, we train the Long Short-Term Memory (LSTM), Gated recurrent unit (GRU), and Convolutional neural network (CNN) algorithms using the C-MAPSS dataset. We evaluate these three predictive models, and the obtained results show that the GRU-based model predicts the RUL most accurately. The obtained results from the GRU-based model outperforms the recent works that use DL for RUL prediction using the C-MAPSS dataset in [42, 136, 140] (by predicting RUL 1.3-1.9 times more accurately).

Afterward, we model two types of false data injection attacks (FDIA) on the C-MAPSS dataset and evaluate their impact on CNN, LSTM, and GRU-based PdM models. To be more realistic, we model attack only on 3 sensors among the 21 sensors in the turbofan engine. The obtained results show that all the PdM models are greatly defected by the FDIA even if only 3 out of the 21 sensors are attacked. However, the GRU-based PdM model is comparatively more accurate and resilient to FDIA when compared to the other evaluated PdM models. In terms of sensitivity, we also explore that CNN is way more sensitive to FDIAs when compared to the LSTM and GRU. This is indeed an important observation

1 a popular turbofan engine degradation dataset published by NASA’s Prognostics Center of Excellence (PCoE)

2 Remaining useful life (RUL) is the length of time a machine is likely to operate before it requires repair or replacement.
since CNN-based techniques are quite popular in asset maintenance [27, 60, 108] and our results indicate that special measures should be taken for designing a CNN-based PdM. Afterward, we analyze the GRU-based PdM model using four different sequence lengths. The obtained results show an interesting relationship between the accuracy, the resiliency and the sequence length of the models. To the best of our knowledge, this is the first work that demonstrates the effects of IoT sensor attacks on a deep learning-enabled PdM system.

3.2 DL algorithms for RUL prediction

As mentioned earlier, RUL can be predicted using different ML algorithms. For this chapter, we utilize LSTM, GRU, and CNN algorithms and compare their performance.

3.2.1 Long short-term memory model (LSTM)

An LSTM [57] is a special kind of Recursive Neural Network (RNN), capable of learning long-term dependencies. LSTM is explicitly designed to avoid long term dependency problems, which is prevalent in RNN. It has achieved great praise in the field of machine learning and speech recognition. Some of the neural networks have a dependency problem, but an LSTM can overcome the problem of dependency by controlling the flow of information using input, output and forget gate. The input gate controls the flow of input activation into the memory cell. The output gate controls the output flow of cell activation into the rest of the network.

Suppose that training data has \(N\) equipment of the same make and type that provide failure data, and each equipment provides set multivariate time-series data from the sensors of the equipment. Also, assume that there are \(r\) sensors of the same type on each equipment. Then data collected from each equipment can be represented in a matrix form \(X_n = [x_1, x_2, ..., x_t, ..., x_{T_n}] \in \mathbb{R}^{r \times T_n}\). \(n =
1, ..., N) where $T_n$ is time of the failure and at time $t$ the $r$-dimensional vector of sensor measurements is $x_t = [s^1_t, ..., s^r_t] \in \mathbb{R}^{r \times 1}$, $t = 1, 2, ..., T_n$. The data of each equipment in $X_n$ is fed to LSTM network and the network learns how to model the whole sequence with respect to target RUL. At time $t$, LSTM network takes $r$-dimensional sensor data $x_t$ and gives predicted $RUL_t$.

Let the LSTM cell has $q$ nodes, then $c_t \in \mathbb{R}^{q \times 1}$ is output of cell state, $h_t \in \mathbb{R}^{q \times 1}$ is output of LSTM cell, $o_t \in \mathbb{R}^{q \times 1}$ is output gate, $i_t \in \mathbb{R}^{q \times 1}$ is input gate, and $f_t \in \mathbb{R}^{q \times 1}$ is forget gate at time $t$. At time $t - 1$, the output $h_{t-1}$, and hidden state $c_{t-1}$ will serve as input to LSTM cell at time $t$. The input $x_t$ is fed as input to the cell. In LSTM, the normalized data are calculated using the following equations:

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i), \quad (3.1)$$
$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f), \quad (3.2)$$
$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o), \quad (3.3)$$
$$\tilde{c}_t = \text{act}(W_c \cdot [h_{t-1}, x_t] + b_c), \quad (3.4)$$
$$c_t = f_t \ast c_{t-1} + i_t \ast \tilde{c}_t, \quad (3.5)$$
$$h_t = o_t \ast \text{act}(c_t), \quad (3.6)$$

Where $\sigma$ is the sigmoid layer. $c_t$ and $\tilde{c}_t$ are each internal memory cell and temporary value to make a new internal memory cell at time $t$. $\ast$ is element-wise multiplication of two vectors.

### 3.2.2 Gated recurrent unit (GRU)

The GRU was proposed by Cho et al. [32]. It operates using a reset gate and update gate. GRUs are improved version of standard recurrent neural network. Similar to the LSTM unit, the GRU has gating units that modulate the flow of information, however, without having a separate memory cell. GRU’s performance on certain tasks of polyphonic music modeling and speech signal modeling was
found to be similar to that of LSTM. GRUs have been shown to exhibit even better performance on certain smaller datasets [135]. The memory block of GRU is simpler than that of LSTM. The forget, input and output gates are replaced with an update and a reset gate. Also, GRU combines the hidden state and the internal memory cell. In GRU, the normalized data are calculated using the following equations:

\[
\begin{align*}
    z_t &= \sigma(W_z \cdot [h_{t-1}, x_t] + b_z), \\
    r_t &= \sigma(W_r \cdot [h_{t-1}, x_t] + b_r), \\
    \tilde{h}_t &= \text{act}(W \cdot [r_t \ast h_{t-1}, x_t] + b_h), \\
    h_t &= (1 - z_t) \ast h_{t-1} + z_t \ast \tilde{h}_t,
\end{align*}
\]

where \(z_t\) and \(r_t\) are the update gate and reset gate at time \(t\), respectively. \(\tilde{h}_t\) is a temporary value to make new hidden state at time \(t\).

### 3.2.3 Convolutional neural network (CNN)

CNN a deep learning algorithm has achieved exceptional success in various research fields [22] because it has many advantages over traditional machine learning approaches such as MLP [112]. CNNs are fundamentally inspired from feed-forward ANNs. Like any other advanced DL algorithm, CNN also find their applications in different areas including CNN-based PdM system [27, 60, 108]. A CNN consists of one or more convolutional layers and then followed by one or more fully connected layers as in a standard multi-layer neural network. A 1D CNN model is utilized in this paper to predict the RUL of the engine. Details about CNN construction and network design are presented in detail in [61].
3.2.4 C-MAPSS dataset

To evaluate the performance of the CNN, LSTM, and GRU DL algorithms, we use a well-known dataset, NASA’s turbofan engine degradation simulation dataset C-MAPSS (Commercial Modular Aero-Propulsion System Simulation). This dataset includes 21 sensor data with different number of operating conditions and fault conditions. Table 3.1 gives details about the sensors in the engine\(^3\). In this dataset, there are four sub-datasets (FD001-04). Every subset has training data and test data. The test data has run to failure data from several engines of the same type. Each row in test data is a time cycle which can be defined as an hour of operation. A time cycle has 26 columns where the 1st column represents engine ID, and the 2nd column represents the current operational cycle number. The columns from 3 to 5 represent the three operational settings and columns from 6-26 represent the 21 sensor values. The time series data terminates only when a fault is encountered. For example, an engine with ID 1 has 192 time cycles of data, which means the engine has developed a fault at the 192nd time cycle. The test data contains data only for some time cycles as our goal is to estimate the remaining operational time cycles before a fault.

3.3 Modeling of FDIA

In this section, we describe in detail about an FDIA, ways of modeling it and also provide an attack scenario.

3.3.1 False data injection attack (FDIA)

As mentioned earlier, false data injection attack (FDIA) [79] can be injected into the system by compromising physical sensors, sensor data communication

\(^3\)More details about these 21 sensors can be found in [93]
Table 3.1: Description of sensor signals for aircraft gas turbine engine

<table>
<thead>
<tr>
<th>Index</th>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T2</td>
<td>Total temperature at fan inlet</td>
<td>R</td>
</tr>
<tr>
<td>2</td>
<td>T24</td>
<td>Total temperature at LPC outlet</td>
<td>R</td>
</tr>
<tr>
<td>3</td>
<td>T30</td>
<td>Total temperature at HPC outlet</td>
<td>R</td>
</tr>
<tr>
<td>4</td>
<td>T50</td>
<td>Total temperature at LPC outlet</td>
<td>R</td>
</tr>
<tr>
<td>5</td>
<td>P2</td>
<td>Pressure at fan inlet</td>
<td>psai</td>
</tr>
<tr>
<td>6</td>
<td>P15</td>
<td>Total pressure at LPC bypass-duct</td>
<td>psai</td>
</tr>
<tr>
<td>7</td>
<td>P30</td>
<td>Total pressure at HPC outlet</td>
<td>psai</td>
</tr>
<tr>
<td>8</td>
<td>Nf</td>
<td>Physical fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>9</td>
<td>Nc</td>
<td>Physical core speed</td>
<td>rpm</td>
</tr>
<tr>
<td>10</td>
<td>Epr</td>
<td>Engine pressure ratio</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Ps30</td>
<td>Static pressure at HPC outlet</td>
<td>psia</td>
</tr>
<tr>
<td>12</td>
<td>Phi</td>
<td>Ratio of fuel flow to Ps30</td>
<td>pps/psi</td>
</tr>
<tr>
<td>13</td>
<td>NRF</td>
<td>Corrected fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>14</td>
<td>NRc</td>
<td>Corrected core speed</td>
<td>rpm</td>
</tr>
<tr>
<td>15</td>
<td>BPR</td>
<td>Bypass ratio</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>farB</td>
<td>Burner fuel-air ratio</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>lntBleed</td>
<td>Bleed enthalpy</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Nf_dmd</td>
<td>Demanded fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>19</td>
<td>PCNR_dmd</td>
<td>Demanded corrected fan speed</td>
<td>rpm</td>
</tr>
<tr>
<td>20</td>
<td>W31</td>
<td>HPT coolant bleed</td>
<td>lbm/s</td>
</tr>
<tr>
<td>21</td>
<td>W32</td>
<td>LPT coolant bleed</td>
<td>lbm/s</td>
</tr>
</tbody>
</table>

links, and data processing programs. Compromising physical sensors requires physical access to the sensors and hence is a tedious task. In contrast, hacking the sensor data communication links and data processing programs is an easier option for an attacker (explained in detail in the attack surface section). A successful FDIA can cause the engine sensors to output erroneous values to the central engine control, and thus make an either physical or economic impact on the predictive maintenance model. For example, $X_i$ represents the information transmitted by the $i^{th}$ sensor. In an FDIA, the adversary contaminates the original vector with a vicious vector. Let $X_i = [x_1, x_2, ..., x_k]$ be the original vector data containing $k$ sensor reading for the $i^{th}$ sensor. The original vector could be contaminated by adding an FDIA vector with the same dimension as the original vector. Let the contaminated vector for the $i^{th}$ sensor be $F_i = [\lambda_1, \lambda_2, ..., \lambda_k]$, then the compromised vector is given by Eq. 3.11.

$$Z_i = X_i + F_i \quad (3.11)$$

An FDIA can be constrained, where the attacker has access to a limited num-
ber of sensors, and some part of the communication network, and an FDIA can also be unconstrained, where the attacker has access to all of the sensors and also has total control of the communication network. In this work, we consider the constrained attack since it is more practical that an attacker has access to only a limited number of sensors (for the case study, the attack scenario considers only 3 sensors from a total of 21 sensors). We model two variations of FDIA to explore and compare their impact, specifically, continuous FDIA and interim FDIA. In the case of continuous FDIA, the attack is continuous, which means, once the attack starts, from that point onwards all the sensor reading are compromised. For instance, if the attack starts at the time instant atck_start = 3 and ends at atck_end then $F_i$ can be expressed as $F_i = [\lambda_1, \lambda_2, \lambda_{atck_start}, ..., \lambda_{atck_end}]$, where $atck_start \geq 1$ and $atck_end = k$. In the case of interim FDIA, the duration of attack is a short time interval, where $atck_start > 1$ and $atck_end < k$.

### 3.3.2 Attacker’s stealthiness

An FDIA can be stealthy if it is not detected by the defense mechanism. In order to achieve that objective, the attack vector should remain in the boundary conditions of the sensor measurements. There exist constant vectors $Z_{\text{min}}$ and $Z_{\text{max}}$, such that for any FDIA vector $Z_i$, the compromised vector passes undetected through the defense if

$$Z_i = X_i + F_i \text{ and } Z_{\text{min}} \leq Z_i \leq Z_{\text{max}} \quad (3.12)$$

We assume the attacker knows $Z_{\text{min}}$ and $Z_{\text{max}}$ to construct attack vectors satisfying Eq.3.12. Such information is easily available from the sensor data sheets provided by the vendor.
3.3.3 Attacker’s objective

The attacker’s objective is to cause a delay in aircraft engine maintenance. This objective can be achieved by altering the IoT sensors readings that are fed to the PdM systems. Injecting false data to the sensor readings result in incorrect predictions from PdM systems which in turn results in a delay of timely maintenance. As timely maintenance is a crucial factor of engine performance, a lapse of maintenance may result in mid-air engine failures which are catastrophic.

One can argue that the attacker having access to the physical sensors or the communication network of the sensors would directly attack the main systems (flight navigation and instrument landing systems) rather than just altering the sensor values for the PdM. However, there is a higher chance that a direct attack on the main system will easily get detected by the defense mechanisms. In contrast, introducing FDIA to sensors is an easier and safer option for an attacker since such attacks are more stealthy, hard to get detected as they are in sensor’s acceptable range and also the impact on the aircraft does not show up immediately. Instead, it causes the erroneous calculation of RUL and delays the maintenance cycle leading to a catastrophic incident.

3.3.4 Attack surface

In this thesis, only the constrained attacks are considered. Note, one of the ways to launch an FDIA is using spoofing techniques. For instance, Tippenhauer et al. [117] showed a spoof attack scenario on GPS-enabled devices. In this attack scenario, a forged GPS signal is transmitted to the device to alter the location. In this way, the true location of the device is disguised and the attacker can perform a physical attack on the device. In another work, Giannetos et al. [50] introduced an app named Spy-sense, which monitors behaviors of several sensors in a device. The app can manipulate sensor data by deleting or modifying it. Spy-sense exploits the active memory region in a device and relays sensitive data covertly. These
works show that FDI attacks can be performed even without gaining direct access to a system.

One of the recent articles [69] considers cyber-attacks as one of the reasons behind the two recent Boeing 737 Max 8 crashes. According to that article, a passenger, vehicle or drone carrying a sonic device capable of impacting the MCAS sensor controlling the plane could have been responsible for such an attack. Recently, ICS-CERT published an alert on certain controlled area network (CAN) bus systems aboard aircraft that might be vulnerable to hacking. It cited a report that an attacker with access to the aircraft could attach a device to avionics CAN bus to inject false data, resulting in incorrect readings in an avionic equipment [119]. Using such a device attached to the bus could lead to incorrect engine telemetry readings, incorrect compass and attitude data, and incorrect altitude, airspeed, and angle of attack (AoA) data. Pilots might not be able to distinguish between false and legitimate readings. This alert explores the possibility of injecting false data into IoT sensor readings of aircraft engine which are transmitted on a CAN. In this work we consider FDIA using malicious device attached to a avionics CAN.

3.3.5 Attack scenario

An aircraft engine is a complex system, so it requires adequate monitoring to ensure safe operation and in-time maintenance [59]. Several displays and dials in the cockpit give different measurements like exhaust gas temperatures, engine pressure ratio, the pressure at fan inlet, rotational speeds, etc. All these parameters are crucial in indicating the health of the engine; they serve as early indicators of failure and prevent costly component damage. In order to accomplish the task of monitoring these parameters in an engine, Engine health monitoring (EHM) systems [118] have been in service for three decades. Fig. 3.1 shows a generic EHM architecture. An EHM system has several IoT (Internet of Things) sensors mounted inside and outside of an engine to monitor different parameters.
All these IoT sensors are connected to a wireless network [19], which uses radio frequency for transmitting sensor output to central engine control [19]. These IoT sensors monitor different parameters of an aircraft engine and sends out alerts to the engine manufacturer if the Remaining Useful Life (RUL) [105] of the engine is approaching its end of life. An EHM system employs PdM systems to predict the RUL using the data collected from the IoT sensors.

The sensors on-board the engine send time series data (cycles) every hour to the local storage on-board the airplane. After every $N_b$ cycles of data are captured, the data is transmitted to the ground station. At the ground station, the incoming live data is stored in the database and sent to PdM system to predict RUL of the engine. The PdM system sends out alerts if the predicted RUL is less than the permissible safe operation RUL of the engine.

As shown in Figure 3.1 of the EHM architecture, the aircraft sends $N_b$ cycles of data at a time to the ground station/engine manufacturer. At the ground station, the PdM system performs data analytics on the received data and send

---

4 Remaining useful life (RUL) is the length of time a machine is likely to operate before it requires repair or replacement.
out alerts if the RUL is close to the threshold $N_{th}$. The value of $N_{th}$ can vary from engine to engine, and it is manufacturer-dependant. An adversary having this knowledge can perform the attacks more effectively. In a more practical sense, the degradation of the engine is very negligible at the beginning, but as time proceeds, the degradation follows a linear trend, and it increases as the engine approaches the end of life. Assuming in an engine, the linear degradation initially starts at $N^d$ cycle. The value of $N^d$ is different for different engines, as the wear of the engines may be different. If the average of $N^d$ for all the engines in the dataset is taken, it is found to be $N^d_{avg}$. An adversary having the knowledge of $N^d_{avg}$ can perform the attacks after the degradation initiates, making the attack more destructive.

To study the impact of FDIA on PdM systems, we consider an attack scenario where the attacker has access to the aircraft and could attach a device to avionics CAN bus [119] as mentioned previously in section 4 (attack surface). The device attached to CAN bus can inject false data into engine sensor readings, resulting in incorrect predictions of RUL of the aircraft engine. Note, as mentioned in section (attack surface), it is also possible to launch an FDI attack without direct access to the aircraft by using the sensor spoofing technique [64], or using a drone carrying a special device capable of interfering and impacting the on-board aircraft sensor measurements [69]. In this work, we consider two variations of FDIA which are continuous and interim FDIA. In continuous FDIA, the attack is initiated after $N^d$ and continues to the end of life of the engine. In Interim FDIA, the attack is initiated after $N^d$ and continues to the next 20 time cycles. In both the variations of FDIA, random and biased FDIA are used to evaluate the PdM model’s performance. Here, random FDIA means the noise added to the sensor output has a range (0.01% to 0.05%). Whereas, biased FDIA has a constant amount of noise added to the sensor output.
3.4 EXPERIMENTAL RESULTS

In this section, we first compare three different DL algorithms for RUL prediction. Next, we present both continuous and interim FDIA signatures, and the impact of FDIAs on the RUL prediction. Lastly, we present piece-wise RUL prediction and detail the impact of sequence length on resiliency.

3.4.1 Comparison of deep learning algorithms

In order to select the best machine learning algorithm for the PdM, we compare the performance of LSTM, GRU, and CNN algorithms for the C-MAPSS dataset. To evaluate the performance of these DL models, we utilize the root mean square error (RMSE) metric which is widely used as an evaluation metric in model evaluation studies. Table 5.1 represents the comparison of these DL algorithms with architectures LSTM(100,100,100,100) lh(80), GRU(100,100,100) lh(80), and CNN(64,64,64,64) lh(100). The notation GRU(100,100,100) lh(80) refers to a network that has 100 nodes in the hidden layers of the first GRU layer, 100 nodes in the hidden layers of the second GRU layer, 100 nodes in the hidden layers of the third GRU layer, and a sequence length of 80. In the end, there is a 1-dimensional output layer.

Table 3.2: RMSE comparison for different DL algorithms

<table>
<thead>
<tr>
<th>Predictor architecture</th>
<th>RMSE Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(64,64,64,64) lh(100)</td>
<td>9.94</td>
</tr>
<tr>
<td>LSTM(100,100,100,100) lh(80)</td>
<td>8.76</td>
</tr>
<tr>
<td>GRU(100,100,100) lh(80)</td>
<td>7.26</td>
</tr>
</tbody>
</table>

From Table 5.1 it is evident that the DL algorithm GRU(100, 100, 100) with a sequence length 80 has the least RMSE of 7.26. It means that GRU is very accurate in predicting accurate RUL for this dataset. Note, the obtained results in Table 5.1 show that our GRU-based predictive model performs 1.9, 1.7 and 1.3 times better (in terms of accuracy) when compared to the recent works in [42, 122, 136],...
Figure 3.2: FDI attack scenario for continuous period

Figure 3.3: FDI attack scenario for interim period

respectively, on RUL estimation using DL algorithms and the C-MAPSS dataset.

3.4.2 Impact of attacks on a PdM system

The average degradation point of the engine $N_{avg}^d$ is considered as 130 for the FD001 dataset [56] [16] [141], and we assume that the EHM system of the aircraft sends 20-time cycles ($N_b$) of data to the ground at a time. The details of EHM, the parameter $N_b$ and how the data is sent to the ground are discussed in [81]. The FDIA can be performed on 21 sensors, but to make the attack more realistic, we perform FDIA on only 3 sensors (specifically, T24, T50, and P30). More information about these sensors can be found in [45]. In FDIA continuous scenario, the attacker has initiated the attacks after $N_{avg}^d$, which is 130-time cycles (a one-time cycle is equivalent of one flight hour), and the attack duration is until end of life of the engine. In FDIA interim scenario, the attacker has initiated the attacks after $N_{avg}^d$, which is 130-time cycles, and the attack duration is 20
hours (20-time cycles). Since the attack is initiated after 130-time cycles, we only consider the engines which have data for more than 130 cycles which gives us 37 engines in the FD001 dataset. The resultant dataset is re-evaluated using the LSTM, CNN and GRU-based PdM models and the obtained RMSEs are 6.09, 7.50, and 5.36, respectively.

**FDIA signature:** To model the FDIA on sensors, we add a vicious vector to the original vector, which modifies the sensor output by a very small margin (0.01% to 0.05%) for random FDIA and 0.02% for biased FDIA. Here, random FDIA means the noise added to the sensor output has a range (0.01% to 0.05%). Whereas, biased FDIA has a constant amount of noise added to the sensor output. The attack signatures can be found in our extended paper [81].

**Impact of FDIA on CNN, LSTM and GRU:** To show the impact of an FDIA on the aircraft PdM system, we implement an attack for the scenario mentioned previously in Section II (attack scenario). The FDIA is performed on three sensors
(T24, T50, and P30) instead of attacking all the 21 sensors in the dataset. In FDIA continuous scenario, the adversary performs attacks from 130-time cycles to end of life of the engine. It is evident from Fig. 3.2 that LSTM, GRU, and CNN are greatly affected by the continuous FDI attack. In the case of random and biased FDIA, random FDIA showed a considerable impact on all PdM models. The CNN based PdM model is the most affected by the continuous FDIA as random FDIA’s RMSE is 139.15 and biased FDIA’s RMSE is 85.07 (true RMSE is 7.50) which is almost 18 times and 11 times higher when compared to the true RMSE, respectively. In contrast, the GRU based PdM model is the least affected by the continuous FDIA as random FDIA’s RMSE is 43.8 and biased FDIA’s RMSE is 35.38 (true RMSE is 5.36). Even though the GRU is least affected by both random and biased FDIA, their RMSE is 8 and 6 times higher than the true RMSE, respectively, making it also deadly for a PdM system.

In the FDIA interim scenario, the adversary performs attacks between 130 and 150-time cycles (20-time cycles). It is evident from Fig. 3.3 that LSTM, GRU, and CNN are greatly affected by the interim FDI attack. Once again, the CNN based PdM model is greatly affected by the continuous FDIA as random FDIA’s RMSE is 46.91 and biased FDIA’s RMSE is 31.46 (true RMSE is 7.50) which is almost 6 times and 4 times higher than the true RMSE, respectively. In contrast, the GRU based PdM model is the least affected by the interim FDIA as random FDIA’s RMSE is 19.30 and biased FDIA’s RMSE is 17.64 (true RMSE is 5.36). This indicates that GRU-based PdM models are comparatively resilient to both continuous and interim FDIA. Even though the GRU is least affected by both random and biased FDIA, their RMSE is still 4 times and 3 times higher than the true RMSE, respectively, making it deadly for a PdM system. When comparing both continuous and interim FDIA, it observed that continuous FDIA’s RMSE is almost twice the interim FDIA’s RMSE. Hence, continuous FDIAs are more potent than interim FDIA.
3.4.3 Piece-wise RUL prediction

In order to show the impact of FDIA attacks on a specific engine data, we apply the piece-wise RUL prediction. The piece-wise RUL prediction gives a better visual representation of degradation in an aircraft engine. Fig. 3.4(a) shows an example of an engine data from the dataset of 100 engines, and depicts the predicted RUL using GRU at each time step of that engine data. For example, if $X$ is the time series data of a particular engine, then $X_i = [x_1, x_2, x_3...x_{t-k}]$ represents time series data until time $t-k$. $RUL^p$ is predicted RUL at each time step in $X$, which is can be defined as $RUL^p_i = [RUL^p_1, RUL^p_2, RUL^p_3...RUL^p_{t-k}]$. From Fig. 3.4(a), it is evident that as the time series approaches the end of life, the predicted RUL (red line) is close to the true RUL (blue dashes), because the DL model has more time series data to accurately predict the RUL.

In the case of piece-wise RUL prediction during continuous FDIA, it is observed from Fig. 3.4 that both random and biased FDIA are initiated from 130-time cycles to 242-time cycles for engine ID 17. Here, the green and yellow dashes in the figures are predicted RUL after random and biased FDIA, respectively. In the GRU, LSTM, and CNN based piece-wise RUL prediction (for both random and biased FDIA), the attacker initiates the FDIA after 130-time cycles. The impact of the attack is quite interesting as the RUL jumps upwards (around 200 for GRU and LSTM) with a possible indication to the engine maintenance operator that the engine is quite healthy. This may influence a ‘no maintenance required’ decision from the maintenance engineers’ point of view, however, in reality, the RUL is decreasing continuously and going below the 100-time cycles which might require to schedule urgent maintenance leading to a catastrophic event. For CNN, the continuous FDIA causes a longer jump (even beyond the initial RUL value) when compared to the FDIA in LSTM and GRU. Of course, there is a higher chance that this will be flagged as a potential fault either in the engine or in the PdM system, and will cause unnecessary engine maintenance and will increase the aircraft downtown causing a financial loss to the flight operator.
In the case of piece-wise RUL prediction for engine ID 17 under interim FDIA, it is observed in Fig. 3.5 that the attack causes a similar jump as shown in the case of continuous FDIA in Fig. 3.4. However, the effect of the attack flushes away way sooner when compared to the continuous FDIA case. However, note that the attack duration was only 20 cycles, but it took more than 45 cycles to flush out the effect by the PdM system. Hence, if maintenance is due around that period, it may lead to catastrophic consequences. Once again, the piece-wise RUL prediction results indicate that employing CNN in PdM systems may result in systems that are very sensitive to the FDIA and hence special measures should be taken for designing a CNN-based PdM.

Figure 3.6: RMSE comparison of different GRU networks

![RMSE comparison of different GRU networks](image)

3.4.4 Impact of sequence length on resiliency of GRU

Since GRU has performed best among the DL algorithms as shown in the experimental results in the previous subsections, in Figure 3.6 we compare four different GRU networks under FDI attack. The GRU networks have structures...
GRU1(100, 100, 100) lh(90), GRU2(100, 100, 100) lh(80), GRU3(100, 100, 100) lh(70), and GRU4(100, 100, 100) lh(60). We observe that the GRU network with architecture GRU2(100, 100, 100) lh 80 has the least value of true RMSE (5.36), which means that it predicts RUL quite accurately, however, it is less resilient to both continuous and interim FDIA. In contrast, GRU with network architecture GRU3(100, 100, 100) lh(70) shows the second-best performance in predicting the RUL (RMSE of 6.89), however, in terms of resiliency, this network is the least affected by continuous and interim FDIA. This indeed shows an interesting insight that the sequence length affects not only the accuracy but also the resiliency of the model. It also indicates that accuracy should not be the only factor while designing a PdM system. For instance, in terms of accuracy GRU2 is the typical choice. However, if both accuracy and resiliency are considered, GRU3 is can be an ideal choice (at the cost of losing some accuracy).

3.5 Discussion

In this work, we first evaluate three different DL algorithms on the C-MAPSS dataset and obtained results show a great prospect for deep learning in PdM. Results show that the GRU performed 1.3-1.9 times better than the recent works that use deep learning on the C-MAPSS dataset [42, 122, 136]. The impact analysis of FDIA on aircraft sensors in the C-MAPSS dataset provides some interesting insights. We observe that CNN based PdM model is greatly affected by both random and biased FDIA. In the case of interim FDIA, CNN’s random and biased RMSE are 18 and 11 times higher than the true RMSE, respectively, and in the case of continuous, the random and biased RMSE are 6 and 4 times higher than the true RMSE, respectively. We also observe that the GRU-based PdM model is more resilient to both random and biased in comparison with CNN and LSTM-based PdM models. Even though the GRU is least affected by both random and biased FDIA, their RMSE is 8 and 6 times higher than the true RMSE in the
case of continuous FDIA, respectively. In the case of interim FDIA, the random and biased RMSE are 4 and 3 times higher than the true RMSE, respectively, making it disastrous for the PdM system. This may result in the delay of timely maintenance for the aircraft engine and eventually result in engine failure at some point. Note, the attack signature of FDIA is very close to the original sensor output making it harder to be detected by common defense mechanisms in an EHM system.

A piece-wise RUL predicting approach is used in visualizing the impact of attacks on the sensors, which clearly shows that the PdM system is susceptible to sensor attacks. CNN based piece-wise RUL prediction results show that special measures should be taken when designing and adopting CNN-based PdM systems (such as the cases in [27, 55, 60, 108]) as they are very sensitive to the FDIA. Figure 3.6, gives an interesting insight into the relationship between accuracy and resiliency of the GRU network. It shows the need for considering the relationship between the accuracy, resiliency and sequence length of a DL mode (such as GRU in our case) in the design phase. Indeed, such an analysis can serve as empirical guidance to the development of subsequent data-driven PdM systems.

All of these obtained results show that DL-based PdM systems have a great prospect for aircraft maintenance, however, they are very susceptible to sensor attacks. Hence it is required to investigate proper detection techniques to detect such stealthy attacks and special care should be taken when manufacturing IoT sensors for DL/AI applications. For the same reason, while designing a PdM system, the designer also must consider the resiliency of the DL algorithm instead of just emphasizing on the algorithm’s accuracy.

In this chapter, we have seen that a randomly generated noise can have a great impact on the PHM system. From this, we were inspired to study the impact of carefully crafted adversarial noise on the PHM system. Especially, the deep learning algorithms in PHM systems are prone to these adversarial threats. Adversarial attacks in deep learning have been extensively explored for image
recognition and classification applications. However, their application to the non-image domain is vastly under-explored and hence, pose a significant threat to the PHM system. Hence, it is very important to build PHM systems that are reliable and also robust to adversarial threats. In the next chapter, we formulate a methodology to build robust PHM systems that are resilient to cyber/adversarial threats. The methodology consists of building a PHM system, crafting adversarial examples to the PHM system and improving the adversarial robustness of the PHM system using adversarial training.
Chapter 4

Methodology for building robust PHM systems

In the previous chapter, we have seen that a randomly generated noise can have a great impact on the PHM system. From this, we were inspired to study the impact of carefully crafted adversarial noise on the PHM system. Adversarial attacks in deep learning have been extensively explored for image recognition and classification applications. However, their application to the non-image domain is vastly under-explored and hence, pose a significant threat to the PHM system. Hence, it is very important to build PHM systems that are reliable and also robust to adversarial threats. so this thesis provides a methodology to design and build adversarially robust PHM systems by employing adversarial training as a defense strategy.

In this chapter, a systematic approach to designing and implementing PHM for industrial applications is provided. Also, a comprehensive approach on generating adversarial examples to a PHM system along with approaches on making a PHM model robust to adversarial threats is provided, as described in Figure 4.1. A researcher/engineer can use this methodology in pre-deployment stage to build a robust PHM model. The methodology is separated into three steps, i.e. (1) Building a PHM system, (2) Crafting an adversarial attack, and lastly, (3) Adversarial
robustness. In step 1, we build a PHM system that employs DL for predictions. In step 2, we attack the PHM system by crafting adversarial examples and feeding it to the DL model in the PHM system, which may result in incorrect predictions. In step 3, we choose one of the adversarial defense strategies, to make a PHM model robust to adversarial threats. In this work, we consider adversarial training to make a robust PHM model.

![Figure 4.1: The proposed methodology](image)

### 4.1 Building a PHM system

A PHM system is a complex system of interconnected components, which involves IoT devices and state-of-the-art DL algorithms to make informed decisions/predictions. The designing of the PHM model involves several steps as shown in figure 4.1, and each step plays a prominent role in designing an efficient PHM model.

**Historical data**, it is a repository of time-series IoT data, which is used for building a PHM model. Real-time data from the IoT sensors are sequentially stored in historical data and then sent for *building PHM model* block. IoT devices in general generate large amount of data and processing it can be a cumbersome task. There exist some work using dimensionality reduction [143], [139], [138], [137] and cloud computing [142], [123], [132] for processing large data.

**Building PHM model**, this block comprises of three main blocks which are key in building a PHM model. Firstly, *Data pre-processing*, in order to build
an efficient PHM model, the quality of data provided is crucial. The raw sensor readings can be noisy, incomplete, and inconsistent. To make it ready for the model building it has to go through the following steps

- **Data cleaning**: Detect and fill missing values in the data and also to detect and remove noisy data points and outliers.

- **Data transformation**: Normalize IoT data to reduce data dimensions to make it easier to process and also to reduce the effect of noise.

- **Data reduction**: Sample data records for easier data handling and also to reduce the computational power needed to handle data.

- **Data discretization**: Convert continuous attributes to categorical attributes for ease of use. It is also known as binning.

Secondly, *Analyze and Transform data*, this block deals with selecting important features in the prepared data. Feature selection is the process of identifying the most crucial or influential features in the data. Some features may be less important and some may be pivotal for predicting equipment failure. It is key to understand the role played by every feature, especially when working with huge amount of data. Reducing the features will result in reducing the computational power needed to train and run the model, which in turn saves a lot of precious time.

Lastly, *Model training and retraining*, in order to build a quality model, the importance of choosing the appropriate ML algorithm is crucial. The algorithm is selected based on data and desired model outcomes. After selecting the appropriate algorithm, the next phase would be to train the model. The dataset from *Analyze and Transform data* block is split into two samples. The training sample comprises the major portion of the dataset and the rest is the test sample. The model is trained using the training dataset and in order to evaluate the performance of the trained model, few methods such as precision, recall, and F1 are employed, and also error evaluation metrics such as Mean Absolute error (MAE),
Root Mean Square Error (RMSE) and Mean Square Error (MSE) can also be used to evaluate the performance. The model retraining is scheduled at regular intervals to accommodate the changing conditions and also to maintain a consistent performance of the model.

In **Testing the PHM model** block, the test data is fed to *data pre-processing* block to handle noisy, incomplete and inconsistent data. In the next phase, the prepared data is sent to *prediction* block, where the trained PHM model makes predictions on the data provided. The predictions have an RMSE ($e$), which is helpful in evaluating the performance of the PHM system. In *validation* block the accuracy of the prediction made by the model is evaluated. In this block, the efficacy of the PHM model is evaluated and changes to the training data set are made based on the predicted outcomes. This step is necessary to maintain the quality of the model.

### 4.2 Crafting an adversarial attack

Adversarial examples are inputs to machine learning models that an attacker has intentionally designed to cause the model to make incorrect predictions. Adversarial attacks have a great impact on computer vision tasks. Adversarial attacks are less explored in the PHM domain. In this work, we craft adversarial examples using FGSM and BIM attacks. Adversarial attack block in Figure 4.1 shows the steps involved in the implementation of an adversarial attack on a PHM system.

**Crafting adversarial examples** block needs three inputs to craft adversarial examples. First, a trained DL model, second, sensor data from IoT sensors, and lastly, adversarial attack. The sensor data and trained DL model are inputs from the previous step (Building a PHM system). A researcher/engineer has the ability to choose between stat-of-the-art adversarial attacks like C & W’s Attack [29], DeepFool [84, 128], One-pixel attack [110], Fast-Gradient Sign Method (FGSM) [52], Projected Gradient Descent (PGD) [77], and Basic Iterative Method (BIM)
In this work, we craft adversarial attacks using FGSM and BIM attacks. The adversarial examples that are crafted by these attacks are closer to the input signal, which makes it a tedious task to detect and mitigate the attack. The adversarial examples that are crafted from this step are given as input to the PHM model, which results in incorrect predictions and also results in predictions with higher RMSE ($e'$). The RMSE from these predictions ($e'$) is greater than the RMSE of the prediction from the previous step (Building a PHM system) i.e. $e' > e$. These incorrect predictions in safety-critical PHM systems may result in failure of equipment and may incur a huge loss. For example, in the case of aircraft engine maintenance, incorrect RUL predictions may result in a lapse of timely maintenance and result in mid-air engine failures.

4.3 Adversarial robustness

As we seek to deploy deep learning algorithms in PHM systems, it becomes critical that the system is truly robust and reliable. Although many notions of robustness and reliability exist, the adversarial robustness raised a great deal of interest in recent years. Adversarial robustness is a model’s ability to mitigate the impact of adversarial threats from an adversary, crafted with the intention of fooling the model. The PHM system is vulnerable to adversarial threats and hence it is important to make a PHM system robust to adversarial threats. There are many strategies proposed [91] to make a model robust to adversarial threats and they can be divided into three categories: modifying data, modifying models, and using auxiliary tools. Modifying data refers to the reconstruction of the training data. Adversarial training is one of the techniques of modifying data, which adds adversarial examples to the training data to make a robust DL model. Other data modifying techniques include data compression [34], gradient hiding [88], and data randomization [124]. Modifying models refers to the modification of ML/DL models to make it robust against adversarial threats, it includes techniques like
feature squeezing [125], regularization [23], distillation [89], and mask defense [49]. Lastly, auxiliary tools include MagNet [80], defense-GAN [98], and high-level representation guided denoiser [74]. All these strategies are mainly proposed for the computer vision domain. In contrast, there are very few strategies proposed to detect adversarial examples in DL regression models, and inductive conformal anomaly detection method [20, 121] is one of the potential strategies. The IoT and DL based prognostics is currently revolutionizing the Industry 4.0 domain, however, their security vulnerabilities are often ignored. In this work, we evaluate the adversarial robustness of a model using the adversarial training method.

The adversarial robustness block in Figure 4.1 gives an overview of the steps involved in making a DL model adversarially robust. The process of adversarial training, adds crafted adversarial examples from the previous step (Adversarial attack) to the training dataset. A DL model is trained on this new dataset to learn on the adversarial examples and its data distribution, which helps in making a model robust to adversarial threats. When crafted adversarial examples are fed to the adversarially trained DL model, it results in predictions that are closer to the true prediction (without adversarial attack) and also have RMSE (\(\hat{e}\)) closer to the model without adversarial examples (\(e\)) and less than PHM model with adversarial examples (\(e'\)) i.e. \(e < \hat{e} < e'\). The process of adversarial training makes a PHM model robust and is helpful in mitigating the effect of adversarial attacks on a PHM system.

4.4 Summary

This chapter has introduced a systematic approach to designing and implementing PHM for industrial applications. The chapter also provided a comprehensive approach on crafting adversarial examples to a PHM system along with approaches on making a PHM model robust to adversarial threats. In the next chapter, we use the proposed methodology to build a PHM system that employs
DL for predictions, attack the PHM system by crafting adversarial examples and feeding it to the DL model in the PHM system, and finally, employ adversarial training to make a PHM model robust to adversarial threats.
Chapter 5

Crafting Adversarial Examples for Deep Learning Based Prognostics

The goal of this chapter is to discuss the adversarial-threats associated with a well-connected PHM system. In this Chapter, we use the methodology proposed in the previous chapter to design a PHM system, craft adversarial examples to a PHM system and employ adversarial training to build robust PHM systems. In this chapter, we analyze the impact of Fast Gradient Sign Method (FGSM) and Basic Iterative Method (BIM) attacks on Deep Learning enabled PHM systems. We perform a comprehensive study of the transferability property of adversarial examples in DL-based PHM models. We also enhance the adversarial robustness of the PHM system by performing adversarial training to mitigate the impact of adversarial threats.

5.1 Adversarial attacks on PHM systems

The advent of Industry 4.0 in automation and data exchange leads us toward a constant evolution in smart manufacturing environments, including an intensive utilization of Internet-of-Things (IoT) and Deep Learning (DL). Specifically, the state-of-the-art Prognostics and Health Management (PHM) [47] has shown great
success in achieving a competitive edge in Industry 4.0 by reducing the maintenance cost, downtime and increasing the productivity by making data-driven informed decisions. For instance, modern PHM techniques can help reduce downtime by 35%-45%, maintenance cost by 20%-25%, and can increase production by 20%-25% [7]. The ability to sense changes in the physical world (such as temperature, vibration, pressure, etc.) using IoT sensors, and to analyze the sensed data using the state-of-the-art DL algorithms for different prognostic tasks such as the Remaining Useful Life (RUL) prediction has enabled a highly reliable and cost-efficient industrial automation framework. Unfortunately, IoT sensors are also known for their vulnerability to cyber attacks [106, 144], and DL algorithms can also be easily fooled by adversarial examples [113]. From the perspective of computer vision, an adversarial example can be an image formed by making small perturbations (insignificant to the human eye) so that a classifier misclassifies it with high confidence. The highly-connected IoT sensors and DL utilized in PHM systems tend to inherit their respective vulnerabilities, thus making them a lucrative target for cyber-attackers [4]. According to a recent report from the Malwarebytes, cyber-threats against businesses/factories have increased by more than 200% over the past year [2]. Another interesting fact is that the adversarial examples can often transfer from one model to another model, which means that it is possible to attack models to which the attacker does not have access [113]. Such adversarial attacks have been extensively studied in the computer vision domain [14]. Even though advanced data-driven PHM depends on DL, it is very surprising that the impact of adversarial attacks on the PHM domain has not been studied yet.

In manufacturing, adversarial attacks can lead to a wrong prognostic decision, e.g., a wrong estimation of RUL can delay the maintenance of a machine leading to unexpected failures. Such unexpected failures are considered a primary operational risk, as they can hinder productivity and can incur a huge loss. For example, in the modern automotive industry, an assembly line has several robots working
on a car, and if even one robot fails, it will result in the halt of the entire assembly line, causing loss of valuable production time and increased production cost. In another situation, a wrong prognostic prediction in an operating autonomous vehicle, or aircraft may lead to loss of human lives. Thus, even though the utilization of IoT and ML is revolutionizing the smart industry, the vulnerabilities related to IoT and ML possesses a great challenge for Industry 4.0.

In chapter III, we showed that even a very small amount of randomly generated noise injected to the IoT sensors can greatly defect the RUL estimation. In this chapter, we go beyond the concept of randomly generated noise for PHM. We adopt adversarial example generation algorithms from the computer vision domain (for classification), formalize them (for regression), craft adversarial examples for the PHM domain. Our work provides a methodology to design and build adversarially robust PHM systems by employing one of the adversarial defense strategies i.e. adversarial training. We employ this methodology to first build two PHM systems i.e. turbofan engine and battery PHM systems using Long Short-Term Memory (LSTM) [58], Gated Recurrent Unit (GRU) [33], Convolutional Neural Network (CNN) [53], Multilayer Perceptron (MLP) [87], and Bi-directional Long Short-Term Memory (Bi-LSTM) [100] DL algorithms. Then, we craft adversarial attacks i.e. Fast Gradient Sign Method (FGSM) [52] and Basic Iterative Method (BIM) [67] using the proposed methodology for those PHM systems. We also analyze the impact of adversarial training using the proposed methodology to enhance the adversarial robustness of the PHM systems.

5.2 Deep learning for prognostics

In this section, we present the deep learning architectures that we employed in this work, to be specific LSTM, GRU, CNN, MLP and Bi-LSTM. We choose these models as they are quite popular in the PHM domains. We use MLP as a baseline for the other DL models.
5.2.1 Long Short-Term Memory (LSTM)

An LSTM [57] is a type of Recursive Neural Network (RNN), which is known for its applicability in time-series classification and regression [134]. The details about LSTM equations and architecture can be found in Chapter 3.

![LSTM cell structure at time t](image)

Figure 5.1: LSTM cell structure at time $t$

![LSTM Architecture](image)

Figure 5.2: LSTM Architecture

For C-MAPSS dataset, we employ LSTM of the architecture LSTM(100,100,100,100) $lh(80)$. This notation refers to a network that has 100 nodes in the hidden layers of the first, second, third, and fourth LSTM layers, and a sequence length of 80. In
the end, there is a 1-dimensional output layer. Figure 5.2 shows the architecture of LSTM employed in our work.

For battery dataset, we employ LSTM of the architecture LSTM(180,180,120,120) lh(80). This notation refers to a network that has 180 nodes in the hidden layers of the first and second, 120 nodes in third and fourth LSTM layers, and a sequence length of 60. In the end, there is a 1-dimensional output layer. Figure 5.2 shows the architecture of LSTM employed in our work.

5.2.2 Gated Recurrent Unit (GRU)

The GRU was proposed by Cho et al. [32]. It operates using a reset gate and update gates. GRUs are improved versions of standard recurrent neural networks. Similar to the LSTM unit, the GRU has gating units that modulate the flow of information, however, GRU has two gates (reset and update gates). The GRU does not have a memory unit. It just exposes the full hidden content without any control. GRUs have been shown to exhibit even better performance on certain smaller datasets [135]. The details about GRU equations and architecture can be found in Chapter 3.

For C-MAPSS dataset, we employ GRU of the architecture GRU(100,100,100) lh(80). This notation refers to a network that has 100 nodes in the hidden layers of the first, second, and third GRU layers, and a sequence length of 80. In the end, there is a 1-dimensional output layer. Figure 5.3 shows the architecture of GRU employed in our work.

For battery dataset, we employ GRU of the architecture GRU(180,180,120,120) lh(80). This notation refers to a network that has 180 nodes in the hidden layers of the first and second, 120 nodes in third and fourth GRU layers, and a sequence length of 60. In the end, there is a 1-dimensional output layer. Figure 5.4 shows the architecture of GRU employed in our work.
5.2.3 Bi-directional LSTM network (Bi-LSTM)

Bidirectional LSTMs are an extension of traditional LSTMs that can improve model performance on sequence regression problems. Bidirectional recurrent neural networks (BRNN) were first introduced by Schuster and Paliwal in 1997 [100]. The Bi-LSTM allows the network to have both backward and forward information about the sequence at every time step by running the inputs in two ways, one from past to future and one from future to past. During the training process, the Bi-LSTM is trained in both forward and backward directions. Figure 5.5 shows the general structure of Bi-LSTM. Bi-LSTMs are employed in several applications of PHM to predict the RUL of an equipment [72, 75].

For C-MAPSS dataset, we employ Bi-LSTM of the architecture Bi-LSTM(180,180,120) lh(80). This notation refers to a network that has 180 nodes in the hidden layers of the first, second, 120 hidden nodes in the third Bi-LSTM layer, and a sequence length of 60. In the end, there is a 1-dimensional output layer. Figure 5.6 shows the architecture of Bi-LSTM employed in our work.

For battery dataset, we employ Bi-LSTM of the architecture Bi-LSTM(180,120,120) lh(80). This notation refers to a network that has 180 nodes in the hidden layers
of the first Bi-LSTM layer and 120 hidden nodes in third and fourth Bi-LSTM layer, and a sequence length of 60. In the end, there is a 1-dimensional output layer. Figure 5.6 shows the architecture of Bi-LSTM employed in our work.

5.2.4 Multilayer Perceptron (MLP)

A multilayer perceptron (MLP) [87] is a class of feedforward artificial neural network (ANN). An MLP network consists of at least three layers: an input layer, a hidden layer and an output layer. Each node in a layer is a neuron that uses a nonlinear activation function, except for the nodes of the input layer. A MLP is one of the most common neural network models used in the field of deep learning. In this work, we use MLP (even though it is deemed insufficient for modern day advanced regression tasks) as a baseline for other DL models.

For C-MAPSS dataset, we employ MLP of the architecture MLP(128,128,64) lh(60). This notation refers to a network that has 128 nodes in the hidden layers of the first, second layers and 64 hidden nodes of the third MLP layer, and a sequence length of 60.
length of 60. In the end, there is a 1-dimensional output layer. Figure 5.7 shows the architecture of MLP employed in our work.

For battery dataset, we employ MLP of the architecture MLP(256,256,256,128) lh(60). This notation refers to a network that has 256 nodes in the hidden layers of the first, second, third layers and 128 hidden nodes of the fourth MLP layer, and a sequence length of 60. In the end, there is a 1-dimensional output layer. Figure 5.8 shows the architecture of MLP employed in our work.

### 5.2.5 Convolutional Neural Network (CNN)

CNN is a type of deep learning algorithm, which is fundamentally inspired by feed-forward ANNs. CNN find their applications in different areas including prognostics [27, 108]. A CNN consists of one or more convolutional layers and then followed by one or more fully connected layers as in a standard multi-layer neural network. A 1D CNN model is utilized in this work to predict the RUL of the engine. Details about CNN construction and network design are presented in detail in [61].

CNN has achieved exceptional success in prognostics. Figure 5.9 shows the
architecture of CNN employed for C-MAPSS dataset. The architecture employs an input layer, three 1-D convolutional layers with each having 64 filters and three dense layers of size 40, 40, and 1.

Figure 5.9 shows the architecture of CNN employed for battery dataset. The architecture employs an input layer of length 100, three 1-D convolutional layers with 256 filters in first, second layers and 128 filters in third and fourth layers. The architecture also has three dense layers of size 40, 40, and 1.
5.2.6 Prediction model

All the DL models employed predict the future state (RUL) of an equipment. If an equipment has $N$ time cycles data at time instant $t$. We train our DL models to predict the RUL of $N + 1$ time cycles using the data of $N$ time cycles. For example, if an equipment has 250 time cycles of data. Our DL model predicts RUL for 251 time cycles.

5.3 Adversarial Attacks on Prognostics

In this section, we formalize the adversarial attacks in the PHM domain and present the adversarial example generation algorithms.
5.3.1 Formalization of the problem

A machine or a piece of equipment in a PHM system has several sensors that record different parameters. These sensor measurements are recorded at every time step and hence constitute for multivariate time-series data [82].

Definition 1: Let \( M \) be a multivariate time-series (MTS). Assuming there are \( N \) sensors in an equipment, the multi-variate time-series can be defined as a sequence such that \( M = [m_1, m_2, ..., m_T] \), \( T = |M| \) is the length of \( M \), and \( m_i \in \mathbb{R}^N \) is a \( N \) dimension data point at time \( i \in [1, T] \) representing the sensor measurements.

Definition 2: \( D = (m_1, RUL_1), (m_2, RUL_2), ..., (m_T, RUL_T) \) is the dataset of pairs \((m_i, RUL_i)\) where \( RUL_i \) is a label (RUL value at that time instant) corresponding to \( m_i \).

Definition 3: Time series regression task consists of training the model on \( D \) in order to predict \( \hat{RUL} \) from the possible inputs. Let \( f(\cdot, \cdot) : \mathbb{R}^{T \times N} \rightarrow \hat{RUL} \) represent a DL for regression. \( J_f(\cdot, \cdot) \) denotes the cost function of the model \( f \).

Definition 4: \( M' \) denotes the adversarial example, a perturbed version of \( M \) such that \( \hat{RUL} \neq \hat{RUL}' \) and \( \|M - M'\| \leq \epsilon \) where \( \epsilon \geq 0 \in \mathbb{R} \) is a maximum perturbation magnitude.

Given a trained DL model \( f \) and an input MTS \( M \), crafting an adversarial example \( M' \) can be described as a box-constrained optimization problem.

\[
\min_{M'} \|M' - M\| \quad s.t. \\
f(M') = \hat{RUL}', \quad f(M) = \hat{RUL} \text{ and } \hat{RUL} \neq \hat{RUL}'
\]

Adversarial robustness: Given a model \( f' \), which is generated employing one of the adversarial defense strategies and \( M' \) is adversarial example from definition 4, then adversarial robustness can be described as box-constrained optimization problem.
\[
\min_{\hat{RUL}} \left| RUL - \hat{RUL} \right| \quad \text{s.t.} \\
\quad f'(M') = RUL, \quad f(M) = \hat{RUL} \quad \text{and} \quad \hat{RUL} \neq RUL
\]

5.3.2 Adversarial example generation for PHM

We craft adversarial examples \((M')\) that defect the RUL predictions by increasing the cost of the model. In this work, we adopt and apply two adversarial example generation algorithms, Fast Gradient Sign Method (FGSM) [52] and Basic Iterative Method (BIM) [67].

**Algorithm 1**: FGSM algorithm for PHM

<table>
<thead>
<tr>
<th>Input</th>
<th>Original multivariate time series (M) from an equipment and its corresponding label (\hat{RUL})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Perturbed multivariate time series (M')</td>
</tr>
<tr>
<td>Parameter</td>
<td>(\epsilon)</td>
</tr>
<tr>
<td>(\eta = \epsilon \cdot \text{sign}(\nabla_m J_f(M, \hat{RUL})));</td>
<td></td>
</tr>
<tr>
<td>(M' = M + \eta);</td>
<td></td>
</tr>
</tbody>
</table>

*Fast Gradient Sign Method (FGSM)*: The FGSM was first proposed in [52] to generate adversarial images to fool the GoogLeNet model. The FGSM works by using the gradients of the neural network to create an adversarial example. This attack is also known as the one-shot method as the adversarial perturbation is generated by a single step computation. The attack is based on a one-step gradient update along the direction of the gradient’s sign at each time step. This can be summarised using the equation \(\eta = \epsilon \cdot \text{sign}(\nabla_m J_f(M, \hat{RUL}))\), where \(J_f\) is the cost function of model \(f\), \(\nabla_m\) indicates the gradient of the model with respect to the original MTS \(M\) with the correct label \(\hat{RUL}\), \(\epsilon\) denotes the hyper-parameter which controls the amplitude of the perturbation and \(M'\) is adversarial MTS. Algorithm 1 shows different steps of the FGSM attack.

*Basic Iterative Method (BIM)*: The BIM [67] is an extension of FGSM. In BIM,
Algorithm 2: BIM algorithm for PHM

<table>
<thead>
<tr>
<th>Input</th>
<th>Original multivariate time series $M$ from an equipment and its corresponding label $RUL$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Perturbed multivariate time series $M'$</td>
</tr>
<tr>
<td>Parameter</td>
<td>$I, \epsilon, \alpha$</td>
</tr>
</tbody>
</table>

$M' \leftarrow M$

**while** $i = 1 \leq I$ **do**

- $\eta = \alpha \cdot \text{sign}(\nabla_{m} J_f(M', \hat{RUL}))$;
- $M' = M' + \eta$;
- $M' = \min\{M + \epsilon, \max\{M - \epsilon, M'\}\}$;
- $i + +$;

**end**

FGSM is applied multiple times with small step size, and clipping is performed after each step to ensure that they are in the range $[M - \epsilon, M + \epsilon]$ i.e. $\epsilon - \text{neighbourhood}$ of the original time series $M$. BIM is also known as Iterative-FGSM since FGSM is iterated with smaller step sizes. The adversarial examples generated through BIM are closer to the original input as perturbations are added iteratively and hence have a greater chance of fooling the network. However, compared to FGSM, BIM is computationally more expensive and slower. Algorithm 2 shows different steps of the BIM attack. The algorithm requires three hyperparameters: 1. the per step small perturbation ($\alpha$); 2. the amount of maximum perturbation ($\epsilon$) and 3. the number of iterations ($I$). Here, the value of $\alpha$ is calculated using $\alpha = \epsilon/I$.

5.4 Crafting adversarial examples for turbofan engine PHM case study

In this section, we evaluate adversarial attacks by performing a case study. At first, we explore the performance of five DL models without adversarial attacks and then apply the adversarial attacks to evaluate the impact on those models. We evaluate the transferability property of adversarial attacks. We also evaluate a adversarial robustness strategy to make a robust PHM model.
Table 5.1: RMSE comparison for different DL algorithms

<table>
<thead>
<tr>
<th>Predictor architecture</th>
<th>RMSE Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(64,64,64,64) lh(100)</td>
<td>9.93</td>
</tr>
<tr>
<td>LSTM(100,100,100,100) lh(80)</td>
<td>8.80</td>
</tr>
<tr>
<td>GRU(100,100,100) lh(80)</td>
<td>7.62</td>
</tr>
<tr>
<td>MLP(128,128,64) lh(60)</td>
<td>11.60</td>
</tr>
<tr>
<td>Bi-LSTM(180,180,120) lh(60)</td>
<td>8.43</td>
</tr>
</tbody>
</table>

5.4.1 Deep learning models for the turbofan engine case study

To show the impact of adversarial examples on DL PHM models, we need to develop a PHM model first. For that, in this work, we perform a PHM case study using an aircraft Predictive Maintenance (PdM) [136] system. We use NASA’s turbofan C-MAPSS [93] (Commercial Modular Aero-Propulsion System Simulation) dataset. This dataset includes 21 sensors data with a different number of operating conditions and fault conditions. We use the FD001 sub-dataset from the dataset for our experiments. We use five DL models, specifically, MLP, CNN, LSTM, Bi-LSTM, and GRU for predicting the RUL of the aircraft engines as they are known for their applicability in the PdM domain. The architecture of these DL algorithms are mentioned in section 5.2. As shown in Table 5.1, when there is no attack present, GRU(100, 100, 100) with a sequence length 80 provides the most accurate RUL prediction among these five models with the least Root Mean Square Error (RMSE) of 7.62. Next, we craft adversarial examples for these models and evaluate their impacts by comparing the performance of these DL models.

5.4.2 Threat model for the turbofan engine PdM

Before proceeding to the results, we describe the threat model for the turbofan engine PdM case study as follows.

**Attack objective:** The objective of the attacker is to trigger either an early or
delayed maintenance. An early, or in other words unnecessary maintenance can result in flight downtime and unnecessary maintenance, both of which lead to a loss of flight time, loss of human effort, loss of resources, and also incurs an extra maintenance cost. On the other hand, delayed maintenance may lead to an engine failure which might cause the loss of human lives in the worst case.

**Attack surface:** One of the ways to launch an adversarial attack is using spoofing techniques. For instance, Tippenhauer *et al.* [117] showed a spoof attack scenario on GPS-enabled devices. In this attack scenario, a forged GPS signal is transmitted to the device to alter the location. In this way, the true location of the device is disguised and the attacker can perform a physical attack on the device.

In another work, Giannetos *et al.* [50] introduced an app named *Spy-sense*, which monitors behaviors of several sensors in a device. The app can manipulate sensor data by deleting or modifying it. *Spy-sense* exploits the active memory region in a device and relays sensitive data covertly. These works show that adversarial attacks can be performed even without gaining direct access to a system.

In this work, we consider both, the white-box and black-box attacks. The results of the black-box attack are demonstrated through the transferability property of the adversarial examples [88]. In the white-box attack, the adversary has access to the data and internal parameters of the DL model. In the case of aircraft predictive maintenance, the attacker can have access to the sensor data by exploiting controlled area network (CAN) bus systems aboard aircraft. The ICS-CERT published an alert on certain CAN bus systems on-board certain aircraft that might be vulnerable to cyber-threats. In this alert, an attacker with access to the aircraft could attach a malicious device to the avionics CAN bus to record and inject false data. This may result in incorrect readings in an avionic equipment [119]. This alert explores the possibility of capturing sensor measurements, crafting adversarial examples using the captured data, and injecting the crafted adversarial examples back into the system.

**Attack signatures:** As mentioned earlier, the FD001 sub-dataset has 100 en-
engines, each of which has 21 sensors. Note, 7 out of these 21 engines can be ignored since their measurements remain constant. For the rest of the 14 sensors, we used the normalization technique to convert the raw sensory data into a normalized scale. We use the resultant normalized dataset to generate adversarial examples using FGSM and BIM. For illustration, Figure 5.10 and Figure 5.11 shows examples of a perturbed data from sensor 2 of engine ID 49 crafted using FGSM (with $\epsilon = 0.3$) and BIM (with $\alpha = 0.003$, $\epsilon = 0.3$ and $I = 100$), respectively. From Figure 5.11 it can be observed that the BIM attack generates adversarial examples that are closer to the input. We choose $\epsilon = 0.3$ for both FGSM and BIM attacks to make sure that the crafted adversarial examples are stealthy. Such stealthy attacks often fall within the boundary conditions of the sensor measurements, and hence they are indeed hard to detect using the common attack detection mechanisms.

5.4.3 Impact of adversarial attacks on turbofan engine PdM

To analyze the impact of attacks, we create a subset of test data from FD001 in which each engine has at least 150 time cycles of data. This gives us 37 engines
in the FD001 dataset. This is done since the engine’s more time cycles data helps the DL models to make more accurate RUL predictions. This gives us 37 engines in the FD001 dataset. The resultant dataset is re-evaluated using the MLP, Bi-LSTM, LSTM, CNN, and GRU-based PHM models and the obtained RMSEs are 10.98, 5.81, 5.83, 7.92, and 5.77, respectively.

To analyze the impact of FGSM and BIM attacks on the C-MAPSS, we craft adversarial examples using the proposed methodology and apply them to the DL models. From Figure 5.12, we observe that the FGSM attack (with $\epsilon = 0.3$) increases the RMSE of CNN, LSTM, GRU, MLP, and Bi-LSTM models by 131%, 134%, 94%, 56%, and 119% respectively, when compared to the DL models without attack. For the BIM attack (with $\alpha = 0.003$, $\epsilon = 0.3$ and $I = 100$), we also observe a similar trend, that is the RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model is increased by 294%, 351%, 346%, 175%, and 349% respectively, when compared to the DL models without attack. In all cases, as shown in Figure 5.12, the BIM attack results in a larger RMSE when compared to the FGSM attack.

The FGSM and BIM attacks can cause an under-prediction or over-prediction
Figure 5.12: RUL estimation under FGSM ($\epsilon = 0.3$) and BIM ($\alpha = 0.003$, $\epsilon = 0.3$, and $I = 100$) attack

as mentioned in the attacker’s objective. For instance, as shown in Figure 5.12, the CNN model predicts the RUL (without attack) of 125 (in hours) for engine ID 33 and 132 (in hours) for engine ID 4. After performing the FGSM and BIM attacks for engine ID 9, the same CNN model predicts the RUL (in hours) as 176 and 250, respectively. This represents a 14% and 20% increase in RUL after FGSM and BIM attacks. For engine ID 4, the FGSM and BIM attacks result in RUL of 97 and 78, respectively. This represents 26.51% and 40.9% decrease in the predicted RUL after FGSM and BIM attacks. An over-prediction, as shown in the first case, may cause delayed maintenance, whereas an under-prediction, as shown in the latter case may cause early maintenance, both of which have catastrophic consequences.

To elucidate the impact of FGSM and BIM attacks on specific engine data, we first apply the piece-wise RUL prediction (using the same DL models) for a single-engine (in this case engine ID 17) and then apply the crafted adversarial examples. The piece-wise RUL prediction gives a better visual representation of
Figure 5.13: Piece-wise RUL prediction under FGSM ($\epsilon = 0.3$) and BIM ($\alpha = 0.003$, $\epsilon = 0.3$, and $I = 100$) attack degradation (health status) in an aircraft engine. Figure 5.13(a), Figure 5.13(b), Figure 5.13(c), Figure 5.13(d), and Figure 5.13(e) shows the piece-wise RUL prediction using CNN, LSTM, GRU, MLP, and Bi-LSTM models, respectively, at each time step. From Figure 5.13, it is evident that as the time approaches towards the end of life, the predicted RUL (green solid line) is closer to the true RUL (blue dashes). This is because once the RUL predictions get more accurate with the increasing amount of data.

Next, we craft adversarial examples using both FGSM and BIM for that engine (engine ID 17), apply them for piece-wise RUL prediction, and compare their impact, as shown in Figure 5.13. We observe that the crafted adversarial examples have a strong impact from the beginning of the RUL prediction on the CNN model when compared to the MLP, Bi-LSTM, LSTM and GRU models. The piece-wise RUL prediction after the attack on the CNN model follows the same trend of the piece-wise RUL without attack, however, the attacked RUL values remain quite far from the actual prediction. On the other hand, the impact of adversarial attacks
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on the GRU model is interesting since we observe that the RUL remains almost constant up to 104 time cycles and 129 time cycles for FGSM and BIM attacks, respectively, then starts decreasing. Such a phenomenon is deceiving in nature as it indicates that the engine is quite healthy and may influence a ‘no maintenance required’ decision by the maintenance engineer. Once again, it is evident that the BIM attack has a stronger impact on piece-wise RUL prediction when compared to the FGSM attack.

Figure 5.14: RMSE variation with respect to the amount of perturbation ($\epsilon$) for FGSM and BIM attacks

Performance variation vs. the amount of perturbation: In this part of the experiments, we explore the impact of the amount of perturbation $\epsilon$ on the GRU model performance in terms of RMSE. We picked the GRU model as it showed the best performance in predicting the RUL. The obtained result is shown in Figure 5.14. We observe that for the larger values of $\epsilon$, the BIM attack results in higher RMSE when compared to the FGSM. For instance, for $\epsilon = 1.3$, the FGSM attack results in an RMSE of 32.78, whereas the BIM attack results in an RMSE of 61.34. This shows that for the same value of $\epsilon$, BIM can generate adversarial examples impacting the RMSE approximately twice when compared to the FGSM. This is due to the fact [67] that BIM adds a small amount of perturbation $\alpha$ on each iteration whereas FGSM adds the total amount of perturbation $\epsilon$ on each data point.
**Transferability of attacks:** To evaluate the transferability of adversarial attacks, we apply the adversarial examples crafted for a PHM model on the other PHM models using the data of 37 engines as mentioned in the experimental setup section. As mentioned earlier, such an attack is known as the *black box* attack [88], where the attacker has no knowledge of the target model’s internal parameters, but still cause a considerable impact on the target model. The obtained results are shown in Table 5.2. The first column (DL models) of the Table 5.2 represents the RMSE of the models without attack. We observe that the FGSM and BIM adversarial examples crafted for the CNN model gives a higher RMSE when transferred to other DL models. Also, another interesting fact that we observe is when transferred, adversarial examples crafted using BIM results in a higher RMSE. For instance, the CNN-based PHM model has an RMSE of 7.92. When we craft adversarial examples for the CNN model using FGSM and BIM, and transfer to the GRU model, we observe that BIM adversarial attack increases the RMSE almost two times (27.12) when compared to the FGSM (14.23). A similar trend is also observed for all other PHM models when adversarial attacks are transferred.

Table 5.2: Transferability of FGSM and BIM attacks. The notation X/Y represents RMSE using FGSM/BIM

| DL models | RMSE 
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLP</td>
<td>CNN</td>
<td>LSTM</td>
<td>Bi-LSTM</td>
<td>GRU</td>
</tr>
<tr>
<td>LSTM (RMSE = 5.83)</td>
<td>19.96 / 32.45</td>
<td>18.23 / 31.13</td>
<td>-</td>
<td>14.74 / 23.26</td>
<td>11.33 / 18.65</td>
</tr>
<tr>
<td>Bi-LSTM (RMSE = 5.81)</td>
<td>18.42 / 31.88</td>
<td>17.44 / 30.67</td>
<td>12.32 / 21.36</td>
<td>-</td>
<td>10.72 / 19.66</td>
</tr>
<tr>
<td>GRU (RMSE = 5.77)</td>
<td>19.83 / 32.64</td>
<td>16.22 / 30.45</td>
<td>10.89 / 19.52</td>
<td>9.45 / 17.66</td>
<td>-</td>
</tr>
</tbody>
</table>

5.5 Adversarial training in turbofan engine PHM case study

In this work, we improve the adversarial robustness of a model using the adversarial training method from the proposed methodology. Adversarial training is one of the adversarial robustness strategies employed to make a model robust to
adversarial threats. This process consists of training a DL/ML model on adversarial examples crafted using adversarial attacks (FGSM and BIM), this process makes the model robust to adversarial threats.

Table 5.3: Adversarial training using FGSM and BIM attacks. The notation X/Y represents RMSE of test data after adversarial training using FGSM/BIM

<table>
<thead>
<tr>
<th>DL models</th>
<th>RMSE after testing on adversarial examples crafted using $\epsilon = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon = 0.1$</td>
</tr>
<tr>
<td>MLP (RMSE = 11.23)</td>
<td>11.78 / 12.56</td>
</tr>
<tr>
<td>LSTM (RMSE = 6.45)</td>
<td>6.93 / 7.42</td>
</tr>
<tr>
<td>Bi-LSTM (RMSE = 6.41)</td>
<td>6.82 / 7.37</td>
</tr>
<tr>
<td>GRU (RMSE = 6.36)</td>
<td>6.75 / 7.18</td>
</tr>
</tbody>
</table>

In adversarial training, we train a DL model on adversarial examples crafted for epsilon value in the range 0.1 to 0.9 and test the adversarially trained model on adversarial examples crafted using an epsilon value of 0.3 for all the experiments. From Table 5.3, the first column on the right consists of DL models with their respective RMSEs after adversarial training. It is observed that there is a slight increase in the RMSE of the model after adversarial training. From Table 5.3, it is observed that the effect of an adversarial attack is greatly reduced after adversarial training for both FGSM and BIM attacks. For example, in BIM attack, the increase of RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model for adversarial training epsilon of 0.3 is reduced from 294%, 351%, 346%, 175%, and 349% respectively, to 6.8%, 16%, 15%, 5.7%, and 15.6%, respectively. In FGSM attack, the increase of RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model for adversarial training epsilon of 0.3 is reduced from 131%, 134%, 94% 56%, and 119% respectively, to 5%, 12.43%, 11.95%, 4%, and 11.8%, respectively. This indeed shows that adversarial training is successful in mitigating adversarial threats.

From Table 5.3, it is observed that for adversarial training epsilon of 0.1 results in greater RMSE than the remaining adversarial training epsilons for all the DL models. This is because the DL models are trained on a smaller value of epsilon and tested on adversarial examples that are crafted using an epsilon, which is
greater than adversarial training epsilon. It is also observed that as the value of training epsilon increases, we see an increasing trend in the RMSE for both the attack. For example, the CNN model of training epsilon 0.3 gives RMSE of 8.32 for FGSM attack, in comparison the same CNN model of training epsilon of 0.9 gives RMSE of 9.12 for FGSM attack.

The impact of adversarial training can be clearly seen in Figure 5.15. From Figure 5.15, it can be observed that as the value of epsilon increases the value of RMSE after FGSM and BIM attacks increases, but after adversarial training, the value of RMSE after FGSM and BIM attack is almost constant. For instance, for $\epsilon = 1.3$, the FGSM and BIM attacks on non-adversarial trained model results in an RMSE of 32.78 and 61.34, respectively, but after adversarial training, it results in RMSE of 7.67 and 8.17 for FGSM and BIM, respectively. From these experiments, we discern that adversarial training is successful in mitigating adversarial threats.
5.6 Crafting adversarial examples for battery PHM case study

In this section, we evaluate adversarial attacks by performing a case study. At first, we explore the performance of five PHM DL models without adversarial attacks and then apply the adversarial attacks to evaluate the impact on those models. We evaluate the transferability property of adversarial attacks. We also evaluate a adversarial robustness strategy to make a robust PHM model.

5.6.1 Deep learning models for the battery case study

To show the impact of adversarial examples on DL PHM models, we need to develop a PHM model first. For that, in this work, we perform a PHM case study using an battery PHM [101] system. The battery dataset [101] consists of 124 commercial lithium iron phosphate/graphite cells cycled under fast-charging conditions, with widely varying cycle lives ranging from 150 to 2,300 cycles. This dataset includes 7 sensors data recorded at regular intervals. We perform data prepossessing and remove three noisy battery data, so we are left with 121 battery data. We divide the battery dataset into train and test pairs, with train dataset having 100 battery data and test with 21 battery data. In the test data, we truncate the data at 300 cycles for all batteries, we make predictions of RUL based on the 300 cycles of data. We use five DL models, specifically, MLP, CNN, LSTM, Bi-LSTM, and GRU for predicting the RUL of the batteries as they are known for their applicability in the PHM domain. The architecture of these DL

<table>
<thead>
<tr>
<th>Predictor architecture</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(256,256,128,128) lh(60)</td>
<td>185.65</td>
</tr>
<tr>
<td>LSTM(180,180,120,120) lh(60)</td>
<td>144.97</td>
</tr>
<tr>
<td>GRU(180,180,120,120) lh(60)</td>
<td>139.13</td>
</tr>
<tr>
<td>MLP(256,256,256,128) lh(60)</td>
<td>190.25</td>
</tr>
<tr>
<td>Bi-LSTM(180,120,120) lh(60)</td>
<td>152.37</td>
</tr>
</tbody>
</table>
algorithms are mentioned in section 5.2. As shown in Table 5.4, when there is no attack present, GRU(180,180,120,120) with a sequence length 60 provides the most accurate RUL prediction among these five models with the least Root Mean Square Error (RMSE) of 139.13. Next, we craft adversarial examples for these models and evaluate their impacts by comparing the performance of these DL models.

5.6.2 Threat model for the battery PdM

Before proceeding to the results, we describe the threat model for the battery PHM case study as follows.

**Attack objective:** The objective of the attacker is to trigger either an early or delayed maintenance. An early, or in other words unnecessary maintenance can result in downtime and unnecessary maintenance, both of which lead to a loss of critical time, loss of human effort, loss of resources, and also incurs an extra maintenance cost. On the other hand, delayed maintenance may lead to an equipment failure which may incur huge loss to the industry

**Attack surface:** In this work, we consider both, the white-box and black-box attacks. The results of the black-box attack are demonstrated through the transferability property of the adversarial examples [88]. In the white-box attack, the adversary has access to the data and internal parameters of the DL model. One of the ways to launch an adversarial attack is using spoofing techniques. For instance, Tippenhauer *et al.* [117] showed a spoof attack scenario on GPS-enabled devices. In this attack scenario, a forged GPS signal is transmitted to the device to alter the location. In this way, the true location of the device is disguised and the attacker can perform a physical attack on the device. In another work, Giannetos *et al.* [50] introduced an app named *Spy-sense*, which monitors behaviors of several sensors in a device. The app can manipulate sensor data by deleting or modifying
it. *Spy-sense* exploits the active memory region in a device and relays sensitive data covertly. These works show that adversarial attacks can be performed even without gaining direct access to a system. These attack surfaces explores the possibility of capturing sensor measurements, crafting adversarial examples using the captured data, and injecting the crafted adversarial examples back into the system.

**Figure 5.16: FGSM ($\epsilon = 0.6$) attack signature for sensor 4 of engine ID 1**

**Attack signatures:** As mentioned earlier, the test dataset has 100 batteries, each of which has 7 sensors. For the 7 sensors, we used the normalization technique to convert the raw sensory data into a normalized scale. We use the resultant normalized dataset to generate adversarial examples using FGSM and BIM. For illustration, 5.16 and 5.17 shows examples of a perturbed data from sensor 4 ($T_{avg}$) of battery ID 1 in test dataset, crafted using FGSM (with $\epsilon = 0.6$) and BIM (with $\alpha = 0.006$, $\epsilon = 0.6$ and $I = 100$), respectively. From 5.17 it can be observed that the BIM attack generates adversarial examples that are closer to the input. We choose $\epsilon = 0.6$ for both FGSM and BIM attacks to make sure that the crafted adversarial examples are stealthy. Such stealthy attacks often fall within
the boundary conditions of the sensor measurements, and hence they are indeed hard to detect using the common attack detection mechanisms.

5.6.3 Impact of adversarial attacks on battery PdM

To analyze the impact of FGSM and BIM attacks on the battery dataset, we craft adversarial examples using the proposed methodology and apply them to the DL models. From Figure 5.18, we observe that the FGSM attack (with $\epsilon = 0.6$) increases the RMSE of CNN, LSTM, GRU, MLP, and Bi-LSTM models by 33%, 65%, 46% 21%, and 47% respectively, when compared to the DL models without attack. For the BIM attack (with $\alpha = 0.006$, $\epsilon = 0.6$ and $I = 100$), we also observe a similar trend, that is the RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model is increased by 71%, 83%, 76%, 62%, and 83% respectively, when compared to the DL models without attack. In all cases, as shown in Figure 5.18, the BIM attack results in a larger RMSE when compared to the FGSM attack.

The FGSM and BIM attacks can cause an under-prediction or over-prediction...
Figure 5.18: RUL estimation under FGSM (\(\epsilon = 0.6\)) and BIM (\(\alpha = 0.006, \epsilon = 0.6,\) and \(I = 100\)) attack

as mentioned in the attacker’s objective. For instance, as shown in Figure 5.18, the CNN model predicts the RUL (without attack) of 238 (in cycles) for battery ID 6 and 251 (in cycles) for battery ID 4. After performing the FGSM and BIM attacks for battery ID 6, the same CNN model predicts the RUL (in hours) as 901 and 1192, respectively. This represents a 238\% and 400\% increase in RUL after FGSM and BIM attacks. For battery ID 4, the FGSM and BIM attacks result in RUL of 157 and 68, respectively. This represents 37\% and 72\% decrease in the predicted RUL after FGSM and BIM attacks. An over-prediction, as shown in the first case, may cause delayed maintenance, whereas an under-prediction, as shown in the latter case may cause early maintenance, both of which have catastrophic consequences.

To elucidate the impact of FGSM and BIM attacks on specific battery data, we first apply the piece-wise RUL prediction (using the same DL models) for a single-battery (in this case battery ID 2) and then apply the crafted adversarial examples. The piece-wise RUL prediction gives a better visual representation of degradation
Figure 5.19: Piece-wise RUL prediction under FGSM ($\epsilon = 0.6$) and BIM ($\alpha = 0.006$, $\epsilon = 0.6$, and $I = 100$) attack

(health status) in an battery. Figure 5.19(a), Figure 5.19(b), Figure 5.19(c), Figure 5.19(d), and Figure 5.19(e) shows the piece-wise RUL prediction using CNN, LSTM, GRU, MLP, and Bi-LSTM models, respectively, at each time step. From Figure 5.19, it is evident that as the time approaches towards the end of life, the predicted RUL (green solid line) is closer to the true RUL (blue dashes). This is because once the RUL predictions get more accurate with the increasing amount of data. For LSTM model, it can observed that the model gives oscillating predictions but as the RUL approaches end of life the predictions become linear and also closer to the true prediction. The same can be observed for Bi-LSTM. This is because LSTM and Bi-LSTM models require more data to make accurate predictions.

Next, we craft adversarial examples using both FGSM and BIM for that battery (battery ID 2), apply them for piece-wise RUL prediction, and compare their impact, as shown in Figure 5.19. We observe that the crafted adversarial examples have a strong impact from the beginning of the RUL prediction on the MLP model
when compared to the CNN, Bi-LSTM, LSTM and GRU models. The piece-wise RUL prediction after the attack on the CNN model follows the same trend of the piece-wise RUL without attack, however, the attacked RUL values remain quite far from the actual prediction. The impact of BIM attack can be clearly seen in LSTM model, it is observed that the RUL after BIM attack is always above the true prediction. Such a phenomenon is deceiving in nature as it indicates that the battery is quite healthy and may influence a ‘no maintenance required’ decision by the maintenance engineer. Once again, it is evident that the BIM attack has a stronger impact on piece-wise RUL prediction when compared to the FGSM attack.

Figure 5.20: RMSE variation with respect to the amount of perturbation ($\epsilon$) for FGSM and BIM attacks

**Performance variation vs. the amount of perturbation:** In this part of the experiments, we explore the impact of the amount of perturbation $\epsilon$ on the GRU model performance in terms of RMSE. We picked the GRU model as it showed the best performance in predicting the RUL. The obtained result is shown in Figure 5.20. We observe that for the larger values of $\epsilon$, the BIM attack results in higher RMSE when compared to the FGSM. For instance, for $\epsilon = 1.2$, the FGSM attack results in an RMSE of 358.43, whereas the BIM attack results in an RMSE of 520.35. This shows that for the same value of $\epsilon$, BIM can generate adversarial examples that have a higher impact when compared to the FGSM. This is due to
the fact [67] that BIM adds a small amount of perturbation \( \alpha \) on each iteration whereas FGSM adds the total amount of perturbation \( \epsilon \) on each data point.

**Transferability of attacks:** To evaluate the transferability of adversarial attacks, we apply the adversarial examples crafted for a PHM model on the other PHM models using the data of 37 engines as mentioned in the experimental setup section. As mentioned earlier, such an attack is known as the *black box* attack [88], where the attacker has no knowledge of the target model’s internal parameters, but still cause a considerable impact on the target model. The obtained results are shown in Table 5.5. The first column (DL models) of the Table 5.5 represents the RMSE of the models without attack. We observe that the FGSM and BIM adversarial examples crafted for the CNN model gives a higher RMSE when transferred to other DL models.

**Table 5.5:** Transferability of FGSM and BIM attacks. The notation X/Y represents RMSE using FGSM/BIM

<table>
<thead>
<tr>
<th>DL models</th>
<th>MLP (RMSE = 190.25)</th>
<th>CNN (RMSE = 185.65)</th>
<th>LSTM (RMSE = 144.97)</th>
<th>Bi-LSTM (RMSE = 152.37)</th>
<th>GRU (RMSE = 139.13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP (RMSE = 190.25)</td>
<td>213.43 / 218.56</td>
<td>211.38 / 214.72</td>
<td>190.23 / 202.31</td>
<td>201.55 / 205.67</td>
<td>204.79 / 209.08</td>
</tr>
<tr>
<td>CNN (RMSE = 185.65)</td>
<td>208.32 / 211.55</td>
<td>206.43 / 209.57</td>
<td>193.64 / 198.77</td>
<td>195.82 / 200.13</td>
<td>197.41 / 201.75</td>
</tr>
<tr>
<td>LSTM (RMSE = 144.97)</td>
<td>155.76 / 158.44</td>
<td>153.63 / 156.82</td>
<td>152.72 / 155.39</td>
<td>154.77 / 157.52</td>
<td>155.27 / 159.80</td>
</tr>
<tr>
<td>Bi-LSTM (RMSE = 152.37)</td>
<td>160.57 / 162.89</td>
<td>163.30 / 166.38</td>
<td>159.63 / 162.41</td>
<td>160.97 / 163.38</td>
<td>162.46 / 165.38</td>
</tr>
<tr>
<td>GRU (RMSE = 139.13)</td>
<td>153.54 / 157.21</td>
<td>151.35 / 154.88</td>
<td>149.54 / 153.72</td>
<td>151.27 / 154.21</td>
<td>153.56 / 156.48</td>
</tr>
</tbody>
</table>

---

**5.7 Adversarial training in battery PHM case study**

**Table 5.6:** Adversarial training using FGSM and BIM attacks. The notation X/Y represents RMSE of test data after adversarial training using FGSM/BIM

<table>
<thead>
<tr>
<th>DL models</th>
<th>MLP (RMSE = 198.56)</th>
<th>CNN (RMSE = 191.92)</th>
<th>LSTM (RMSE = 148.32)</th>
<th>Bi-LSTM (RMSE = 157.55)</th>
<th>GRU (RMSE = 145.82)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP (RMSE = 198.56)</td>
<td>213.43 / 218.56</td>
<td>211.38 / 214.72</td>
<td>190.23 / 202.31</td>
<td>201.55 / 205.67</td>
<td>204.79 / 209.08</td>
</tr>
<tr>
<td>CNN (RMSE = 191.92)</td>
<td>208.32 / 211.55</td>
<td>206.43 / 209.57</td>
<td>193.64 / 198.77</td>
<td>195.82 / 200.13</td>
<td>197.41 / 201.75</td>
</tr>
<tr>
<td>LSTM (RMSE = 148.32)</td>
<td>155.76 / 158.44</td>
<td>153.63 / 156.82</td>
<td>152.72 / 155.39</td>
<td>154.77 / 157.52</td>
<td>155.27 / 159.80</td>
</tr>
<tr>
<td>Bi-LSTM (RMSE = 157.55)</td>
<td>160.57 / 162.89</td>
<td>163.30 / 166.38</td>
<td>159.63 / 162.41</td>
<td>160.97 / 163.38</td>
<td>162.46 / 165.38</td>
</tr>
<tr>
<td>GRU (RMSE = 145.82)</td>
<td>153.54 / 157.21</td>
<td>151.35 / 154.88</td>
<td>149.54 / 153.72</td>
<td>151.27 / 154.21</td>
<td>153.56 / 156.48</td>
</tr>
</tbody>
</table>

In adversarial training, we train a DL model on adversarial examples crafted for epsilon value in the range 0.2 to 1 and test the adversarially trained model on
adversarial examples crafted using an epsilon value of 0.6 for all the experiments. From Table 5.6, the first column on the right consists of DL models with their respective RMSEs after adversarial training. It is observed that there is a slight increase in the RMSE of the model after adversarial training. From Table 5.6, it is observed that the effect of an adversarial attack is greatly reduced after adversarial training for both FGSM and BIM attacks. For example, in BIM attack, the increase of RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model for adversarial training epsilon of 0.6 is reduced from 71%, 83%, 76%, 62%, and 83% respectively, to 7%, 7.1%, 10%, 6.3%, and 6.5%, respectively. In FGSM attack, the increase of RMSE for the CNN, LSTM, GRU, MLP, and Bi-LSTM model for adversarial training epsilon of 0.6 is reduced from 33%, 65%, 46% 21%, and 47% respectively, to 4.3%, 5.3%, 7.4%, 4.7%, and 4.7%, respectively. This indeed shows that adversarial training is successful in mitigating adversarial threats.

From Table 5.6, it is observed that for adversarial training epsilon of 0.2 and 0.4 results in greater RMSE than the remaining adversarial training epsilons for all the DL models. This is because the DL models are trained on a smaller value of epsilon and tested on adversarial examples that are crafted using an epsilon, which is greater than adversarial training epsilon. It is also observed that as the value
of training epsilon increases, we see an increasing trend in the RMSE for both the attack. For example, the CNN model of training epsilon 0.6 gives RMSE of 193.64 for FGSM attack, in comparison the same CNN model of training epsilon of 1.0 gives RMSE of 197.41 for FGSM attack.

The impact of adversarial training can be clearly seen in Figure 5.21. From Figure 5.21, it can be observed that as the value of epsilon increases the value of RMSE after FGSM and BIM attacks increases, but after adversarial training, the value of RMSE after FGSM and BIM attack is almost constant. For instance, for $\epsilon = 1.2$, the FGSM and BIM attacks on non-adversarial trained model results in an RMSE of 358.43 and 520.35, respectively, but after adversarial training, it results in RMSE of 156.55 and 159.73 for FGSM and BIM, respectively. From these experiments, we discern that adversarial training is successful in mitigating adversarial threats.

5.8 Discussion

In the previous section, we built two robust PHM systems. In the process, we observed that GRU model performs better than the remaining DL models in predicting RUL for both the cases studies. For LSTM and Bi-LSTM model, it is observed that the model gives oscillating predictions in the case of battery PHM. This is because LSTM and Bi-LSTM models require more data to make accurate predictions. For adversarial attacks, the BIM generates adversarial examples that result in higher RMSE than FGSM. The impact of adversarial examples on turbofan engine case study is more prominent when compared to the battery PHM. It is because crafting of adversarial attacks depend not only on the DL algorithms but also on the dataset. It is also observed that the CNN generates adversarial examples that result in higher RMSE and also the adversarial examples are highly transferable. The adversarial training in both the case studies was able to reduce the impact of adversarial attacks and also the RMSE after the attacks remained
constant for increasing values of epsilon for both the case studies.

5.9 Summary

In this chapter, we used the proposed methodology to craft adversarial attacks to the PHM domain to reveal their vulnerabilities and show how they can be used to defect the deep learning-enabled prognostic models. We crafted adversarial examples using the FGSM and BIM algorithms for LSTM, GRU, CNN, MLP, and Bi-LSTM based PHM models using NASA’s turbofan engine case study. The obtained results showed that the crafted adversarial examples that include very small perturbation to the original sensor measurements can cause serious defects to the remaining useful life estimation. The BIM performed better in defecting the RUL with a smaller perturbation when compared to the FGSM. We also observed that adversarial examples crafted for CNN models are more transferable to the other DL models when compared to the LSTM, GRU, MLP, and Bi-LSTM. We employed adversarial training as one of the defense strategies to mitigate the impact of adversarial threats to the PHM domain and the results showed that it is successful in mitigating the threats. Our work is the first one to shed light on the importance of defending such adversarial attacks in the PHM domain and also the first one to employ one of the adversarial defense strategies to mitigate the impact of adversarial threats in the PHM domain. In the next chapter, we conclude the thesis and also propose the future scope of the research.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we provided a methodology to design and build robust PHM systems. We employed our methodology to build a PHM system, craft adversarial attacks for the PHM system and also implement adversarial training to make a robust PHM system. A researcher/engineer can use this methodology in the pre-deployment stage to build a robust PHM model. We implemented our methodology in real-life scenarios using NASA’s C-MAPSS dataset and Li-ion battery dataset. At first, we built PHM systems using state-of-the-art DL algorithms like LSTM, GRU, CNN, and Bi-LSTM. Second, we introduced adversarial attacks from the image domain to the PHM domain to reveal their vulnerabilities and show how they can be used to defect the deep learning-enabled prognostic models. We crafted adversarial examples using the FGSM and BIM algorithms for LSTM, GRU, CNN, MLP, and Bi-LSTM based PHM models. The obtained results showed that the crafted adversarial examples that include very small perturbation to the original sensor measurements can cause serious defects to the remaining useful life estimation. The BIM attack performed better in defecting the RUL with a smaller perturbation when compared to the FGSM for both the
case studies. We also observed that adversarial examples crafted for CNN models are more transferable to the other DL models.

Lastly, we employed adversarial training as one of the defense strategies to mitigate the impact of adversarial threats to the PHM domain and the results showed that it is successful in mitigating the threats. Our work is the first one to shed light on the importance of defending such adversarial attacks in the PHM domain and also the first one to employ one of the adversarial defense strategies to mitigate the impact of adversarial threats in the PHM domain.

6.2 Future Work

The future scope for this solution is implementing several state-of-the-art adversarial attacks and also defense strategies that are proposed to the image domain and implement them on regression-based PHM systems. The defense strategies are useful in mitigating the effect of adversarial attacks but are not useful in detecting adversarial attacks. In the future, we also plan to implement adversarial attack/cyber-attack detection algorithms to detect the attacks beforehand and alert the engineers about the threats.
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