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ABSTRACT 

With the continuous emergence of new wireless technologies, the possibility of 

unintentional electromagnetic interference (EMI) increases significantly. EMI coupling 

pathways to any Device Under Test (DUT) can be classified into two categories: front-door 

coupling and back-door coupling. Front-door coupling is interference through the DUT’s 

intended receiving elements such as antennas and sensors. In contrast, the back-door coupling 

is interference through cables, traces, and slots not intended for electromagnetic reception, 

which is more challenging to predict and mitigate. 

Back-door Radio Frequency (R.F.) coupling to a DUT depends on its orientation, 

environment, and the convoluted properties of its wires and linear/nonlinear load terminations. 

In this work, we adapted the Characteristic Mode Analysis (CMA) to quantify the variations 

in R.F. coupling with the DUT’s orientation. CMA decomposes the currents excited on the 

DUT by the impending electromagnetic waves in a set of fundamental modes. CMA is used to 

identify the significant modes within the frequency band of interest and the radiation 

characteristics of these modes. The orientations that maximize coupling to the DUT can be 

identified using these two factors. However, R.F. coupling also depends on both the wires and 

the electronic devices connected by these wires in the DUT.  The Equivalent Circuit Approach 

(ECA) provides a unique solution to this complicated coupling problem by modeling the wires 
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as a receiving antenna represented by a Thevenin equivalent circuit terminated with the 

linear/nonlinear load of interest. The advantages of the ECA are that it provides physical 

insight into the factors that dominate R.F. coupling at a fraction of the time needed by full-

wave solvers.  

In this work, the CMA and the ECA are adapted to predict and guide coupling to a wide 

range of DUTs with progressively increasing complexity. Furthermore, we augment these 

computational modeling approaches with innovative experimental measurements to validate 

their predictions. To demonstrate the versatility of the developed techniques, we apply them 

for the first time to guide and predict EMI to practical Unmanned Aerial Vehicles (UAV) with 

realistic shapes, materials, and wire distributions. We conclude by showing how the coupling 

approaches developed can be adapted to predict/guide R.F. coupling to a wide range of DUTs. 
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CHAPTER 1 

1 INTRODUCTION 

In a highly congested wireless spectrum, electromagnetic interference poses a 

significant challenge in a wide range of applications. The high intensity radiated fields 

environment (HIRF) inspired the Federal Aviation Administration (FAA), which maintains 

standards for civilian aircraft, to propose specific regulations and standards for such 

environments [1]–[3]. Not following such standards can result in catastrophic accidents [1]. 

Therefore, it is essential to understand the coupling to complex electronic systems. 

The coupling pathways need to be defined to understand electromagnetic interference 

to any complex system. The coupling pathways to any electronic system can be classified into 

two categories: front-door coupling and Back-door coupling. The front-door coupling is the 

coupling through the system receiving devices such as antennas and sensors, while the back-

door coupling is coupling through the unintended coupling path such as cables, traces, and 

slots. The front door coupling is relatively easier to overcome and has been studied in several 

works of literature [4]–[7].On the other hand, the backdoor coupling is a much more 

complicated area of study and is the focus of this work. 

The problem of undesirable RF coupling to wires and electronics has been receiving 

high interest for several decades. This work develops a combined experimental and modeling 

approach to quantify coupling to realistic wire systems in realistic environments. 

1.1 Problem Statement 

Bäckström et al. showed that field-to-wire coupling is one of the most dominant 

coupling mechanisms to complex systems [8]. However, the electromagnetic coupling to 

complex systems varies with the environment. That is its function of the orientation, 
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polarization, frequency, and incident direction of EM waves [9]. Therefore, estimating the 

worst-case coupling to wiring systems typically requires an exhaustive trial and error approach 

that can be prohibitive for practical devices [10], [11]. Furthermore, most of the previously 

reported coupling studies simplify the geometries of the wires, i.e., assume all wires are 

straight, which can lead to deviations from measurements of practical devices.  Therefore, there 

is a strong need for accurate techniques that can rapidly predict RF coupling to practical DUTs. 

In this work, we try to satisfy this need by using two different approaches: (i) Characteristic 

Mode Analysis (CMA) and (ii) Equivalent Circuit Approach (ECA).  

1.2 Literature Review 

 Wires form a significant part of most electronic systems. Therefore, a solid 

understanding of field-to-wire coupling is essential to predict electromagnetic coupling and 

interference. Three approaches have been previously applied to model the field-to-wire 

coupling: the quasi-static, the Transmission Line, and the full-wave approaches [12]. The 

quasi-static treatment, which assumes infinitely fast propagation and, therefore, is only valid 

for wires much smaller than the wavelength of the exciting field [12]. The Transmission Line 

(TL) model, as outlined by Paul [13], is the intermediate approach providing a reasonable 

approximation at a relatively low computational cost.  

The Taylor, Agrawal, and Rachidi models are the main three models developed to 

understand the coupling to transmission lines [14]–[17]. The three models are similar in 

quantifying the electromagnetic coupling to transmission lines from external fields but 

different in the formulation. Several improvements for the latter approach have been reported 

[18]–[20]. 
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 Another fundamental approach based on the TL approach is the Baum-Liu-Tesche 

(BLT) equation reported in [21]. In BLT, the multiconductor transmission line network is 

represented graphically by tubes and junctions where the tube is a transmission line, and the 

junction/node is where one or more tubes meet. The graphical representation of the network 

facilitates the visualization of complicated networks in a more straightforward form. The 

original BLT equation was based on the excitation of the network by lumped voltage and 

current sources. The current and voltage waves on a transmission line and at the junctions can 

be decomposed into forward and backward traveling components. The BLT network equation 

can be formed by combining the current propagation and the scattering matrices for all tubes 

junctions. Note that each tube can represent a group of transmission lines, and each junction 

can represent a group of nodes. Thus, each tube and junction need to be simplified to more 

detailed graphs with sub-components (tubes and nodes). Although the original formulation was 

in the frequency domain, several attempts to extend this approach to the time domain for 

nonlinearly loaded networks have been reported [22]–[24]. Since the BLT equation was based 

on the traveling and reflecting waves along the lines and neglecting the radiation effect, another 

extension to the original BLT was achieved to include the effect of the EM radiation [25]. 

Moreover, generalization for the BLT equation was achieved to handle nonuniform 

multiconductor [26]. However, the BLT equation approach is a TL-based approach, which 

suffers from its limitations such that the TL length has to be larger than the separation between 

the wires and greater than the height above the ground [27].  

Recently, several methods have been developed to overcome the limitation of the T.L 

approach while maintaining its efficient computational time compared to the full-wave 

approach [28]–[32]. However, most previous studies assume that the wires are above an 
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infinite ground plane which might not be the case in several applications. To overcome this 

limitation, other studies were successfully applied to two parallel wires [33], [34] and multiple 

wires [35], [36]. However, the new formulations can only handle straight transmission lines, 

and typically they can not accurately account for arbitrarily shaped wires. Different 

enhancements to the T.L model were proposed [37], [38]. Wang et al. proposed an upgrade for 

the T.L approach to account for the non-straight multi-wire harness [39] but without 

accounting for unterminated transmission lines. 

Recently, several research works have been reported to model irregularly shaped wire 

and wire harnesses to study their electromagnetic compatibility. The reported techniques 

present a good compromise between accuracy and the computational time compared to full-

wave solutions [39]–[48]. However, the reported techniques are applicable only for wires 

parallel to a metallic ground plane. The development of techniques that account for arbitrarily 

shaped wires with loops that are not parallel to a  ground plane is still under investigation [49], 

[50]. 

Recently, many numerical approaches have been reported to predict the coupling to 

wires and PCBs in terms of the terminal voltages and currents along the line [51]–[54]. In 

addition, non-conventional techniques such as Machine learning have been evoked in 

estimating the voltages and currents induced on cables [55]–[57]. Although all of these studies 

could be sufficient for different kinds of TLs, namely twisted pairs, single wires, and PCB 

traces, most of these studies suffer from the TL limitation that requires a ground plane close to 

the TL. 
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The most accurate approach to evaluate the field-to-wire coupling is the full-wave 

approach that is based on the thin wire antenna theory [27]. However, it suffers from the most 

substantial computational cost, especially when dealing with long wires [27]. The full-wave 

approach is the primary approach followed in this work. In particular, two independent 

commercial electromagnetic solvers are employed: FEKO [58] and CST Microwave Studio 

[59]. Multiple full-wave approaches are employed to validate the results and conclusions. This 

work will also be extended to include experimental measurements to further validate the 

effectiveness of the proposed approaches. 

On the other hand, several experimental studies measured and reported the 

electromagnetic properties and coupling of non-straight traces. Lee et al. investigated the 

difference between straight and curved TLs in terms of their radiation loss [60]. They showed 

that bent traces have more radiation loss than straight traces with no bends. They also showed 

that a 90ᵒ bent trace (L shape) has lower radiation loss than a smoother bend such as a quarter-

circle bend [60]. However, they only bent the trace in one direction, which is a good 

representation of PCBs but not realistic for wires due to their three-dimensional (3D) 

flexibility. 

Kasper et al. studied the stochastic electromagnetic field coupling to curved 

transmission lines experimentally [61]–[63]. The measurements were done in a reverberation 

chamber. The coupled voltage on a curved wire above a ground plane was calculated for 

different stirrer positions. The measurements observed that the induced voltage on a curved 

wire is higher than that of the straight wires. However, no physical insight nor explanation of 

such behavior is reported. 
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The following two computational techniques will guide the experimental 

measurements by predicting and quantifying the frequency and the orientation that causes the 

maximum electromagnetic coupling to a complex DUT.          

1.3 Methodology 

 In this work, the differences in field-to-wire coupling between straight and non-straight 

wires will be quantified using characteristic mode analysis (CMA). In addition, the analysis 

will be extended to include realistic wire systems such as terminated wires above a ground 

plane, terminated wire loops, simplified wire models of a UAV, and the complete wiring 

system of a quadcopter UAV.  

Linear and nonlinear loads will be attached to the previously described wiring systems. 

For nonlinear loads, the time-domain (TD) response is of great interest for electromagnetic 

compatibility [64]. However, CMA needs extensive processing steps when dealing with time-

domain analysis [65], [66]. The TD-CMA is based on applying IFFT for the frequency domain 

(FD) response of the modes, which requires a high number of modes and a wide range of 

frequencies for each mode. On the other hand, mode tracking fails at very low frequency and 

for a high number of modes [65]. Therefore, we propose the Equivalent Circuit Approach 

(ECA) as an accurate yet straightforward approach to tackle the RF coupling to a system of 

wires with nonlinear loads.  

The Equivalent Circuit Approach (ECA) models the wires as receiving antennas that 

can be represented by a Thevenin equivalent circuit terminated with the linear/nonlinear load 

of interest. The advantages of the ECA are: (i) It provides physical insight into the response of 

the wiring system. For example, suppose the equivalent circuit of a wiring system contains 

larger capacitance values. In that case, it will quickly discharge the currents and voltages 
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generated by a short pulse high power electronic microwave (HPEM) excitation preventing the 

buildup of energy in the nonlinear devices (ii) the ECA involves performing two full-wave 

simulations. After that, we can use much faster circuits simulations to simulate RF coupling to 

hundreds of possible nonlinear loads that can be connected to the wiring system. These 

simulations will be much faster when performed using a circuits solver such as LTSpice than 

if they were performed using a full-wave solver. Also, this will allow us to simulate practical 

electronics and microcontrollers which tens of components in a feasible computational time. 

(iii) the ECA facilitates the studying of wires terminated with nonlinear loads over a very long-

time duration which is infeasible with a full-wave solver. Finally, (iv) the ECA facilitates 

studying wires in different practice environments, such as wires inside metallic enclosures. 

One of the main techniques for predicting interference in metallic enclosures is the 

Random Coupling Model (RCM) [67], [68]. The RCM addresses enclosures or cavities that 

are much larger than the wavelength of concern. Under this condition, the wave propagation 

inside the cavity is chaotic, meaning that any small change in the cavity or its components will 

lead to significantly different outcomes. Based on the properties of the enclosure or cavity, 

such as its quality factor, statistical information about the voltages generated at the ports can 

be induced. In RCM, the ports can represent apertures in the enclosures or the input ports of 

devices and electronic circuitry inside the enclosure. Therefore, RCM aims to statistically 

quantify the interactions between the enclosures and their constituents.  

In this work, unlike the RCM, we will focus on the coupling to perforated enclosures 

comparable in size to the incident wavelength. We will explore how the frame of a UAV can 

affect the RF coupling to the adjacent or enclosed wiring system. We will study UAV frames 

composed of different dielectrics and metallic constituents. Finally, we will develop general 
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guidelines to protect wires and electronic circuity from electromagnetic interference using all 

previously described scenarios.   

1.3.1 Characteristic Mode Analysis 

CMA is a full-wave electromagnetic technique that decomposes the total surface 

current coupled to a scatterer into a set of fundamental modes, called eigen-currents, and 

calculates the relative importance of each mode at any frequency [69]. The modes can be 

calculated using the following eigenvalue equation [70]: 

 𝐗(𝐉𝐧) = 𝜆𝑛𝐑(𝐉𝐧) (1) 

Where X and R are the imaginary and real parts of the MOM impedance matrix of the UAV 

model, respectively; Jn is the eigen-current, and λn is the eigenvalue of mode n. Equation (1) 

above is solved at every frequency to generate the corresponding Jn and λn values. At any 

frequency, the total current coupled to a scatterer due to an incident field can be expressed as 

[71]: 

 
𝐈 = ∑

𝑽𝒏𝐉𝐧

(𝟏 + 𝒋𝝀𝒏)
𝒏

 
(2) 

where 𝑉𝑛 Is the modal excitation coefficient representing the coupling between the incident 

fields and mode n. The modal excitation coefficient Vn can be calculated using the following 

integral over the outer surface of the scatterer [71]: 

 
𝑽𝒏 = ∬ 𝐉𝐧. 𝐄𝐢 𝒅𝒔 

(3) 

where 𝐄𝐢 Is the incident electric field. 
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To predict the coupling to any system using CMA, the following parameters should be 

studied in the following order: 

1. Modal significance (MSn): identifies the relative weight of mode n, i.e., it 

describes the significance of its contribution to the scatterer’s total coupled current. 

It can be calculated as: 𝑀𝑆𝑛 =
1

|1+𝑗𝜆𝑛|
 . The MSn has a maximum value of 1, which 

occurs when the eigenvalue 𝜆𝑛 has a value of zero. The ratio between the different 

modes’ MSn values at any frequency of interest allows us to identify the modes that 

dominate the coupled current. The MSn is independent of the excitation, and it only 

depends on the shape, size, and material properties of the scatterer and its 

environment.   

2. Eigen-currents or modal currents Jn: identify the current distribution of each 

mode n. The modal currents will illustrate each mode's maximum and minimum 

current locations. The total current, I, coupled to the scatterer, is a weighted sum of 

these eigen-currents Jn. Therefore, knowing Jn’s maximum/minimum locations will 

facilitate predicting the locations where I is maximum or minimum. The eigen-

currents Jn are also entirely independent of the excitation.   

3. Modal excitation coefficient 𝑉𝑛: represents the coupling between the incident 

field and mode n of the scatterer. The modal excitation coefficient Vn shows which 

angles of incidence maximize coupling to mode n and which angles of incidence will 

cause mode n not to be expressed at all in the total current I.  
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The following example is presented to illustrate all the previously mentioned 

parameters. The CMA will be applied to a 0.96 m length unterminated wire with a 6 mm radius. 

Fig. 1.1 shows the modal significance of the wire. In this frequency range between DC and 0.5 

GHz, the wire will have three significant modes, which means three different coupling 

pathways. Up to 0.2 GHz, only Mode 1 will contribute to the total response, while from 0.2 

GHz to 0.35 GHz, both Mode 1 and Mode 2 will contribute to the total response, but Mode 2 

contributions will be more significant.  

However, the total response will also depend on the modal excitation coefficient. For 

example, if the electric field is parallel to the wire (the blue line), the modal excitation 

 

Figure 1.1 Modal significance of the first three modes of the 0.96 m single unterminated 

straight wire. 

 

Figure 1.2 Modal currents of the first two modes of the 0.96 m unterminated wire. 
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coefficient of Mode 1will be the integration of the electric field with the modal current of Mode 

1 (~ sin(πx), shown as a red curve in Fig. 1.2, where x is the normalized length of the wire). 

Hence, it is expected to yield a high modal excitation coefficient for Mode 1. However, for 

Mode 2, for the same field orientation, the positive part will cancel the negative part of the 

modal excitation coefficient integration resulting in zero coupling, as illustrated in Fig. 1.2. 

A better graphical representation of the modal excitation coefficient is the modal field 

representing the effect of incident field orientation on the modal excitation coefficient. The 

modal fields of the unterminated wire studied here are shown in Fig. 1.3. The modal fields in 

Fig. 1.3 are plotted for φ = 0  ͦ over all θ angles. Figure 1.3 shows that if Mode 1 needs to be 

excited, we need an electric field with θ = 0 ͦ. However, this angle will result in a minimum 

modal excitation coefficient of Mode 2. 

For our example here, if the electric field is parallel to the wire, which means θ = 0°, it 

is expected to maximize the contribution of Mode 1 to the total response while Mode 2 should 

have zero contribution. Fig. 1.4 shows the scattering cross-section, Cscat, of the wire versus 

frequency, and it shows a peak near the resonance frequency of Mode 1, indicating that it was 

excited. On the other hand, no peak in Cscat occurs near the resonance frequency of Mode 2, 

 

Figure 1.3 Modal fields of the first two modes of the 0.96 m unterminated wire. 

. 
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indicating that it was not excited by the incident electric field. Figure 1.4 illustrates the power 

of using the modal fields to predict the coupling to the wire studied herein. 

 

If both modes need to be excited to exhibit two peaks in the total response of the wire 

over the frequency range of interest, an oblique incidence is required, as shown in Fig. 1.3. 

Figure 1.5 shows that all the modes are successfully excited for the oblique incidence, as the 

modal fields indicate. 

 

Figure 1.4 (a) The wire configuration showing the normal incident excitation field, (b) 

The total coupled currents to the wire over the frequency range of interest for the normal 

incident. 

 

Figure 1.5 (a) The wire configuration showing the oblique incident excitation field, (b) 

The total coupled currents to the wire over the frequency range of interest for the oblique 

incident. 

. 
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In summary, CMA can predict the incident directions and frequencies to maximize 

coupling to practical systems like UAVs, as introduced in this section. In the next section, the 

parameters of the Thevenin equivalent circuit approach will be presented.  

1.3.2 Equivalent Circuit Approach for RF Coupling to Wire Systems with Nonlinear 

Loads 

Several studies have reported the use of the Equivalent Circuit Approach for different 

applications such as quantifying and predicting the response of shielded and unshielded wires, 

 

Figure 1.6 Thévenin equivalent circuit of coupling to a wiring system [88]. 

 

Figure 1.7 The equivalent circuit of the RF coupling to a wiring system, represented by 

Voc and Zin, connected to a load of interest, ZL. 
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PCB traces, and antennas [64], [72]–[81]. This modeling approach is based on the fact that any 

antenna in the receiving mode, or in our case a wiring system through which back-door RF 

coupling can occur, can be replaced by the classical Thevenin circuit shown in Fig. 1.6 [80]. 

The Thévenin circuit involves two main components defined at the receiving port of the 

antenna or the wiring system: (i) the open-circuit voltage Voc and (ii) the input impedance Zin 

[82].  The input impedance Zin is typically replaced by an equivalent circuit, as shown in Fig. 

1.7. The equivalent circuit consists of a series of parallel RLC circuits for typical antennas. 

Typically, one RLC circuit is needed for each resonance in the frequency band of interest. The 

Voc can be calculated by simulating the receiving antenna or the wiring system terminated with 

a very large load, ideally infinite. If a frequency-domain solver is used, the time-domain Voc 

can be easily achieved via an inverse Fourier Transform.  

1.3.2.1 Validating the Equivalent Circuit Approach for RF Coupling to Wire Systems 

with Nonlinear Loads due to Short Pulsed Excitations 

This section validates the ECA by studying different practical load combinations at 

various locations on the wiring system under investigation. In all of the validations in this 

section, the double exponential pulse shown in Fig. 1.8 is used to excite the structure [80]. The 

formula used to evaluate the double exponential pulse can be expressed as follows [80]: 

 𝐸(𝑡) = 𝐸0𝑘(𝑒−𝛼𝑡 − 𝑒−𝛽𝑡)ℎ(𝑡) (4a) 

 
𝑘 = [𝑒

−𝛼
ln (𝛼/𝛽)

𝛼−𝛽 − 𝑒
−𝛽

ln (𝛼/𝛽)
𝛼−𝛽 ]

−1

 
(4b) 

 
𝛽 =

1

𝑡𝑟
 

(4c) 

 
𝛼 =

𝛽

𝜆
 

(4d) 
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where h(t) is the Heaviside step function. In this section, E0 = 10 kV/m, tr = 2ns and λ = 0.6 

similar to [80].  

We studied coupling to simple nonlinear loads connected to a wiring system. In the 

first example, we used the equivalent circuit of a nonlinear Schottky diode similar to the model 

in [88]. The Schottky diode was connected to a 10.5 cm × 10.5 cm wire loop that has a radius 

of 0.25 mm, as shown in Fig. 1.9(a). The electric field direction is perpendicular to the loop 

edge that carries the diode. Fig. 1.9(b) shows the voltage across the diode calculated using both 

 

Figure 1.8 Electric field of the excitation pulse. 

. 
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CST MWS and LTSpice. The comparison between CST (full-wave solver) and LTSpice in 

Fig. 1.9(b) shows excellent agreement validating the equivalent circuit approach. 

Typically, a practical wire system is used to feed multiple loads. Therefore, to model a 

more realistic scenario, we added another high impedance load at different locations on the 

 

Figure 1.9 (a) Wire loop loaded by a single diode. (b) Induced voltage across the 

nonlinear diode, calculated using the full-wave solver (CST) and the Thévenin circuit 

approach (Spice). 

 

Figure 1.10  (a) Wire loop loaded by one diode and a high impedance load. (b) Induced 

voltage across the nonlinear diode, calculated using the full-wave solver (CST) and the 

Thévenin circuit approach (Spice). 
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loop. Fig. 1.10(a) shows the loop configuration with the Schottky diode at the upper edge of 

the loop and a 1 MΩ impedance at the side edge of the loop parallel to the electric field 

orientation. The same Schottky diode model, reported in [80], was used to achieve the results 

in Fig. 1.10. Fig. 1.10(b) shows the voltage across the diode, and it also illustrates the excellent 

agreement between CST and the LtSpice approach, even for the multiple loads' configuration. 

Typically, the properties of nonlinear devices vary significantly, even for simple 

components like a diode. Therefore, in Fig. 1.11 and Fig. 1.12, we studied two different diode 

models: (i) An ideal diode and a practical (ii) 1N4148 diode. In both cases, the diode was 

attached to the wiring system shown in Fig. 1.11. The green and the blue arrows show the 

orientation of the electric field and the magnetic field, respectively, in Fig. 1.11, and for both 

diode models, the waveform shown in Fig. 1.10 is used to excite the structure. 

The results in Fig. 1.12 illustrate the validity of the approach for the ideal and practical 

diodes. More importantly, Fig. 1.12 shows the significant differences between the response of 

an ideal diode and a practical diode. An ideal diode assumes zero resistance for forward bias 

and infinite resistance for reverse bias. These assumptions cause a sharp transient increase in 

the voltage across the diode, up to ~ -600 V, as shown in Fig. 1.12a. Moreover, it takes a long 

time for the voltage across the diode to discharge back to zero due to the pulse excitation shown 

in Fig. 1.8. However, a practical diode will have a finite reverse resistance and a parallel 

junction capacitance. Therefore, the maximum transient voltage for a 1N4148 diode is only -

350 V versus -600 V for an ideal diode. After 500 ns, the voltage across a 1N4148 diode is less 

than 30 V, as shown in Fig. 1.12b, whereas for an ideal diode, the voltage perseveres to more 
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than 230 V, as shown in Fig. 1.12a. Therefore, the accurate equivalent circuit of nonlinear 

devices needs to be incorporated in RF coupling studies and not just the ideal representation. 

The excellent agreement between the two solvers illustrates the accuracy of the ECA, which 

only requires a computational time in the order of seconds versus the several hours required 

by the full-wave CST. In addition, the ECA provides physical insight into the coupling problem 

since it explicitly shows the relative weight of the load impedance versus the input impedance 

of the wire. The computational efficiency of the ECA will facilitate studying multiple loads 

 

Figure 1.11 Wire loop loaded by one diode and a high impedance load opposite to the 

diode. 

 

Figure 1.12 Induced voltage across the nonlinear diode calculated using the full-wave 

solver (CST) and the Thévenin circuit approach (Spice) for (a) ideal diode. (b) practical 

diode (1N4148). 
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without the need for repeating the full-wave analysis since, in this case, Voc and Zin are 

unchanged. 

1.4 Research Procedure 

Figure 1.13 illustrates the procedure we will use to tackle the RF coupling to a practical 

DUT such as a quadcopter UAV. Modeling the entire DUT will lead to a convoluted 

electromagnetic response, and it won't be easy to assess the contribution of each component to 

this overall response. Therefore, we will break down the DUT into simpler components, 

simulate each component individually, and combine the components progressively until the 

entire DUT structure is simulated. The simpler components studied herein are the wires with 

linear/ nonlinear loads and the frame. As illustrated in the previous section, CMA and ECA 

will be evoked to estimate the coupling of each component. Eventually, the conclusion of both 

 

Figure 1.13 Flowchart summarizes our work for estimating the RF coupling to the 

realistic wire distributions of a UAV system., procedures for simplifying it, and the 

methods used to solve it. 
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approaches will be combined to predict the TD/FD response of such a complicated system in 

a computationally efficient time. 
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CHAPTER 2 

2 CHARACTERISTIC MODE ANALYSIS JUSTIFICATION OF THE STOCHASTIC 

ELECTROMAGNETIC FIELD COUPLING TO RANDOMLY SHAPED WIRES 

2.1 Abstract 

Modern electronic circuits are densely packed with meandering wires with highly 

complex distributions. Therefore, computationally efficient approximations, assuming that the 

wires are perfectly straight, can calculate field-to-wire coupling values that vary significantly 

from the actual coupling. This work studied field-to-wire coupling to wires with realistic 

shapes using full-wave electromagnetic solvers. A method to generate wires with arbitrary 

shapes and quantifiable waviness is introduced. The simulation of these wires shows that 

increasing the average curvature of the wires increases the coupled current for the same field 

excitation. The Characteristic Mode Analysis (CMA) is used as a comprehensive method to 

explain these results based on the fundamental modes of the wires. The analysis presented in 

this work can be used for a more accurate assessment of the electromagnetic coupling to 

complex wire arrangements. 

2.2 Introduction 

 A solid understanding of the field-to-wire coupling is essential to predict and 

avoid the failure of electronic systems due to electromagnetic coupling and interference. Three 

approaches have been applied to model the field-to-wire coupling: the quasi-static, the 

Transmission Line, and the full-wave approaches [83]. The quasi-static treatment, which 

assumes infinitely fast propagation and, therefore, is only valid for wires much smaller than 

the wavelength of the exciting field [83]. The Transmission Line (TL) model, as outlined by 

Paul [13], is the intermediate approach providing a reasonable approximation at a relatively 
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low computational cost but with certain limitations. For example, the TL length should be 

larger than the separation between the wires and greater than the height above the ground [84]. 

Finally, the most accurate approach to evaluate the field-to-wire coupling is the full-wave 

approach based on the thin wire antenna theory [84]. However, it suffers from the most 

substantial computational cost, especially when dealing with long wires [84]. 

This section studies RF coupling to non-straight wires using characteristic mode 

analysis (CMA). CMA decomposes the total surface current of a scatterer in terms of a 

weighted summation of a set of fundamental modes [85]. The weights of the modes accurately 

quantify the contribution of each mode to the total current excited on the wire [85], [86]. The 

main advantage of CMA is that the weights of the modes are split into shape-dependent 

parameters and excitation-dependent parameters. Each can be studied separately to provide 

additional physical insight into coupling and scattering [86]. This work applies CMA to study 

coupling to a single unterminated wire with a realistic shape. 

This section is arranged as follows: Section 2.3 presents the computational method used 

to study the difference in the coupling between straight and arc-shaped wires.  Section 2.4 

introduces the equivalent circuit of the studied cases using CMA. Section 2.5 extends the 

treatment to the coupling and interference to arbitrarily random-shaped wires with quantifiable 

waviness. Finally, section 2.6 summarizes the conclusions and future work. 

2.3 Straight vs. Curved Wires, Simulation Analysis 

The commercial MOM-based electromagnetic solver FEKO is used to study field-to-

wire coupling to the series of wire shapes shown in Fig. 2.1. The wires represent circular arcs 

with varying curvatures. The wires in Fig. 2.1 have identical lengths, L = 40 cm, diameter d = 
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3.6 mm, and their shapes were created by partially wrapping every wire around a circle with a 

different radius. Therefore, as the angle α in Fig. 2.1 increases, the curvature of the wire 

increases while other geometrical properties stay the same. All wires were exposed to a plane 

wave incident with different electric field polarizations from multiple directions. A total of 

19×37 = 703 angles were simulated where the azimuthal angle “θ” varies from 0ᵒ to 180ᵒ with 

10ᵒ increment and the elevation angle “φ” vary from 0ᵒ to 360ᵒ with 10ᵒ increment. Then the 

average coupled current over all the incident angles is calculated. Fig. 2.2 shows the coupled 

current generated at the center of the wires in Fig. 2.1 averaged over all angles of incidence θ 

and φ. Fig. 2.2 shows that the magnitude of the average coupled current increases with the 

angle α.  The wire with the highest curvature, α = 330ᵒ, shows the most considerable average 

coupling current, which is 197% higher than the straight wire, as shown in Fig 2.2. 

 

Figure 2.1 Arc-shaped wires with different curvatures. 

 

Figure 2.2 The Average magnitude of the coupled current to unterminated 40 cm arc-

shaped wires with different curvatures. 
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To explain the increase in coupled current, we applied the CMA for the arc-shaped 

wires in Fig. 2.1. The modal significance of Mode 1 of the wires is plotted in Fig. 2.3 in the 

range from 200 to 600 MHz. By comparing Fig. 2.2 and Fig. 2.3, clearly, the coupled current 

to the wires is maximal at the resonance frequency of Mode 1. That is, the peak coupled current 

in Fig. 2.2 corresponds to Mode 1 of the wire, 344 MHz for the straight to 355 MHz for the 

curved wire (see Fig. 2.3). Further, Fig. 2.3 shows the bandwidth of Mode 1 decreases as the 

curvature of the arc-shaped wire increases, typically from 85 MHz for the straight wire to 18 

MHz for the arc wire with the highest curvature, which agrees with the observations in [87] 

 

Figure 2.3 Modal significance of arc-shaped wires with different curvatures. 

 

Figure 2.4 First modal current J1 for arc-shaped wires with different curvatures. 
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and will be further explained in the next section. Another pattern is the resonance frequencies 

of the wire modes shifts slightly to higher values as the curvature increases. This behavior is 

similar to zigzag and mandarin wire antennas, as reported in [87], [88]. This behavior will also 

be justified in the next section using the CMA. 

The low-frequency approximation will be introduced to illustrate the difference 

between the wires in terms of the magnitude of the coupled current. At low frequencies below 

600 MHz, only one mode, Mode 1, contributes to the total current I, as illustrated in Fig. 2.3. 

Therefore, the low-frequency approximation of (1) can be expressed as: 

𝐈(𝐱) =
𝑉1 𝐉𝟏(𝐱)

(1+𝑗𝜆1)
       (5) 

We calculate the modal current J1, which is a shape-dependent parameter and 

independent of the angles of incidence and polarization, for each wire at the resonant frequency 

of its first mode. At this frequency, λ1 = 0 yields a modal significance of unity. Fig. 2.4 shows 

the calculated modal currents of the 1st mode, J1, for the wire geometries illustrated in Fig. 2.1. 

The amplitude of the current of Mode 1, J1, significantly increases with the wire curvature, 

which is the main reason that the average coupled current to a curved wire is higher than that 

of a straight wire. It is worth mentioning that the coupling to a straight wire at certain angles 

of incidence might be higher than a curved wire. However, if we average the coupled current 

over all angles of incidence, the curved wire will always show a higher average coupled current 

due to the higher amplitude of J1, as shown in Fig. 2.4. Fig. 2.5 illustrates the effect of the 

excitation orientation on the modal excitation coefficient, consequently the total induced 

current. In Fig. 2.5, the solid blue line represents the induced current at the center of the c-

shaped (arc-wire with α = 330ᵒ) wire while the dashed blue line represents the induced currents 
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at the center of the straight wire. The red lines represent the modal excitation values for the c-

shaped (solid) and straight (dashed line) wires. As the modal current at a single frequency 

(resonance frequency of the wire) has a fixed value, the total induced currents follow the same 

trend as the modal excitation coefficient. 

The modal currents are entirely independent of the excitation and are a feature of the 

geometry. This analysis shows that the highly curved wires can handle, on average, more 

currents than the straight ones at low frequencies depending on the excitation polarization. This 

conclusion is also true to some extend at slightly higher frequencies.  

The equivalent circuit model of both straight and c-shaped wires needs to be introduced 

to explain the behavior of the resonance frequency shift and bandwidth reported herein. 

2.4 Input Impedance Using CMA 

An eigenmode-based approach was recently reported for modeling antenna impedances 

and radiation fields [89]. In this approach, the total input impedance of the antenna is 

 

(a)                                                            (b)    

Figure 2.5 The comparison between the induced currents and the modal excitation 

coefficient for (a) different elevation angels. (b) different azimuthal angels. 
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decomposed into a set of individual input impedances, each related to one mode. The physics-

based circuit representations of each mode’s input impedance are then developed. The input 

admittance of the antenna at the feed point can be written as a summation over the modal 

admittances as in [89]: 

𝑌𝑖𝑛[𝑚] =  ∑
𝐉𝑛

2

1+𝜆𝑛
2 (1 − 𝑗𝜆𝑛)𝑛        (6) 

Where 𝑌𝑖𝑛[𝑚] is the total input impedance at the feed point, Jn is the Eigen current of 

mode (n), and λn are the eigenvalues. 

Clearly, the total input admittance can be decomposed into a summation of a set of 

superimposed simple individual input impedances. The broadband impedance of each mode 

can be represented as a high-pass circuit [89], as shown in Fig. 2.6. The parameters of the 

circuit model of one mode can be estimated as follows [90]: 

𝑅 = 𝑄2 𝑟𝑒(
1

𝑌1(𝑓𝑟)
)       (7) 

𝐶 =
1

2𝜋𝑓𝑟𝑄𝑅
        (8) 

 𝐿 =
𝑄𝑅

2𝜋𝑓𝑟
        (9) 

where R, L, and C are the parameters of the equivalent circuit of each mode, 𝑓𝑟 is the resonance 

frequency of the mode, and 𝑄 is the quality factor of the mode and can be calculated as follows 

[89]: 

𝑄 =
𝑓𝑟

2
 
𝑑 𝜆(𝑓)

𝑑𝑓
|𝑓=𝑓𝑟  ≈ 𝑅√

𝐶

𝐿
               (10) 
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The high-pass circuits of all the modes are combined in parallel to form the overall 

input impedance of the antenna. As this procedure can be applied to any system, it will be 

applied to the wire configurations in this paper. i.e., straight and c-shaped wire. 

Table 2.1 summarizes the elements' values of the first three modes for both the straight 

and the c-shaped wire. All the values in Table 2.1 are calculated at the center of the wire. The 

magnitude of the input admittance of the straight and curved wire, calculated using the 

equivalent circuit, perfectly agrees with the input admittance calculated using FEKO, as shown 

 

Figure 2.6 High pass circuit models for low order modes. 

 
Table 2.1 Values of the circuit elements used to represent the input impedance 

of the straight and the arc wire 

Circuit element 
Straight  

Arc-shaped 

R1(Ω) 2099 9261.7 

C1(pF) 1.1757 1.2005 

L1(µH) 0.1758 0.1665 

R2(kΩ) 1479.2 1325.7 

C2(fF) 1.132 0.6234 

L2(µH) 43.166 65.929 

R3(Ω) 9848.7 4077.3 

C3(pF) 0.14003 0.1888 

L3(µH) 0.15248 0.1034 
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in Fig. 2.7 and 2.8, respectively. At the resonance frequency of Mode 1, the input admittance 

of the C-shaped wire is higher than that for the straight wire, which explains the ability of the 

curved wire to couple more to the external fields. 

Comparing the resistance (R1) of Mode 1 for both cases shows that the quality factor 

(𝑄) of the arc-shaped wire is higher than that of the straight wire according to (10), which 

consequently leads to narrower bandwidth in the frequency response of the arc-wire at the 

frequency range of interest. Another consequence of having a higher quality factor is the slower 

damping rate of any coupled signal to the curved wire than the straight wire. To test the 

 

(a)                                                  (b) 

Figure 2.7 (a) Magnitude, (b) phase of the straight wire’s input admittance. 

 

(a)                                                  (b) 

Figure 2.8 (a) Magnitude, (b) phase of the C-shaped wire’s input admittance. 
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damping time of the coupled pulse to both wire configurations, a 350 MHz Gaussian RF pulse 

with 10% bandwidth, sampled at a rate of 5.5 GHz shown in Fig. 2.9, is used as excitation. The 

induced short circuit current at the center of the wires is presented in Fig. 2.10. Clearly, the 

amplitude of the induced current on the curved wire is high than that of the straight wire for 

the specified electric field orientation, chosen according to the modal excitation coefficient 

curve in Fig. 2.5. Also, the damping time of the induced pulse is higher for the curved wire 

because of the higher quality factor, as illustrated in this section. The signal damping time is 

independent of the excitation direction. It depends only on the values of the components of the 

input impedance, which depends on the wire shape and material properties. The same analysis 

 

Figure 2.9 The Gaussian excitation pulse. 

 

Figure 2.10 The induced currents on the straight and curved wire. 
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is introduced using the modal significance in the previous section and agrees perfectly with the 

circuit approach conclusions. Therefore, the equivalent circuit approach applied herein 

effectively explains the differences between the coupling between the curved and straight 

wires. 

The fact that the coupling to curved wires can be higher than straight wires was also 

proved experimentally for the terminated wires in [61], [62], giving us the confidence to extend 

the analysis for a more realistic set of wires. Therefore, randomly shaped wires will be studied 

in the next section. 

2.5 Characteristic Mode Analysis of Realistic Wiring System 

In a realistic wiring system, wire shapes cannot be controlled to precisely match 

canonical shapes like the circular arcs in Fig. 2.1. Therefore, the effect of wire shapes must be 

quantified to assess the field-to-wire coupling and crosstalk in practical wiring systems. One 

approach for constructing arbitrary wires is the Random Walking Chains (RWC) model [91]. 

In RWC, each wire is divided into equal segments with a pre-defined length. Each segment 

changes its direction by randomly varying its alignment angle β, as shown in Fig. 2.11. 

 

Figure 2.11 A sketch of the RWC model. 
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 By controlling the length of the segments and the angle β, a large variety of random 

wire shapes can be generated. We restricted the random angle β to the x-z plane as a starting 

point. We used the RWC technique to generate wires with the same length but different shapes. 

Wires were simulated in free space to isolate the effect of the wire shape on field-to-wire 

coupling. All the generated wires are 40 cm long, 3.6 mm in diameter, and divided into 20 

segments. We chose nine different β distribution ranges, corresponding to nine different levels 

of wire waviness. Three different examples of the wavy wires for different (β) are shown in 

Fig. 2.12.  

For each β range, 100 different wire shapes were generated in a random distribution. 

Firstly, for each shape, the average magnitude of the coupled current, Ishape_avg, over multiple 

electric field incidence angles, the azimuthal angle “θ” vary from 0ᵒ to 180ᵒ and the elevation 

angle “φ” vary from 0ᵒ to 360ᵒ, is calculated at the center of the wire. Secondly, the average 

current over all the 100 shapes, Iβ_avg, is calculated by averaging the 100 individual Ishape_avg. 

This value, Iβ_avg, represents a single value of the blue curve in Fig. 2.14. The values of 

maximum and minimum coupled currents among the 100 Ishape_avg are shown in red. In Fig. 

2.12, the average coupled current increased by ~ 40% by comparing the highest and lowest 

wire curvatures. 

The reason for the coupled current behavior shown in Fig. 2.12 is expected to be the 

modal current as illustrated in the modal analysis in the previous sections. As the wire segments 

become closer, the interaction between these segments increases and increases the modal 

current of the wire. Nakamura et al. investigated the effect of the bent on the wire in terms of 
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the radiation [92]. By reciprocity, the conclusions of [92] for the odd modes can be applied to 

Mode 1 of the wire. Fig. 2.13 shows the average calculated current of the 1st mode, J1, for 100 

wire shapes for each β angle range. The amplitude of the current of Mode 1, J1, significantly 

increases with curvature, explaining the increase in the overall coupled current I of the wires.  

2.6 Conclusion 

Characteristic Mode Analysis (CMA) was applied as an efficient method that provides 

physical insight into field-to-wire coupling for complex wire shapes. Curved wires exhibit a 

 

Figure 2.12 Average magnitude of coupled current to wavy 40 cm wires in free space for 

different waviness levels. 

 

Figure 2.13 Average magnitude of  J1 of an unterminated 40 cm crumbled wire in free 

space. 
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higher average coupling current than straight wires, with a narrower bandwidth and at slightly 

higher resonance frequencies. An input impedance approach using CMA was applied to 

explain the response of the wires in the time domain. The Random Walking Chains (RWC) 

model generated hundreds of complex wire shapes. Applying CMA to the wires generated by 

the RWC model illustrated that the modal currents magnitude increases by increasing wire 

waviness in agreement with the behavior shown in wires with canonical shapes.  
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3 PREDICTING ELECTROMAGNETIC INTERFERENCE TO A TERMINATED WIRE 

USING CHARACTERISTIC MODE ANALYSIS  

IEEE copyright release note: In reference to IEEE copyrighted material which is used with 

permission in this thesis, the IEEE does not endorse any of the University of Missouri-Kansas 

City's products or services. Internal or personal use of this material is permitted. If interested 

in reprinting/republishing IEEE copyrighted material for advertising or promotional purposes 

or for creating new collective works for resale or redistribution, please go to 

http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how 

to obtain a License from RightsLink. 

3.1 Abstract 

Electromagnetic coupling to realistic wire configurations exhibits significant variations 

with respect to the interfering signal's frequency, incident angle, and polarization. In this work, 

Characteristic Mode Analysis (CMA) is used to calculate the fundamental modes of a 

terminated wire above an infinite ground plane. Then, the coupled currents to the wire’s loads 

are predicted for different incident excitations using the properties of the modes. Using this 

simple but practical wire configuration, we show the versatility of CMA in practical 

electromagnetic interference and coupling applications. 

3.2 Introduction 

In a highly congested wireless spectrum, electromagnetic interference poses a 

significant challenge in a wide range of applications. Therefore, predicting the coupling or 

interfering current to a particular load in a practical wiring system has received rising interest 

over the last decade [93], [94]. However, for a particular wire configuration, several 

simulations and/or measurements are needed to exhaustively quantify the variations in the 
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coupled currents due to variations in the frequency, angle of incidence, and polarization of the 

interfering signal. This work applies Characteristic Mode Analysis (CMA) to predict the 

coupling to a terminated wire above an infinite ground plane. CMA decomposes the currents 

induced on a scatterer in terms of a set of independent modes and quantifies the modal 

behavior, such as the relative importance of each mode at the frequency of interest [70]. This 

work shows how this modal behavior can guide coupling and interference to practical wire 

systems.  

3.3 CMA Analysis 

3.3.1 Single Wire Configuration 

Figure 3.1 shows a 1 m,3 mm in radius wire with a height of 0.1 m above an infinite 

ground plane. The wire is terminated at both ends by 50 Ω loads labeled Load 1 and Load 2, 

 

Figure 3.1 Terminated wire above perfectly conducting ground plane. 

 

Figure 3.2 Modal Significance of the wire configuration shown in Fig. 3.1. 
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respectively. Moreover, a third 50 Ω load, Load 3, is attached to the middle of the wire. Despite 

the simplicity of the configuration in Fig. 3.1, it has practical relevance in a wide range of 

studies [51], [95], [96]. Next, we show how CMA can simplify the coupling analysis to the 

different loads in Fig. 3.1.  

CMA provides the current distribution of the structure's fundamental modes, allowing 

the prediction of the response at different wire locations. For example, Fig. 3.3 shows that only 

the even modes, Modes 2, 4, and 6, have nonzero currents at the middle of the wire. Thus, the 

middle load, Load 3, is immune to coupling from the odd modes. Starting with Mode 2, Fig. 

3.4 shows that Mode 2 is more efficiently excited by excitation at incidence angles of θ = 90ᵒ 

and Φ = 45ᵒ (the green curve). Fig. 3.3 shows that Mode 2 resonates at 0.3 GHz. Therefore, 

 

Figure 3.3 Modal currents of the first six modes of the wire configuration. 
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Mode 3 should be strongly expressed in the coupled current to Load 3 at 0.3 GHz for an 

incident plane wave at angles of incidence θ = 90ᵒ and Φ = 45ᵒ.  On the other hand, Fig. 3.2 

shows that Mode 6 resonates at 0.9 GHz and Fig. 3.4 shows that Mode 6 can be most efficiently 

excited for θ = 50ᵒ and Φ = 0ᵒ. Therefore, at angles of incidence θ = 50ᵒ and Φ = 0ᵒ maximum 

coupling should occur at 0.9 GHz, which is the resonance frequency of Mode 6.  

To test this hypothesis, Fig. 3.5 shows the coupled current to Load 3 for two different 

excitations. Clearly, the current coupled to Load 3 is maximum at 0.3 GHz when θ = 90ᵒ and 

 

Figure 3.4 Modal fields of the first six modes of the wire configuration shown in Fig. 3.1. 
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Φ = 45ᵒ, due to the intense excitation of Mode 2, and the current coupled to Load 3 is maximum 

at 0.9 GHz when θ = 50ᵒ and Φ = 0ᵒ, due to the excitation of Mode 6.  

All the modes have high current values at the load locations for the terminal loads, 

Load 1 and Load 2, as shown in Fig. 3.3. However, for frequencies below the resonance 

frequency of the first mode, i.e., frequencies below 0.15 GHz, only Mode 1 will contribute to 

the current coupled to the terminal loads because it will be the only significant mode, as shown 

in Fig. 3.2. Fig. 3.4 shows that if the incident field is exerted at θ = 90ᵒ and  Φ = 90ᵒ, maximum 

 

Figure 3.5 Induced current on Load 3 for different field orientations. 

 

Figure 3.6 Maximum induced current on Load 1. 
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coupling to Mode 1 will occur, directly maximizing the coupling to the terminal loads. For 

these angles of incidence, the maximum coupling to the terminal loads will occur at the 

resonance frequency of Mode 1, 0.15 GHz, as shown in Fig. 3.6. As the frequency increases, 

the higher-order modes, both odd and even, will start contributing to the current coupled to the 

terminal loads according to their modal significance shown in Fig. 3.2 and their modal fields 

in Fig. 3.4.  

3.3.2 Arbitrarily Shaped Wires 

This section summarizes our conclusions for arbitrarily shaped wires terminated with 

loads. Fig. 3.1 is the first wire configuration, and Fig. 3.7a shows the second configuration 

where a wire replaces the ground plane to close the loop. 50 Ω loads terminate the loop labeled 

Load 1 and Load 2, respectively. Also, a third 50 Ω load, Load 3, is attached to the middle of 

the wire. The wire configuration in Fig. 3.7a has the exact dimensions as the configuration in 

Fig. 3.1. Figure 3.7b shows the corresponding modes of the wire configuration in Fig. 3.7a.   

 

(a)                                                             (b) 

Figure 3.7 (a) Loop at free space. (b) Modal significance of the configuration in (a).                                           

 

  

Load1 Load2
Load3
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Clearly, the modes in Fig. 3.7b are double the number of modes in Fig. 3.2. The ground 

plane's presence halves the number of modes or reduces the number of possible coupling 

pathways to the wire and the loads. Another critical difference between the two configurations 

is that Load 3 in Fig. 3.1 will only be affected by even modes. In contrast, Load 3 in Fig. 3.7a 

will be affected by both even and odd modes.  

 

 

Figure 3.8 The average magnitude of the coupled current for the wire configuration in Fig. 

3.1 for (a) Load 1 and (b) Load 3. 

 

Figure 3.9 The average magnitude of the coupled current for the wire configuration in Fig. 

3.7a for (a) Load 1 and (b) Load 3. 
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To demonstrate these predictions, the Full-wave solver FEKO is used to simulate the 

configurations in Fig. 3.1. The average current over multiple electric field incidence angles, 

the azimuthal angle “θ” vary from 0ᵒ to 90ᵒ, and the elevation angle “φ” varies from 0ᵒ to 360ᵒ, 

is calculated at the different loads of the two configurations. Fig. 3.8a and Fig. 3.8b show the 

average coupled current to Load 1 and Load 3, respectively, for the configuration in Fig. 3.1. 

The curve labeled as β = 0ᵒ represents a perfectly straight wire, whereas the β = 80ᵒ curve 

corresponds to a wire with high waviness. From Fig. 3.8, we can achieve the following 

conclusions:  

1. The resonance frequency of curved wires constantly shifts to higher frequencies than 

that of a perfectly straight wire.  

2. The average magnitude of the induced current on Load 1 at the first Mode for a curved 

wire is always higher than that of the straight wire.  

3. Only the even modes can couple at the middle of the wire in Fig. 3.1a explaining the 

number of resonances of Load 3 as shown in Fig. 3.2b. Therefore, Load 3 is more 

immune to coupling than Loads 1 and 2. 

The second wire configuration in  Fig. 3.7a is also studied. Figure 3.9 summarizes all 

of our conclusions that can be presented as follow: 

1. The resonance frequency of the curved loop slightly shifts to higher frequencies than 

the straight one.  
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2. The magnitude of the induced current on Load 1 of the curved wire is always higher 

than that of the square loop.  This conclusion is valid at the resonance frequency of the 

first Mode, 

3. Load 3, at the middle of the wire, can couple to both the odd and the even modes  

4. On average, Load 3 for a curved wire is more immune to coupling and interference 

than Load 3 connected to a straight wire at Mode 1. However, it’s the opposite trend 

for higher-order modes. 

3.3.3 Two Wires Configuration 

In this section, we performed the CMA of the wire-pair in Fig. 3.10. The first Mode of 

a single wire splits into two modes for a wire-pair: in-phase and out of phase. Fig. 3.11 shows 

the current distribution of Mode 1 and Additional Mode 1. Fig. 3.11 shows that for Mode 1 

and Additional Mode 1, both wires carry currents that have a sin(πx) behavior where x is the 

normalized length of each wire. However, for Mode 1, the currents in the two wires are in 

phase; for the Additional Mode 1, the currents are 180◦ out of phase. For higher-order modes, 

the current distribution of each wire will be in the form of sin (nπx) distribution where n is the 

mode number. The modal significance spectrum of the wire-pair is shown in Fig. 3 for higher-

order modes. The information provided by CMA can be used to predict and control the 

coupling to this wire configuration. For example, the CMA calculates where the different 

modes will resonate, as shown in Fig. 3.12. It also indicates that the out-of-phase additional 

modes can be more efficiently excited by oblique incidence and not by normal incidence. 
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Our goal of studying such wire configuration, regardless of its simplicity, is to perform novel 

experiments to prove these CMA predictions.  

 

Figure 3.10 A wire pair showing two wires of radius a, length L, and inter-wire separation 

d. 

 

Figure 3.11 The current distribution of in-phase Mode 1 and out-of-phase Additional 

Mode 1. 

 

 

 

Wire 1 Wire 2

Wire 1 Wire 2

Mode 1 Additional Mode 1

Normalized Wire Length Normalized Wire Length
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3.4 Experimental Verification of CMA Predictions 

The devices were placed inside an EMCO 5317 GTEM excited by a Rohde  & Schwarz 

ZVA 24 vector network analyzer (VNA), as shown in Fig. 3.13. The wave propagates from 

the narrow end to the broad side of the GTEM, where pyramidal foam absorbers are placed to 

absorb the incident radiation and prevent reflections. The BCP-512 Broadband Current Probe 

with a frequency range of 1 MHz – 1 GHz was positioned at different points of interest to 

sample the local coupled current as shown in Fig. 3.13c.  The output of the current probe is 

connected to port 2 of the VNA. The VNA S21 measurements are then collected and 

transformed into the actual coupled current values using the impedance response of the probe.  

 

Figure 3.12 Modal significance of the unterminated wire-pair in Fig. 3.10. 
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Two 1 m long wires with 10 cm separation and 1 mm radius were studied Using a 

modeling and experimental approach. We performed the simulations and measurements for 

two different field directions: oblique (θ = 45◦ and ϕ = 45◦) and normal incidence (θ  = 0◦ and 

ϕ = 0◦). the experiment was performed using the GTEM to measure the coupled currents to the 

studied cases, as illustrated in Fig. 3.13d. The current probe was positioned at the center of one 

of the wires in the pair. Fig. 3.14 shows a comparison between the measured and simulated 

coupled current for a wire pair at normal and oblique incidence. Excellent agreement is 

achieved, indicating the accuracy of both the measurements and the simulations. 

Moreover, by comparing the two incident directions, we can see apparent differences 

in the coupled currents in the 0.4 GHz to 0.8 GHz frequency range. Two sharp maxima emerge 

 

Figure 3.13 (a) A sketch of the experimental setup, (b) the GTEM cell, (c) the Current 

Probe (d) an example of a DUT. 
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in this frequency range in the case of the oblique incidence due to additional Mode 3 and 

additional Mode 5. These maxima indicate coupling pathways in the 0.4 GHz to 0.8 GHz 

frequency range where the wires will be prone to coupling and interference. The main 

contribution of Fig. 3.14 is to prove the CMA predictions for a more complex wire system 

using accurate coupling experiments. Hence, the CMA simulations can be trusted for many 

complex wire distributions.  

 

We also studied how varying the separation between the wires affects the field-to-wire 

coupling, as shown in Fig. 3.15 for the case of oblique incidence. Again, excellent agreement 

between the simulations and the measurements is achieved. Fig. 3.16 shows the coupled 

current near the resonance in the 0.65 GHz to 0.8 GHz range for different wire separations. 

Fig. 3.16 shows that the coupled current increases in magnitude and decreases in bandwidth as 

the separation between the wires decreases. This behavior agrees with the CMA predictions. 

In other words, the out-of-phase modes increase in amplitude and decrease in bandwidth as the 

 

(a)           (b) 

Figure 3.14 The coupled current at the center of wire 1 for two different incident field 

angles: a) normal incidence (b) oblique incidence. 
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separation between the wires decreases. The analysis in Fig. 3.15 and Fig. 3.16 shows that the 

current coupling estimates based on only a single wire may underestimate the coupling and 

 

 

Figure 3.16 Comparison between the simulations and the measurements of two 

unterminated wires in free space for different values of wire separation (d). 

 

 

 

Figure 3.15 Effect of wire separation on the current coupled to a wire pair. 
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interference when placed in a bundle. 

For the oblique incidence case, there is a slight discrepancy between the simulated and 

measured current in the central frequency range between 0.4 GHz and 0.7 GHz. To investigate 

this discrepancy, we repeated the simulations for θ  and ϕ values that are slightly different from 

the exact value of 45 degrees and plotted the results in Fig. 3.17. As a result, the central region 

of the coupled current became much closer to the measurements. However, the other regions 

stayed insensitive to these small θ and ϕ variations, as shown in Fig. 3.17, which indicates a 

slight misalignment in the direction of the incident field concerning the DUT. We hypothesize 

that this misalignment was caused by a shift in the DUT orientation or by the slight 

inhomogeneity of the electric field inside the TEM cell itself. Moreover, this analysis shows 

that some frequency regions are more sensitive to the orientation of the DUT than others. It, 

therefore, will require a finer step size in varying θ and ϕ, which can help guide the RF coupling 

analysis and experimental measurements.   

 

Figure 3.17 Sensitivity analysis of the coupled current to variations in θ and ϕ. 



50 

 

3.5 Conclusion 

Three different simple wire configurations were studied computationally and 

experimentally to prove the validity of the Characteristic Mode Analysis (CMA) in the EMC 

applications. CMA was applied to identify all the modes of the structures and the possible ways 

to maximize/minimize coupling to each mode. Moreover, the experimental validation example 

previously discussed validates the versatility of CMA for predicting coupling to simple wire 

systems. The next chapter demonstrates the capability of CMA to quantify coupling to a more 

complex wire system. 
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CHAPTER 4 

4 CHARACTERISTIC MODE ANALYSIS PREDICTION AND GUIDANCE OF 

ELECTROMAGNETIC COUPLING MEASUREMENTS TO A UAV MODEL   

IEEE copyright release note: In reference to IEEE copyrighted material which is used with 

permission in this thesis, the IEEE does not endorse any of the University of Missouri-Kansas 

City's products or services. Internal or personal use of this material is permitted. If interested 

in reprinting/republishing IEEE copyrighted material for advertising or promotional purposes 

or for creating new collective works for resale or redistribution, please go to 

http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how 

to obtain a License from RightsLink. 

4.1 Abstract 

This work studies the current coupled to a simplified Unmanned Aerial Vehicle (UAV) 

model using a dual computational and experimental approach. The simplified surrogate 

structure reduced the computational burden and facilitated the experimental measurement of 

the coupled currents. However, a wide range of simulations and measurements must be 

performed for a practical system to analyze the induced current variations concerning the 

incident excitation waveform properties such as the frequency, angle of incidence, and 

polarization. Characteristic Mode Analysis (CMA) was used to compute the eigen-currents of 

the UAV model and predict where and under which RF excitation conditions the coupled 

current is maximized. We verified these predictions using direct experimental measurement of 

the coupled currents. The presented simulations and measurements show the usefulness of 

CMA for studying electromagnetic coupling to practical systems. 
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4.2 Introduction 

Unmanned aerial vehicles (UAVs) have a wide range of applications and typically 

operate in congested wireless environments that may cause unwanted interference [97]–[101]. 

In addition, the commercial UAV industries have recently expressed interest in using UAVs 

as mobile base stations [102]–[105] and as backhaul infrastructure [102]–[105], which further 

exacerbate their intra- and inter-induced electromagnetic compatibility (EMC) and 

electromagnetic interference (EMI) protection and/or shielding requirements.  

Currently, it is challenging to model and predict the induced currents in UAV wires 

and electronics due to electromagnetic interference [106], [107]. Numerous simulations and 

measurements must be performed for a specific UAV to exhaustively quantify the variations 

in the coupled currents due to the various flying conditions and possible environments. That 

is, predicting the coupled current to a UAV is complicated by the variation of its orientation 

relative to the direction, polarization, and frequency of the incident field. Electromagnetic 

coupling to practical Devices Under Test (DUTs) shows significant variations, ~ 50 dB or 

more, with changes in frequency, angle of incidence, polarization, and/or DUT orientation 

[108]–[111]. Therefore, hundreds and sometimes thousands of measurements are needed to 

detect the frequency and orientation that causes the maximum electromagnetic coupling to a 

DUT [108]–[111]. 

Furthermore, as the DUT gets electrically larger, its radiation characteristics become 

even more complex, requiring more measurements to detect the frequency and orientation for 

maximum coupling [110]. As a result, current EMC measurements risk under-testing, where 

only a limited number of frequencies and orientations are tested, and therefore, the immunity 

of practical DUTs may be underestimated. On the other hand, measuring an extremely large 
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number of frequencies and orientations, i.e., overtesting, can be unnecessarily expensive and 

sometimes is practically unrealistic [108]–[111]. Therefore, to avoid under-testing and 

overtesting in EMC measurements, there is a strong need for a computational tool to guide 

experimental measurements by predicting and quantifying the frequency and the orientation 

that causes the maximum electromagnetic coupling to a complex DUT.   

To meet this need, we adapt the Characteristic Mode Analysis (CMA) to guide 

experimental measurements by predicting the frequencies and angles of incidence where the 

electromagnetic coupling is maximum. CMA decomposes the currents induced on a DUT in 

terms of a set of fundamental independent modes and provides the relative significance of each 

mode at the frequency of interest [70]. CMA has been extensively employed in designing 

antennas and analyzing the electromagnetic scattering characteristics of various nanostructures 

[112]–[115]. Moreover, CMA has been previously employed to study the use of a UAV's frame 

as an antenna [116], [117].  We recently used CMA to study coupling and interference to wires 

and other simple structures [118]–[120]. A preliminary version of this work was presented in 

[121]. This analysis is the first experimentally verified analysis of coupling and interference to 

a UAV using CMA to the best of our knowledge. Relevant previously reported CMA studies 

are summarized in Table 4.1 and compared to this work.  

Table 4.1 Comparison Between This Work And Previously Reported CMA Electromagnetic 

Coupling  

Reference Scatterer Complexity No. Of Modes 

Orientation 

Sensitivity  

Experiment

al 

Verification

s 

[122] 

 

Simple 

(rectangular box) 

4 NO YES 



54 

 

[123] Simple 

(rectangular box with slot) 

10 NO NO 

[124] Medium 

(PCB connected to cable) 

3 NO YES 

[125] Simple 

(flat circuit loop) 

 

4 

 

NO 

 

NO 

Simple 

(bent PCB) 

6 

 

NO 

 

NO 

Simple 

(Heatsink model as metallic 

box) 

6 NO NO 

[126] 

 

Simple 

(High speed connector) 

10 NO NO 

[127] Heatsink 5 NO YES 

[128] Complex 

(Car excited by monopole) 

10 

 

YES NO 

 

[129] Complex 

(Airplane) 

6 

 

YES 

 

YES 

[130] Complex 

(Airplane) 

4 YES YES 

This 

work 

Complex 

(UAV model) 

11 YES YES 

 

Most of the papers in Table 4.1 studied the total radiated power by the DUT. The DUT, 

therefore, has to be connected to an external source, which is not the goal of this analysis where 
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coupling due to an incident plane wave is the main focus. Ma et al. evoked the CMA approach 

to utilize the characteristic modes of an airplane model to design a direction-finding antenna 

array operating at the HF band [129]. Wang et al. also employed CMA to design a VHF 

aircraft-integrated antenna array with switchable beams [130]. However, utilizing the aircraft 

frame as an antenna is not the goal of this analysis. The main goal is to avoid under-testing and 

over-testing by developing a predictive tool to guide experimental measurements by predicting 

incidence frequencies and angles that maximize coupling to a UAV. In summary, the novel 

aspects of this work in comparison to the previous studies in Table 4.1 are: (i) A detailed 

analysis of how CMA can be adapted to guide EMC experiments is presented; (ii) a novel 

UAV quadcopter model is studied; (iii) a new experimental setup to verify CMA predictions 

using a broadband current probe and a Gigahertz Transverse Electromagnetic Cell (GTEM) is 

developed.  

In this paper, a quadcopter UAV and its subsystems are represented by a simplified 

model that consists of 4 wires attached to a square metallic patch, as shown in Fig. 1. The 

model was designed to represent the metallic parts typically found in a UAV since the metallic 

parts dominate the electromagnetic response [131]. Each of the four wires represents the fusion 

of all the cables commonly found in the arms of a quadcopter, whereas the square metallic 

patch represents the ground plane of the quadcopter controller. The fusion of the wires with 

the square metallic patch generates a modal behavior significantly different from that of wire 

or a patch by itself.  The UAV model is simple enough to allow the quantitative assessment of 

the coupled current using both full-wave simulations and experimental measurements. Yet, the 

model is complex enough to generate conclusions that can be applied to a wide range of 

quadcopters with similar symmetries in shape.  
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CMA was applied to calculate the fundamental modes of the proposed UAV model and 

the characteristics of these modes. Then, we use these modes to predict and explain the coupled 

current calculated at different locations on the UAV model due to plane wave excitations at 

different frequencies and incident directions.  

4.3 Simplified UAV Model 

The simplified UAV model is shown in Fig. 4.1a. The proposed model consists of a 

square patch with a 220 mm edge length and four wires attached at the patch's corners. The 

four wires of the model make an angle of 45◦ with the edge of the square patch. The four 

identical wires represent the wire connections between the controller and the motors of a 

quadcopter UAV. The wires' lengths and radii are 380 mm and 0.5 mm, respectively. In UAVs, 

the wires might have larger radii. Still, we found that the radius of the wire has a negligible 

effect on the following results as long as the aspect ratio for the wire is high enough to maintain 

the thin wire configuration. A perfect electric conductor boundary condition is assigned to all 

model components in Fig. 4.1a.  

 
 

 

Figure 4.1  (a) A sketch of the quadcopter UAV model showing the general dimensions of 

the structure, (b) A sketch of the model showing the UAV model orientation with respect 

to the angles θ, ϕ, and η. 
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The proposed UAV model was excited by a 150 mV/m incident plane wave at multiple 

angles of incidence, θ, and ϕ, as defined in Fig. 4.1b. The polarization angle (η) was fixed at 

 

Figure 4.2 The FEKO simulated coupled current to the UAV model at 2701 different 

angles of incidence θ and ϕ measured at (a) the edge of the wire and (b) the middle of the 

wire. (c) The average coupled current over all incidence orientations. 

 

(c)

(b)

(a)
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zero in this work. However, the effect of the polarization angle will be studied in future work. 

The magnitude of the excitation signal was chosen to match the value in the experimental setup 

that will be presented in the next section. The coupling problem studied in this work is linear, 

so the magnitude of the excitation signal should not affect the CMA predictions. 

The coupled current varies with the observation location on the UAV model. Therefore, 

current monitors were placed at two locations on the UAV model: (i) the edges of one of the 

four wires, where it meets the corner of the square patch, and (ii) the middle of the wire, as 

shown in Fig. 4.1b. The two observation locations will be termed corner and middle, 

respectively, for the remainder of the manuscript.  

The UAV model was simulated using the full-wave Method of Moments (MOM) solver 

FEKO [58]. The simulated coupled currents versus frequency are shown in Fig. 4.2 for 2701 

different angles of incidence, θ, and ϕ, where θ varies from 0˚ to 180˚ in a 5˚ step, and ϕ varies 

from 0˚ to 360˚ in a 5˚ step to cover the entire sphere covering the UAV model.  Figure 4.2a 

shows the coupled current where the corner of the board meets the wire, and Fig. 4.2b shows 

the current at the middle of the same wire. Each colored curve in Fig. 4.2 represents a different 

incident direction, i.e., a different {θ, ϕ} value. The black curves in Fig. 4.2a and Fig. 4.2b 

represent the average magnitude of the coupled current at each location versus frequency. The 

coupled current exhibits significant variations of more than 70 dB depending on the frequency 

and angle of incidence. The coupled current can even approach zero at some incidence angles, 

which is not shown in the log-scale curve in Fig. 4.2a and Fig. 4.2b.  Figure 4.2c shows the 

coupled current averaged over all the incidence angles at the two observation locations. Fig. 

4.2c shows the black curves in Fig. 4.2a and Fig. 4.2b except in linear scale. Clearly, the 

coupled current differs with respect to the observation location.  
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From Figure 4.2, it is difficult to predict the incidence angles that maximize the 

coupling current or the frequency range where the coupled current is maximum on average. 

Therefore, the CMA theory is briefly summarized in the following section to show how it can 

facilitate predicting the coupled current at arbitrary frequencies and incidence angles.   

4.4 CMA of Simplified UAV Model 

Using the full-wave solver FEKO, we performed the CMA of the UAV model in Fig. 

4.1 over the frequency range from 0.1 GHz to 1 GHz. Then the three aforementioned CMA 

parameters were studied as follows. 

4.4.1 Modal Significance for Simplified UAV Model 

The UAV model's modal significances, MSn, are shown in Fig. 4.3. The modal 

significance spectrum in Fig. 4.3 shows all the possible coupling pathways to the UAV model. 

The peaks of the resonance frequencies of the modes represent the frequencies where the 

coupled current can reach maximum values. For example, Modes 1 and 2 resonate at 0.17 GHz, 

Mode 3 resonates at 0.19 GHz, and Mode 4 resonates at 0.24 GHz. These are the critical 

frequencies for the UAV model in Fig. 4.1 for the frequency range up to 0.4 GHz. Therefore, 

the first advantage of the CMA is that it identifies the critical coupling frequencies for the 

DUT. As a result, one can only focus on a few frequencies around where the modes resonate 

instead of testing the structure at hundreds of frequencies. Table 4.2 lists the resonance 

frequencies of the 11 modes in Fig. 4.3, which determine the frequency regions to characterize 

the UAV.   

It is important to emphasize that the coupled current, for a specific excitation at a 

particular angle of incidence, will not show all the peaks in the MSn spectrum in Fig. 4.3. This 

behavior is because different modes are excited at different incidence angles, as described in 
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the following paragraph. However, the MSn spectrum identifies the critical frequencies 

quantitatively, with no trial and error, where we need to focus our full-wave simulations and 

experimental measurements. Moreover, the frequency range where the modes' density is low 

or where the MSn does not reach high values is the frequency range where the coupled current 

will be lower on average than other frequency ranges of the same bandwidth. For example, the 

frequency range between 0.26 GHz and 0.39 GHz does not have any modes with considerable 

modal significance. Therefore, the average coupled current in this frequency range should be 

lower than that at slightly lower or slightly higher frequencies. This assertion is confirmed in 

Fig. 4.2 at all observation locations. In this sense, the observation of MSn is more helpful in 

identifying where the coupling is unlikely to occur rather than where the coupling is likely to 

occur. All the previous conclusions are achieved directly from Fig. 4.3 without testing 

hundreds of different angles of incidence. 

Table 4.2 Resonance Frequencies And Optimum Incident Angles (θ)  For The UAV Modes  

Mode Resonance Frequency (GHz) Optimum Angle of Incidence (θ°) 

1 0.17 0 

 

Figure 4.3 Modal significance of the first 11 modes of the proposed UAV model in Fig. 

4.1. 
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2 0.17 0 

3 0.19 90 

4 0.24 45 

5 0.52 45 

6 0.52 60 

7 0.55 90 

8 0.59 20 

9 0.77 0 

10 0.77 0 

11 0.83 90 

4.4.2 Modal Currents for Simplified UAV Model 

The eigen-current distributions Jn of the UAV model are shown in Fig. 4.4. Each eigen-

current distribution in Fig. 4.4 is plotted at the resonance frequency of its mode. The eigen-

current distribution in Fig. 4.4 is normalized with respect to the maximum current value of 

each mode. The red arrows in Fig. 4.4 represent the general trend of the current of each mode 

or eigen-current, whereas the colors show the exact distribution. The hotspots of the modal 

currents, i.e., the locations where the modal currents are maximum, are shown in red, whereas 

the locations where the modal currents are zero are shown in blue. For example, Mode 1 has a 

hotspot at the corner observation location, whereas Mode 9 has a minimum at both the corner 

and middle observation locations. In general, the modal current is much more important at the 

corner, as this is generally where the wire connects to the electronic circuitry on board and 

where it would be perceived as a noise voltage. 

The UAV model in Fig. 4.1, and many quadcopters, has 4-fold symmetry. This 

symmetry is reflected in the current distribution of the eigen-currents or modes shown in Fig. 
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4.4. For example, Mode 2 is identical to Mode 1 if it is rotated by 90°. Similarly, Mode 5 is 

identical to Mode 6, and Mode 9 is identical to Mode 10, except for a 90° rotation, as shown 

in Fig. 4.4. Due to this symmetry, the three previously mentioned mode pairs have identical 

MSn, as shown in Fig. 4.3. MS1 = MS2, MS5 = MS6, and MS9 = MS10, which means that 

 

Figure 4.4 Normalized eigen-current distribution of the first 11 modes of the UAV 

structure. Each eigen-current distribution is plotted at the resonance frequency of its 

mode. 
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Mode 1 and Mode 2 will resonate at the same frequency. The previous mode pairs will have 

different modal significance if the symmetry is broken. 

On the other hand, the current distribution of Mode 3 is a merge of Mode 1 and Mode 

2, as shown in Fig. 4.4, and it resonates at a slightly higher frequency, as shown in Fig. 4.3. 

This behavior was previously reported in similar but simpler structures with 4-fold symmetry 

[132], [133].  However, combining the four wires to the square plate led to the emergence of 

new modes that were not easy to predict from the individual modes of the wire or the individual 

modes of the square plate. 

4.4.3 Modal Fields/Radiation Pattern for Simplified UAV Model 

The Modal Excitation Coefficients, Vn, can be calculated by using transverse 

electromagnetic plane waves at different angles of incidence, identifying the incident electric 

field due to this excitation, Ei, and recalculating the modal excitation coefficient Vn according 

to (3). The Modal Excitation Coefficients Vn of the first 11 modes, which by reciprocity can 

be estimated using the radiation characteristics of each mode, calculated using FEKO, are 

shown in the polar plots in Fig. 4.5. The radiation pattern of each mode in Fig. 4.5 is plotted at 

the resonance frequency of this mode and normalized to its maximum value. All the radiation 

patterns in Fig. 4.5 are in the θ plane with a fixed ϕ value of 0ᵒ and a fixed polarization angle 

of 0˚. Angles where the modal excitation coefficient is maximum represent the optimum 

direction to excite a particular mode. Angles of zero modal excitation coefficient in Fig. 4.5 

indicate incident directions that cannot excite the mode regardless of its significance at a 

particular frequency.  For example, Mode 4 cannot be excited at any frequency at θ = 0° or at 

θ = 90° for ϕ = 0ᵒ, and it can be optimally excited when the incidence angle is at θ = 45°. Table 

4.2 also shows the optimum angles to excite each mode. These angles represent the critical 
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angles of incidence (which can also be related to the DUT orientations) needed to accurately 

assess the UAV model's EMC characteristics. As a result, instead of testing thousands of angles 

as reported in [108], [109], the CMA-generated angles in Table 4.2 provide a significantly 

 

Figure 4.5 Normalized Modal Fields of the first 11 modes of the UAV model. The 

radiation pattern of each mode is plotted at the resonance frequency of this mode. 
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lower number of angles to test and measure the optimum coupling to each mode of the DUT. 

However, if more than one mode is significant at one frequency, the optimum angle might be 

in the middle between the angles in Table 4.2 and can be calculated by analyzing (2). 

Most of the 11 modes are narrowband modes. Hence, the changes in the eigen-current 

distribution within the frequency band where a mode is significant can be neglected. For 

example, Fig. 4.6 presents the eigen-current distribution and the radiation characteristics of 

Mode 5 at three different frequencies within the bandwidth of Mode 5, i.e., at three frequencies 

where MS5 is larger than 0.707. The current distribution of Mode 5 and its radiation pattern 

does not change dramatically within the bandwidth of the mode. The magnitude of the modal 

current only changes slightly with frequency. Still, the hotspot locations are maintained, and 

the radiation pattern of the modes does not change significantly, as shown in Fig. 4.6. For 

frequencies that are significantly larger or smaller than the resonance frequencies of the mode, 

 

Figure 4.6 Eigen-current distribution of Mode 5 of the UAV structure at  (a) 490 MHz, 

(b) 520 MHz, (c) 580 MHz. Normalized Modal Fields of Mode 5 of the UAV model at: 

(d) 490 MHz, (e) 520 MHz, (f) 580 MHz. 
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the eigen-currents and the radiation characteristics of a mode might show significant 

differences from the patterns at resonance. At these frequencies, however, the MSn of the 

modes will be too low to provide any significant contribution to the total coupled current.    

4.4.4 Predicting The Dominant Mode 

The CMA information presented in Fig. 4.3 to Fig. 4.5 allows us to understand how a 

wide range of excitations might couple to the UAV. For example, Fig. 4.3 can identify the 

significant modes in this frequency range. Next, by investigating Fig. 4.4, we can determine 

whether these significant modes have nonzero currents at the location of interest. Next, by 

examining Fig. 4.5, we can identify the incident directions that excite these modes. Then, the 

coupled current can be maximized at these incident directions and in their close vicinity. By 

then performing the summation in (2), we can predict the incident excitation that generates the 

maximum coupled current.   

On the other hand, if the angle of incidence of the excitation is known, we can predict 

the modes that will be excited. Based on their modal significance in Fig. 4.3, we can predict 

the frequencies where coupled current resonates. For example, consider the case where one is 

interested in the current coupled to the corner observation location when the plane wave 

excitation is incident at θ = 0° and ϕ = 0ᵒ. This direction of incidence can only excite Modes 1, 

2, 9, and 10. By examining the current distributions of these modes, shown in Fig. 4.4, one can 

see that only Modes 1 and Mode 2 have hotspots, shown in red, at the corner observation 

location. Modes 9 and 10 have minimal current, shown in blue, at this location. We, therefore, 

expect the total coupled current to show peaks only at the resonance frequencies of Modes 1 

and 2, shown to be around 0.17 GHz in Fig. 4.3. Figure 4.7 confirms these predictions by 

showing the full-wave simulated current at the corner observation location due to a plane wave 
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excitation at θ = 0°. A clear peak is present in the coupled current in Fig. 4.7 near the frequency 

of 0.17 GHz, which is the same resonance frequency of Modes 1 and 2. Figure 4.7 also shows 

a strong minimum near 0.77 GHz. This minimum is not due to the absence of current coupling 

pathways because Modes 9, 10, and 11 are significant at this frequency. The minimum in the 

coupled current at 0.77 GHz exists because these three modes contribute zero current at the 

corner observation location. These predictions were achieved from the CMA information 

generated in Fig. 4.3 to Fig. 4.5. The following section describes how varying the UAV model 

dimensions can affect previously described modal behavior.  

 

Figure 4.7 Coupled current to the edge of the wire due to an incident wave at θ = 0°. 
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4.5 Sensitivity of Modes to UAV Model Dimensions 

In this section, we explore how the modal characteristics vary with the dimensions of 

the UAV model.  Three dimensions of the UAV model in Fig. 4.1a were varied: ℓa (arm’ 

length), ℓb (length of the controller board), and wb (width of the controller board). The effect 

of varying the UAV's arm length ℓa on the modal behavior for fixed center body dimensions 

ℓb = wb = 220 mm, is plotted in Fig. 4.8a. For this analysis, the arm length ℓa was increased 

from 200 mm to 500 mm in 50 mm increments. For each value of ℓa, the modal significance, 

 

Figure 4.8 The resonance frequencies of the modal significance of Modes 1-3 when (a) 

the arm length ℓa was varied and (b) when the body length ℓb was varied. 

(b)

(a)
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MSn, was recalculated (not shown for brevity), and the resonance frequency of MS1 –MS3 

was plotted as shown in Fig, 8a. Fig. 4.8a shows that the resonance frequencies of Modes 1-3 

decrease proportional to ~ 1/ℓa.  

The effect of varying the patch's length, ℓb, for a fixed arm length and patch width, ℓa 

= 380 mm and wb =220 mm, is shown in Fig. 4.8b. As the body length ℓb increases from 

220 mm to 440 mm in 22 mm increments, the center patch becomes a rectangle instead of a 

square breaking the 4-fold symmetry. Instead of Mode 1 and Mode 2 showing identical 

resonance frequencies, Fig. 4.8b shows that as ℓb is increased that Mode 1 and Mode 2 start 

showing opposite trends. That is, the resonance frequency of Mode 1 starts to decrease, and 

the resonance frequency of Mode 2 starts to increase. The resonance frequency of Mode 1 is 

the most sensitive to the change in ℓb, decreasing from 0.162 GHz to 0.136 GHz, which 

corresponds to a 15.5% reduction in the resonance frequency for a 100% increase in ℓb. On 

the other hand, Mode 2 only shows a 3.5 % increase in its resonance frequency for a 100 % 

increase ℓb.  

 

Figure 4.9 The resonance frequencies of the modal significance of Modes 1.3, and 4 

when the size of the UAV was varied according to the size of different UAV classes. 
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The current distribution of the modes shown in Fig. 4.4 explains this behavior because 

the current distribution of Mode 1 is parallel to ℓb. Still, the current distribution of Mode 2 is 

parallel to wb. Therefore, increasing ℓb and keeping wb constant marginal affects Mode 2 but 

significantly affects Mode 1. Mode 3 is a hybrid mode combining the current distributions of 

Mode 1 and Mode 2, as shown in Fig. 4.4. Its resonance frequency follows approximately the 

average of the trends of Mode 1 and Mode 2. Since Mode 1 shows a more significant decrease 

than Mode 2, the overall trend of Mode 3 is to decrease with an increase in ℓb.  

The effect of varying the UAV size was also studied. Sadraey et al. classified the UAV 

according to their sizes, where the size is defined as the longest dimension of the UAV  [134]. 

For a quadcopter, then, the size of the UAV is measured from the opposite corner motors. Most 

commercial off-the-shelf (COTS) UAVs fall within the following four classes: Micro UAVs 

where the size is less than 10 cm, Mini UAVs where the size is between 10 cm and 30 cm, 

Very Small UAVs when the size is between 30 cm and 50 cm, and Small UAVs where the size 

is from 50 cm up to 2 m. Since the model in Fig. 4.1 is classified as a Small UAV, its 

dimensions were scaled down to cover other UAV classes and to study the effect of the UAV 

size on the modes of the frame. Figure 4.9 illustrates the variation of the resonance frequencies 

of Mode 1, Mode 3, and Mode 4 when the overall size of the UAV changes. The analysis of 

the resonance frequency of Mode 2 is omitted since it is identical to Mode 1 for the symmetric 

model, as illustrated in the previous section. Figure 4.9 shows that the resonance frequencies 

of the modes scale up when the size of the UAV scales down in a logarithmic fashion. Thus, 

the coupling problem studied in this work is invariant with respect to a simultaneous change 

of the dimensions and frequencies. Therefore, the CMA analysis performed in this work can 

be scaled based on the size of the UAV frame. Moreover, Fig. 4.9 shows the frequency range 
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of the first four modes for different UAV size classes. For example, the resonance frequencies 

of the first four modes of UAVs in the “Mini” class should be confined between 0.6 GHz and 

3 GHz if they are similar in shape to the model in Fig. 4.1. 

In summary, the advantage of the CMA is that it explicitly delineates the current 

distribution of the modes. This current distribution will allow us to predict which modes will 

change their resonance frequencies and which modes will have their resonance frequencies 

unaffected by a change in the DUT's geometry. The mode resonances are directly related to 

the coupled current, which is a weighted summation of the modes (2). Moreover, scaling the 

overall size of the UAV leads to a linear shift in the resonance.  Now that the modal 

characteristics and behavior are fully quantified, the following section shows how CMA can 

predict the coupled current in experimental measurements.  

4.6 Experimental Testing of CMA Predictions 

An EMCO 5317 GTEM was used for testing the CMA predictions. The GTEM cell has 

a maximum septum height of 1.5 m and a recommended frequency range of DC - 18 GHz. The 

GTEM has a 50 Ω 7/16 DIN coaxial input at its feed. Port 1 of a Rohde & Schwarz ZVA 24 

vector network analyzer (VNA) was connected to this feed to generate the incident TEM wave. 

The GTEM was terminated with pyramidal foam absorbers and distributed resistive loads to 

prevent any reflections. The UAV model in Fig. 4.1 was built from copper wires and a square 

copper sheet. It was placed inside the GTEM at a 1.5 m septum height to be excited by the 

generated TEM fields, as shown in Fig. 4.10. The field strength at the UAV location can be 

estimated by dividing the input voltage at the TEM-cell port by the septum height. A 225 mV 

stimulation was applied at port 1 of the GTEM, giving a field strength at the UAV location of 

~225/1.5 = 150 mV/m. A BCP-512 clamp-on broadband current probe with an operable 
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frequency range of 1 MHz – 1 GHz was placed at different locations on the UAV model to 

sample the total coupled current. The experimental setup in Fig. 4.10 was used to validate the 

CMA predictions since the total coupled current is a weighted summation of the modes in Figs. 

3-5. The current probe was connected to Port 2 of the VNA. The measured S-parameter, S21, 

was converted to the coupled current through the following formula [135], [136]: 

     |𝐼probe|
dBA

=  |𝑉𝐺|dBV +  |𝑠21|dB − cable lossdB − |𝑍𝑇|𝑑𝐵Ω                                (4) 

Where 𝑉𝐺 is the voltage at the GTEM input port and is calculated based on the required 

field strength at the location of the UAV. The summation of the 𝑉𝐺 and 𝑠21 yields the voltage 

received at the current probe. 𝑍𝑇 is the transfer impedance of the probe. 𝑍𝑇  represents the 

transfer function that converts the voltage readings from the current probe into corresponding 

current values, as obtained from the datasheet of the current probe [43].  The "Cable Loss" 

term represents the attenuation the measured signal experiences as it travels from the current 

probe to the VNA and can be measured experimentally. 𝑍𝑇 and the "Cable Loss" are typically 

negative when represented in decibels. Therefore, experimental measurements will focus on 

 

 

Figure 4.10 Experimental setup showing the realized UAV model inside the GTEM and 

the current probe at one location. 
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the frequencies and incident angles summarized in Table 4.2 since CMA predicts that these 

frequencies will maximize the coupled current.  

In the first experimental measurement, the UAV model was oriented normal to the 

incident wave inside the GTEM, i.e., at θ = 0° and ϕ = 0° and with the polarization angle at 

zero. The current probe was placed at the corner location, and the coupled current was 

measured and compared to the simulations that used incident plane waves with an electric field 

amplitude of 150 mV/m. Excellent agreement was achieved between the measurements and 

the simulations, as shown in Fig. 4.11. For both the simulated and the measured current, the 

peak current was achieved near 0.17 GHz, the resonance frequency of Modes 1 and 2 as shown 

in Table 4.2.  

 

Figure 4.11 Comparison between the measured and simulated currents at the edge of Wire 

1 for normal incidence θ = 0°and ϕ = 0°. 

 



74 

 

A minimum was experimentally observed in the coupled current near 0.77 GHz, even 

though this is the resonance frequency of Modes 9 and 10, as shown in Table 4.2. Figure 4.4 

shows that these modes' current distributions have a minimum at the corner location. The 

maximum of their current distribution occurs at the middle location. Therefore, CMA predicts 

that this dip in the coupled current will disappear if the current probe is moved to the middle 

of the wire. Figure 4.12 shows the simulated and the measured current at the middle of the wire 

for the same UAV orientation. The dip in the coupled current near 0.77 GHz is significantly 

 

Figure 4.12 Comparison between the measured and simulated currents at the edge of Wire 

1 for oblique incidence θ = 45°and ϕ = 0°. 

 

Figure 4.13 Comparison between the measured and simulated currents at the middle of 

Wire 1 for normal incidence θ = 0°and ϕ = 0°.  



75 

 

reduced, validating the CMA prediction. Specifically, in Fig. 4.11, the minimum coupled 

current was less than -115 dBA, but in Fig. 4.12, it was on the order of ~ - 90 dBA.  

To further examine CMA's ability to predict coupled current, we examined Mode 4, 

which cannot be excited by normal incidence. Figure 4.5 and Table 4.2 show that the optimum 

angle of exciting Mode 4 is θ = 45°. Therefore, if we change the orientation of the incident 

wave relative to the UAV model, Mode 4 can be excited. As a result, we expect a new peak to 

emerge in the coupled current at its resonance frequency of 0.24 GHz, as shown in Fig. 4.3. 

Figure 4.13 shows the coupled current at the corner location at an oblique incidence angle of 

θ = 45° and ϕ = 0° and polarization angle of zero. As predicted by CMA, a new peak emerges 

at 0.24 GHz caused primarily by Mode 4. Therefore, without thousands of trials and errors, 

CMA provides a straightforward technique to predict the frequencies and angles of incidence 

where the peaks in the coupled current exist.  

4.7 Conclusion 

In this work, we developed a simple model for the wires and electronic circuitry of 

quadcopter Unmanned Aerial Vehicles (UAVs) using a square metallic patch and four wires. 

Characteristic Mode Analysis (CMA) was successfully applied to calculate the fundamental 

modes supported by the UAV model and the characteristics of these modes. The knowledge of 

this modal behavior facilitates the quantification of the UAV's electromagnetic interference 

and allows one to identify the resonant frequencies that maximize the coupled current. 

Moreover, we showed that the CMA could predict the orientations that maximize the coupled 

current to the UAV model at a particular frequency. The CMA predictions were tested 

experimentally by building the UAV model, exciting it with plane waves inside a GTEM, and 

measuring the coupled current using a clamp-on current probe. Excellent agreement was 
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achieved between the simulations and the measurements validating this approach for 

quantifying electromagnetic coupling and interference to UAVs and similar devices of interest. 

Furthermore, the CMA could efficiently predict the incident angles, frequencies, and 

probe locations where the coupled current to the UAV model will be maximum. Thus CMA 

could guide the EMC testing of a practical DUT by reducing the number of necessary 

experimental measurements needed to ensure that maximum coupling is detected. In the future, 

we will extend the CMA approach employed herein to study more complicated and practical 

UAV models with a larger number of wires and electronics and by expanding the model from 

a quasi-3D to a full 3D model.   

The only caveat of using CMA for predicting the coupling to complex wire systems 

will be the increase in computational time. In Chapter 5, this will be optimized by evoking 

different approaches to handle complex systems. 
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CHAPTER 5 

5 EMC ANALYSIS OF QUADCOPTER UAVS USING EQUIVALENT CIRCUIT 

APPROACH  

5.1 Abstract 

Studying the electromagnetic compatibility of an Unmanned Aerial Vehicle (UAV) 

using full-wave electromagnetic simulations is computationally challenging. RF coupling to a 

UAV depends on the convoluted properties of its wires and the linear/nonlinear load 

terminations. In this work, we show how the Equivalent Circuit Approach (ECA) can be used 

to study RF coupling to the complete wiring system of a quadcopter UAV in a computationally 

efficient manner. The ECA is based on modeling the direct coupling to the wiring system with 

a Thevenin equivalent circuit terminated with the load under test. We study different circuit 

representations for this Thevenin equivalent circuit and show the advantages of each 

representation. Moreover, the equivalent circuit of the UAV wires can be used to study 

different linear/nonlinear loads and different waveform excitations in a fraction of the time 

required by brute force full-wave simulations. In addition to reducing the computational time 

significantly, we will show how the ECA provides physical insight that can facilitate the 

prediction of RF coupling to the UAV and similar complex devices.  

5.2 Introduction 

Unmanned Aerial Vehicles (UAVs) have been proposed for a wide range of 

applications due to their low cost,  easy operation, and high mobility [137]–[143]. Moreover, 

UAVs have been studied to operate as mobile base stations in remote areas [144], [145]. 

Therefore, extensive research has been conducted to improve the operation of UAVs in 

different environments and for different applications [146]–[150]. However, with the increased 
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demand for UAVs in wireless communication applications, the risk of high electromagnetic 

interference (EMI) and unintentional coupling to the UAVs increases [151]–[153]. Thus, the 

requirements for the protection and/or shielding of UAVs increase.  

In a relatively complex system such as a UAV, its operation is vital to the accurate 

execution of its electronic equipment [154]. Therefore, accurate estimation of the coupling to 

these systems is essential [154]. However, unintentional coupling and interference might be 

challenging to predict and quantify. Hamdalla et al. used Characteristic Mode Analysis (CMA) 

to guide the experimental characterization of coupling and interference to a simplified UAV 

model [120], [121], [155]. In addition, the effect of electromagnetic pulses and lightning on a 

wide variety of vehicles has been previously studied [156]–[159]. However, these studies were 

conducted for simplified wire distributions, and the reported studies lacked physical insight 

into the coupling pathways of the DUT. 

In this chapter, we study electromagnetic coupling to the complete wiring system of 

the quadcopter UAV shown in Fig. 5. 1. Sadraey et al. classified UAVs according to their 

sizes, where the size is defined as the longest dimension of the UAV [134]. For a quadcopter, 

the size of the UAV is measured from the opposite corner motors. In this work, we studied a 

quadcopter 54 cm in size, which belongs to the class of small UAVs. We created a full-wave 

model of a small UAV system with all its wires and components to be used as a numerical 

platform for studying the RF coupling. The MakerBot Digitizer Desktop 3D scanner was used 

to scan the Commercial off-the-Shelf (COTS) quadcopter shown in Fig. 5. 1a. The MakerBot 

scanner is a desktop 3D scanner with a small turntable where the object to be scanned is placed. 

It uses laser scanning technology to scan the object. Using the MakerBot Digitizer scanner, we 

developed an accurate representation of the quadcopter, as illustrated in Fig. 5. 1b. 
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The effect of the frame is negligible since it is composed of a low permittivity dielectric 

[107], [119]. Thus, we removed the frame and retained the same wire distribution as shown in 

Fig. 5. 1c and Fig. 5. 1d, which show two different views of the UAV wiring system.  In Fig. 

5. 1c and Fig. 5. 1d, the wires' lengths and diameters match the values in the actual scanned 

UAV, and all the components are represented by blue ports to which an arbitrary impedance 

can be assigned. In the wiring system, all the wires are assumed to be AWG 18 with 0.5 mm 

radii. Twenty-four loads were connected to the wiring system to act as a rough representation 

of the various UAV components/devices. Each of the four arms has five loads to represent the 

 

Figure 5.1  (a) UAV picture, (b) UAV quadcopter wiring diagram above a dielectric 

frame, (c) The top view of the proposed model of the UAV wiring system in (a) and (b), 

(d) side view of the proposed model of the UAV wiring system. 
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various electronic devices and the motor located in the arm. Four loads are added at the center 

of the UAV to represent the input impedance between the pins and the rectangular ground 

plane of the controller. The controller is assumed to be backed with a rectangular ground plane 

that is 85 mm × 48.5 mm, as shown in Fig. 5. 1.  Without loss of generality, we selected one 

of the four loads of the controller in Fig. 5. 1c, labeled as the load under test (LUT), and we 

studied coupling and interference to this load due to a wide range of different excitations. 

However, the LUT can be varied to be any of the twenty-four loads in the system. Additional 

loads can be added to the wiring system to better approximate the actual UAV devices. 

However, the system in Fig. 5. 1 represents a compromise between simplicity and accuracy in 

representing the UAV.  

Simulating a complex configuration similar to the one shown in Fig. 5. 1 is 

computationally challenging using a full-wave solver. Several prior studies employed the 

Equivalent Circuit Approach (ECA) as a computationally efficient approach to model 

electromagnetic coupling to various DUTs. The previously studied DUTs include shielded, 

unshielded wires, PCB traces, and antennas [64], [72], [73], [75]–[79], [160]. However, most 

prior studies focused on simple wire and trace configurations. The novelty of this work is that 

we extend the ECA to a significantly more complex wire distribution than what was studied 

before. Another contribution is to investigate two different circuit topologies to generate the 

equivalent circuit of the complex DUT in Fig. 5. 1 and highlight the advantages and 

disadvantages of each topology. Finally, for the first time, we also show some of the physical 

insight provided by the ECA and how it can predict electromagnetic coupling.   
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This chapter is arranged as follows. Section 5.3 provides a summary of the ECA and 

the two different circuit topologies that can be used to realize it. Section 5.4 presents the 

Numerical Results, and Section 5.5 summarizes the Conclusions and Future Work.  

5.3 Equivalent Circuit Approach (ECA) Theory 

The Equivalent Circuit Approach (ECA) is based on the fact that any linear wiring 

system can be treated like a receiving antenna that can be represented by the classical Thévenin 

circuit shown in Fig. 5. 2 [82], [161]. The Thévenin circuit involves two main components 

defined at the receiving port of the LUT: (i) the open-circuit voltage of the system Voc and (ii) 

the input impedance/admittance (Zin/Yin) of the system as seen at the port where the LUT is 

connected. It is important to emphasize that Voc and Zin need to be calculated once using a full-

wave solver. Once Voc and Zin are calculated, the ECA allows the testing of several 

load/excitation parameters using a SPICE solver, which is much faster than a full-wave solver.  

These two parameters will be utilized to study the coupling to the LUT due to various 

excitations and for different impedances assigned to the LUT, ZLUT.  

Using the ECA representation in Fig. 5. 2, we can formulate a transfer function (TF) 

that calculates the coupled voltage to a linear LUT using the voltage divider rule as follows: 

 

𝑇𝐹 =  𝑉𝑜𝑐 ∗
𝑍𝑙𝑜𝑎𝑑

𝑍𝑙𝑜𝑎𝑑+𝑍𝑖𝑛
                (11) 

 

Figure 5.2 Thévenin equivalent circuit of the RF coupling to the UAV LUT. 
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For any linear LUT, the TF can be analytically calculated computationally efficiently 

using (1). Thus, the TF can facilitate the prediction of the frequencies with high/low coupling 

to the LUT. To highlight this role, we set all the loads of the UAV wire system, except the 

LUT, to be 1 kΩ. That is, all the blue dots in Fig. 5. 1 are set to be 1 kΩ. This value is chosen 

to qualitatively agree with the average of the UAV experimental measurements reported in 

[111]. The UAV is excited by a 100 V/m plane wave. The excitation angle of incidence is 

chosen to be θ = 0 ˚ and φ = 0 ˚, and the polarization angle is chosen to be η = 0˚. The input 

impedance, Zin, and the Voc at the port of the LUT are then simulated using the full-wave solver 

CST Studio Suite [59].  

Three different linear loads are tested for the LUT in Fig. 5. 1c: load1 is a resistive load 

where R = 200 Ω, load2 is a parallel RLC with R = 5 KΩ, L = 10 nH, and C = 5 pF, and load3 

is a series RLC load with R = 5 Ω, L = 10 nH, and C = 5 pF. Fig 3 shows the three loads under 

test. The TFs for the three linear cases are calculated analytically using (1). 

 

Figure 5.3 Sketch showing the three loads assigned for the LUT (a) Load 1, (b) Load 2, 

and (c) Load 3. 
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Fig. 5. 4 shows the normalized Zin, Voc, and the TFs for all loads. The parameters Zin 

and Voc do not change with the change in the LUT, but the TFs for all three loads show different 

trends. For example, the TF of load1, shown in Fig. 5. 4a, has a maximum value at 0.5 GHz, 

whereas Voc and Zin do not show a maximum at this frequency. Similarly, the maxima of the 

TF of load2 and load3 are at 0.6 GHz and 1.7 GHz, respectively, different from the TF of 

load1. Therefore, predicting the maximum coupling frequencies requires the calculation of the 

 

(a) (b) 
 

 

(c) (d) 

Figure 5.4 The normalized values of the open-circuit voltage (Voc), the input 

impedance (Zin), and the transfer function (TF) for (a) Load 1, (b) Load 2,(c) Load 3, 

(d) the TF for three different loads non-normalized. 
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TF, which determines how the voltage coupled to the wiring system is partitioned between the 

wiring system and the LUT.  

To highlight the physical insight provided by the ECA, the TFs in Fig. 5. 4 are used to 

predict the response of the UAV to a time-domain pulsed excitation. The UAV is excited by 

the Gaussian pulse shown in Fig. 5. 5a. The Gaussian pulse is centered around 0.6 GHz and 

has a peak amplitude of 100 V/m and a bandwidth of 50 MHz.  

 

(a) (b) 

 

(c) (d) 

Figure 5.5 (a) The incident electric field of the Gaussian excitation centered around 0.6 

GHz, (b) the time domain LUT voltage for load1, (c) the time domain LUT voltage for 

load2, and (d) the time domain LUT voltage for load3 due to the Gaussian excitation in 

(a) 
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Fig. 5. 4d shows the non-normalized values of the TFs of all the three studied loads, 

which indicates that at 0.6 GHz, the TF of load2 shows the highest value, followed by load1 

and then load3. This behavior is because the impedance of load2 has the highest magnitude at 

this frequency, followed by load1 and then load3. Therefore, the TF predicts that if the UAV 

is excited by a pulse centered at 0.6 GHz, the coupled voltage to the LUT when load2 is 

assigned will be the highest while the coupled voltage to load3 will be the minimum.   

To confirm this prediction, we used CST MWS to perform a full-wave simulation of 

the UAV, and we directly calculated Vload for the three loads due to the Gaussian pulsed 

excitation previously discussed. When load1, load2, and load3 are assigned to the LUT, Fig. 

5. 5a, Fig. 5. 5b, and Fig. 5. 5c show the coupled Vload due to the Gaussian pulse excitation, 

respectively. When load2 is assigned for the LUT, the coupled Vload is higher than the other 

two loads, as shown by comparing Fig. 5. 5a with Fig. 5. 5b and Fig. 5. 5c. In summary, ECA 

provides the input impedance of the wires, Zin, and, by comparing its magnitude with the 

magnitude of ZLUT at the frequencies of interest, we can determine the portion of the coupled 

voltage that will be dissipated in the wires and the portion that will be passed on to the LUT. 

However, the TF cannot be calculated analytically for LUT with nonlinear components. 

Therefore, a SPICE solver is typically needed to numerically solve the circuit in Fig. 5. 2 and 

calculate the coupled voltage to the LUT due to different pulsed time-domain excitations [64]. 

The steps of calculating the coupling to a nonlinear load using the ECA are as follows: 

1) Calculate the input impedance seen at the port of the LUT. The input impedance, Zin, 

should be calculated over the frequency bandwidth of interest using a full-wave 

electromagnetic solver.  
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2) Represent the input impedance calculated in the previous step with an equivalent circuit. 

3) Use the full-wave electromagnetic solver to calculate the open-circuit voltage at the port 

of interest versus frequency. This open-circuit voltage will be calculated at a particular 

incident direction and polarization.  

4) Use SPICE simulations to calculate the coupled voltages/currents to the LUT 

Voc and Zin parameters need to be calculated only once using a full-wave solver. The 

calculation of Voc is performed in the frequency domain, over the frequency band of interest, 

using a constant incident field of amplitude 1 V/m. Once Voc and Zin are calculated, an 

equivalent circuit similar to Fig. 5. 2 can be realized. Any variations in the impedance of the 

LUT, ZLUT, can be studied using much faster SPICE simulations, as long as the UAV wiring 

system does not change. For each different time-domain pulsed excitation, a different time-

domain Voc is required in the SPICE simulations. However, instead of re-running the full-wave 

 

Figure 5.6 Circuit representation of Zin (a) Circuit1 representation (b) Circuit2 

representation. 
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solver, postprocessing converts the frequency domain Voc in Fig. 5. 4 to the time domain and 

convolute it with the excitation pulse to estimate the corresponding time-domain Voc for each 

time-domain pulsed excitation. The calculation of the time domain Voc requires only a few 

seconds which is more efficient than re-running the full-wave solver to calculate the time-

domain Voc for every different excitation waveform. The following section will show how Zin 

in Fig. 5. 2 can be represented by different circuit representations in the SPICE simulations. 

A. Circuit Topologies for the Zin Representation 

The accuracy of the circuit representation of Zin is essential for the SPICE simulations 

to match the full-wave results. The input impedance can be represented by different circuit 

topologies [162]. In this work, we studied two circuit topologies for the input impedance 

representation. The two representations are categorized as (i) Circuit1: In this circuit 

representation, each resonance in the input impedance is represented by a parallel RLC branch 

as shown in Fig. 5. 6a [80] (ii) Circuit2: In this circuit representation, the input impedance is 

modeled as a summation of N arbitrarily weighted poles. Poles typically exist in conjugate 

pairs. Each pair can be represented by a Second Series-Equivalent-Circuit (SSEC) branch 

consisting of an inductor, a capacitor, and two resistors, connected as shown in Fig. 5. 6b [162].  

The different components of the two circuit approaches can be calculated as follow: 

1) Circuit 1: the RLC components' values can be calculated from the input impedance of the 

system by solving the following two equations [80]: 

 

    𝐵. 𝑊𝑖 =  
1

2𝜋 𝑅𝑖𝐶𝑖
                          (12) 

 

    𝑓𝑟𝑖
=  

1

√𝐿𝑖𝐶𝑖
                (13) 
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where 𝑓𝑟𝑖
 is the resonance frequency of the ith peak of the input impedance response, 

𝐵. 𝑊𝑖 is the bandwidth of the ith peak of the input impedance response, 𝑅𝑖 is the peak value of 

the input impedance at the ith resonance. By solving (2) and (3), the corresponding RLC values 

of the entire input impedance response can be calculated. Next, the parallel RLC branches can 

be connected in series, as illustrated in Fig. 5. 6a, to form the overall input impedance 

representation of the system.  

2) Circuit 2: Antonini et al. and Gustavsen et al. showed that any rational function F(s) could 

be represented as the following summation [162]–[164]: 

 

Figure 5.7 Comparison between the full-wave Zin and the Zin calculated using the 

different circuit representations. (a) the magnitude and (b) phase of Zin calculated using 

CST MWS, Circuit1 representation, and Circuit2 representation with six branches: (c) 

magnitude and (d) phase of Zin calculated using CST MWS and Circuit2 representation 

with 24 branches. 
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𝐹(𝑠) = ∑
𝑟𝑖

𝑠+𝑝𝑖

𝑁
𝑖=1                           (14) 

 

where N is the number of poles,  𝑠 = 𝑗𝜔 is the complex frequency, 𝑟𝑖 and 𝑝𝑖 are the 

residues and poles, respectively. Poles pi are typically complex and exist in conjugate pairs. A 

pair of conjugate poles yields a single branch similar to the configuration shown in Fig. 5. 6b. 

Hence, the number of branches is M = N/2. The parameters 𝑟𝑖 and 𝑝𝑖 can be estimated using 

the vector fitting technique detailed in [165], [166]. The values of Ri1, Ri2, Li, and Ci 

representation in Fig. 5. 6b can be calculated using the values of 𝑟𝑖 and 𝑝𝑖 as described in detail 

in [162]. It is worth mentioning that this method might generate negative impedance values, 

which can be replaced by an equivalent positive impedance and a parallel current-dependent-

current-source (CDCS). That is, Circuit 2 is, in general, more complex than the Circuit 1 

representation. However, unlike the representation in Circuit 1, the value of M can be smaller 

or larger than the number of Zin peaks in the frequency range of interest. Moreover, M can be 

increased progressively to achieve the desired level of agreement between the Zin calculated 

using the full wave solver and the Zin calculated using the Circuit 2 representation in Fig. 5. 

6b. 

5.4 Numerical Simulations of Nonlinear LUT 

A. UAV Wiring System Zin  

For the UAV wiring system shown in Fig. 5. 1c, Fig. 5. 7a and Fig. 5. 7b show the 

magnitude and phase, respectively, of Zin at the port of the LUT. Fig. 5. 7a and Fig. 5. 7b show 
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a comparison between the magnitude and phase of Zin calculated using the Full-wave solver, 

CST MWS [59], and the corresponding values calculated using the two different equivalent 

circuit representations in Fig. 5. 7. Since there are six peaks in the response shown in Fig. 5. 

7a, the Circuit1 representation will consist of six RLC network branches to represent the full-

wave input impedance of the UAV model. For a fair comparison in terms of circuit complexity, 

we also used six branches for the Circuit2 representation in Fig. 5. 7a. Fig. 5. 7a illustrates that 

Circuit1 agrees better with the full-wave Zin at low frequencies, up to 1 GHz than Circuit2. 

However, in the high-frequency range > 1 GHz, Circuit1 does not show close agreement with 

the full-wave response. Circuit2, on the other hand, shows considerable deviations from the 

full-wave Zin over the entire frequency band. 

Since the Circuit2 representation is based on the fitting technique, the value of M, the 

number of branches, can be increased to improve the Zin representation. Increasing M increases 

the complexity of the SPICE simulations, but it is still orders of magnitude faster than the full-

 

Figure 5.8 Sketch showing the equivalent circuit of the nonlinear Schottky diode 

assigned to the LUT. 
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wave solvers. We tested multiple values of M and showed that M = 24, which corresponds to 

 

(a) 

 

(b) 

 

(c) 

Figure 5.9 The coupled voltage across the LUT, calculated using the (a) Circuit1 

representation, (b) Circuit2 representation with six branches, and (c) Circuit2 

representations with 24 branches. In all cases, the UAV was excited by a Gaussian pulse 

centered around 0.6 GHz with a peak amplitude of 100 V/m and a bandwidth of 50 MHz.  
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4 branches per resonance, is the smallest value of M that yields a maximum error with the full-

wave impedance < 9 %. Fig. 5. 7c and Fig. 5. 7d show the comparison between the magnitude 

and phase of Zin calculated using CST MWS and Circuit 2 with 24 circuit branches connected 

as shown in Fig. 5. 6b. The response of the improved circuit representation of Circuit2 closely 

matches the full-wave Zin. In summary, when the same number of branches are used, Circuit 1 

can be better than the Circuit 2 representation, especially at lower frequencies, as illustrated in 

Fig. 5. 7. However, the Circuit 2 representation is much better than the Circuit 1 representation 

in agreeing with Zin, especially when the number of circuit branches is increased.  

We excited the UAV by a Gaussian pulse centered around 0.6 GHz with a peak 

amplitude of 100 V/m and a bandwidth of 50 MHz to test the different circuit representations. 

The excitation angle of incidence is chosen to be θ = 0 ˚ and φ = 0 ˚, and the polarization angle 

is chosen to be η = 0˚. A nonlinear Schottky diode, shown in Fig. 5. 8, was assigned to the 

LUT. The diode has a forward impedance of 10 Ω, a reverse impedance of 100 KΩ, and a 0.1 

pF junction capacitance. Fig. 5. 9 shows the load voltage at the LUT calculated using the two 

circuit representation using LtSpice [167]. Fig. 5. 9 illustrates that using Circuit1 

representation for calculating Vload is better than Circuit2 representation with six branches. The 

maximum percentage error between Vload calculated using the Circuit1 representation of Zin 

and Vload calculated using CST MWS is 9.91%. However, Vload calculated using Circuit2 

representation with six branches has a maximum percentage error of 17.35%. Therefore, 

circuit2 representation with 24 branches is also tested, and the maximum percentage error in 

Vload is 3.48 %. Clearly, Circuit2 representation with 24 branches provides the best 

representation of the full-wave Zin, as illustrated in Fig. 5. 7, leading to the best estimation of 

Vload. Hence, an accurate representation of Zin of the system is essential.  
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For further validation, we used the Circuit2 representation with 24 branches to study a 

rectangular modulated pulse centered around 0.6 GHz with a 50 MHz bandwidth and a peak 

amplitude of 100 V/m.  Fig. 5. 10a shows the time domain Voc for the excitation calculated 

using both the full-wave solver and the postprocessing technique of converting the frequency-

domain Voc into the time-domain using the inverse Fourier transform and convoluting it with 

the rectangular modulated pulse. Excellent agreement between the full-wave solver and the 

postprocessing technique is achieved. However, the computational time of the ECA 

postprocessing technique is orders of magnitude less than the full-wave solver. The calculated 

time-domain Voc is then used as the source for the equivalent circuit of the UAV in LtSpice, as 

illustrated in Fig. 5. 2. The Schottky diode, shown in Fig. 5. 8, was also assigned to the LUT. 

Fig. 5. 10b shows Vload calculated using ECA /LtSpice compared to Vload calculated using CST 

MWS. Again, excellent agreement between the full-wave solver and ECA/LtSpice is achieved 

with less than 4 % error. For the results in Fig. 5. 10b, the full-wave solver required 40 minutes 

to perform the calculations of Vload, whereas the ECA/LtSpice results required only ~1 second. 

Thus, the ECA technique is computationally efficient in estimating RF coupling to practical 

DUT with complex wiring systems like a quadcopter UAV. 
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5.5  Conclusion 

  In this chapter, we developed an accurate model for a quadcopter Unmanned Aerial 

Vehicle (UAV).  The Equivalent Circuit Approach (ECA) was used to study RF coupling to 

one of the loads of the UAV. The ECA represents the UAV wires by a Thevenin equivalent 

circuit that can be analytically solved for linear loads or numerically using SPICE simulations 

for nonlinear loads. Two different circuit representations were tested for generating the 

equivalent circuit in the SPICE simulations, and the advantages of each representation were 

highlighted. We showed that the ECA results are within ~4% of the full-wave results with the 

appropriate circuit representation, but the ECA simulations are orders of magnitude faster. 

Moreover, the ECA also facilitates the calculation of a Transfer Function (TF), which allows 

us to predict the optimum waveform characteristics that maximize the coupling to the loads. 

Future work will extend the ECA to more complex UAV models and other practical devices 

with complex wiring systems.  

 

(a) (b) 

Figure 5.10 (a) The time-domain open-circuit voltage calculated using the 

postprocessing technique, and (b) The corresponding coupled voltage to the LUT for a 

modulated rectangular pulse. 
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CHAPTER 6 

6 QUADCOPTER’S FRAME MATERIAL AND SHAPE EFFECT ON ITS 

ELECTROMAGNETIC COMPATIBILITY, CHARACTERISTIC MODE APPROACH 

6.1 Abstract 

The variation in the flight conditions of unmanned aerial vehicles (UAVs) affects its 

electromagnetic compatibility (EMC). That is, the UAV orientation, the flight height, and the 

speed will determine the coupling mechanism to the UAV. This work will investigate the effect 

of the UAV’s frame material and shape on RF coupling to a UAV.  Characteristic mode 

analysis will be employed to study the fundamental modes that can be supported by a UAV’s 

frame, which facilitate the interpretation of its electromagnetic response and the prediction of 

its effect on the nearby components. Using CMA analysis, we develop a framework that can 

optimize the placement of wires and PCBs on the UAV frame mitigating interference from 

undesired electromagnetic sources. A 3-D scanner is used to provide four different realistic 

versions of a quadcopter UAV to study the shape effect on the coupling to realistic UAV 

frames. Different materials are assigned to these frame versions to assist the material effect on 

the EMCof the UAV. The analysis presented herein can be extended for other DUTs where the 

wires are placed near a large scatterer similar to the UAV frame.  

6.2 Introduction 

Unmanned aerial vehicles (UAVs) perform a wide range of civilian and military-related 

applications [97], [168]–[170]. Recently, researchers have been interested in using UAVs as 

mobile base stations [171]–[173], which generates a highly congested wireless spectrum flying 

environment for These UAVs; therefore, they are prone to Electromagnetic Interference (EMI) 

[174] [175]. Therefore, quantifying the electromagnetic coupling to UAVs is essential. 
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In previous reports, RF coupling to the receiving antenna of the UAV was studied 

extensively [176][177]. In [178], low-level direct drive (LLDD) and low-level swept fields 

(LLSF) methods have been applied to test a UAV with cables to assist the measurements of 

EM interference. However, the analysis in [178] illustrated that the cavity resonances of the 

structure, which is a geometry property, play a significant role in the EMC of the UAV cables. 

Therefore, the contribution of electromagnetic interference to the UAV’s frame needs to be 

considered. On the other hand, quantifying the electromagnetic response of UAVs is 

complicated by their permutations of shapes, sizes, and material compositions. 

In this chapter, characteristic mode analysis will be applied to quantify the EM response 

of the frame of a quadcopter UAV to predict the locations that will exhibit maximum or 

minimum coupling for any given incident wave. We will use this information to optimize the 

placement of the sensors and the placement of the wire systems and electronic systems on the 

UAV’s frame. 

CMA has been extensively employed in the design of antennas and the analysis of the 

electromagnetic scattering characteristics of various nanostructures [112]–[115], [179]. 

Moreover, CMA has been previously employed for studying the use of the frame of a UAV as 

an antenna [116], [117], [129]. Recently CMA is applied for 3-D structures such as in [119], 

[121], [127]–[129], [180]–[182]. Although CMA is mainly applied for antenna design, We 

recently employed CMA to study coupling and interference to wires and other 2-D structures 

[118]–[120]. 

CMA has been extensively applied for scatterers composed of a perfect electric 

conductor. However, applying CMA for complex shapes composed of lossy conductors or 
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dielectrics is still under development [183], [184]. Therefore, this chapter applies CMA to 

quadcopter frames with realistic dielectric materials.  

6.3 CMA of UAV Frames 

6.3.1 Shape Effect 

UAVs are typically composed of many different components, with each component 

contributing to the overall electromagnetic response to different extents. Modeling the entire 

UAV with all of its components will lead to a convoluted electromagnetic response. Therefore, 

it will be hard to isolate the contribution of each component to the overall electromagnetic 

response. Therefore, we divided the UAV into components and studied each component 

individually.  Since the frame is typically the largest component of the UAV, it will dominate 

the response at low frequencies. Therefore we focus our work in this paper on studying the 

electromagnetic response of UAV frames. Perfect Electric Conducting (PEC) material is 

assigned to the frame since most metals can be modeled as PEC at low frequency. In this work, 

we focused our analysis on the simple quadcopter UAV shown in Fig. 6.1.  

Two identical bars in a cross formation were constructed to construct the UAV frame 

in Fig. 6.1 (b), and the CMA was performed for this structure. The single bar dimensions are 

0.2 m, 0.028 m, and 0.024 m. Fig. 6.2 (b) shows the Modal Significance of the first six modes 

of the cross-shaped UAV frame, and Fig. 6.2 (b) shows the corresponding Modal currents. 
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At a particular frequency band, the Modal Significance in Fig. 6.2(a) provides the 

relative importance of each mode. For example, at 0.6 GHz, Mode 1 and Mode 2 have a 

significance of 1, whereas all the other modes have a significance below 0.5. This means that 

up to 0.6 GHz, the response is dominated by Mode 1 and/or Mode 2, depending on the 

excitation of the modes, and the total current excited on the bar will be very similar to the 

Mode 1 and/or Mode 2. Beyond a frequency of 0.6 GHz, other modes start to become 

significant, and the response will be due to a mixture of modes based on the relative importance 

of each mode at a particular frequency and whether the incident wave excites a particular mode 

or not.  

Mode 1 and Mode 2 have overlapping modal significance, as shown in Fig. 6.2(a), 

indicating equal significance at every frequency. This overlap arises from the symmetry of the 

structure and the identical dimensions of the two intersecting bars. Figure 6.2(b) shows the 

Modal currents of the first six modes. The hot spots, shown in red in Fig. 6.2(b), indicate the 

areas with the maximum currents, which will be the areas with maximum fields scattered, and 

the UAV electronic devices near these spots will be more prone to coupling. The blue regions 

in Fig. 6.2(b) show currents with low magnitudes. To simplify distinguishing between Mode 

 

Figure 6.1 (a)Full UAV design, (b) UAV frame, (c) UAV blades, and (d) UAV 

transmitting and receiving system. 
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1 and Mode 2, we keep one bar and slightly modify the other bar to break the symmetry. We 

have added 1% of a single bar length to the modified bar. The dimensions of one bar are 0.2 

m, 0.028 m, and 0.024 m, while the other bar dimensions are 0.202 m, 0.028 m, and 0.024 m. 

For the nonsymmetric UAV frame, Mode 1 will exhibit significant currents only in the 

horizontal bar, whereas in Mode 2, only the vertical bar will be significant exhibit currents. 

Therefore, Mode 1 will be excited if the incident field is parallel to the horizontal bar, Mode 2 

will be excited if the incident field is parallel to the vertical bar, and a circularly polarized wave 

will excite both modes.  

Modes 3 is a hybrid combination of Mode 1 and Mode 2, and they resonate at higher 

frequencies, as shown in the green Modal Significance curve in Fig. 6.2(a). Modes 5 and 6 

overlap as their current pattern is similar but rotated by 90°. Because of the overlap in modal 

current at the joint part of the bars, it is expected that Mode 5 and Mode 6 will have a hybrid 

Mode at a higher frequency. This behavior was previously reported in similar structures with 

4-fold symmetry [132], [133].  

 

 

(a)      (b) 

Figure 6.2 (a). Modal significance of a PEC cross-shaped UAV frame. (b) Fundamental 

modes of a PEC cross-shaped UAV frame.  

Mode 1 Mode 2 Mode 3

Mode 4 Mode 5 Mode 6
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6.3.2 Realistic PEC UAV Shapes 

Moving on to realistic UAV three-dimensional 3D shapes, we used the MakerBot 

Digitizer scanner to scan the frame of a quadcopter UAV model. The MakerBot scanner is a 

desktop 3D scanner with a small turntable where the object to be scanned is placed. It uses 

laser scanning technology to scan the object. Using the MakerBot Digitizer scanner, we 

developed four different 3D versions, Version 1-Version 4, of the UAV, with Version 1 being 

the coarsest, whereas Version 4 is the finest, as shown in Fig. 6.3. That is, Version 4 is the 

most accurate scanned structure, and it includes most of the features of the actual UAV frame. 

The single-arm length of the scanned frames is 19.5 cm, and the overall frame size is 51.1×51.1 

cm. 

 

CMA is applied to Version 1 of the frame to identify the resonance frequencies and the 

corresponding modal currents hot spots of the frame. Figure 6.4 (a) shows the modal 

significance of the frame. Up to 0.5 GHz, the frame will have three modes, two identical modes 

 

Figure 6.3 The actual frame of the UAV and four different 3D representations of its 

geometry. 

 

 

Actual UAV Frame Version 1 Version 2

Version 3 Version 4
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resonate at 0.29 GHz, and Mode 3 resonates at 0.32 GHz. The identical modes are due to the 

4-fold symmetry of the UAV cross bars shape studied in the previous section. Figure 6.4 (b) 

shows the normalized current distribution of the first three modes where the color bar clarifies 

that the hotspots are near the arms (see the red colors) and not the central square part of the 

UAV (see the blue color).  

 

To illustrate how the CMA can demonstrate how the relative location can affect the 

coupling current to the electronics above realistic UAV frames, we studied coupling to three 

identical wire loops, loop length = 120 mm, loop radius= 0.25 mm, and the loop height = 15 

mm, and the loops are mounted at different locations above Version 1 of the UAV as shown 

in Fig. 6.5(a). The incident electric field is oriented parallel to the three loops, as shown in Fig. 

6.5(a). Figure 6.5(b) shows the induced voltage at Load 2. Loop 1 and Loop 3 show higher 

overall induced voltage than Loop 2 because they are above the “hotspots” of Mode 1, as 

shown in Fig. 6.4 (b). The induced voltage at Load 2 on Loop 2 is lower than that of Loop 1 

and Loop 3 because it is not located near the hotspot of Mode 1, as shown in Fig. 6.4 (b). Thus, 

the predictions of the coupling sensitivity to the wire location above a complicated structure 

 

Figure 6.4 (a) Modal significance of the PEC frame (V1) (b) The normalized current 

distribution of the first three modes. 

(a)

(Mode 1)

(b)

(Mode 2) (Mode 3)
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can be achieved using CMA. Therefore, we will study the effect of different accurate 

representations of the UAV by applying CMA to the other three versions of the scanned UAV.  

 

As a starting point, we will assume that the material assigned to all frames is PEC, 

while more realistic dielectric properties will be studied next. Figure 6.6 (a) shows the effect 

of the small features captured by the high-resolution scanned UAV versions on the Modal 

significance of the first mode, whiles its effect on Mode 3 is shown in Fig. 6.6 (b). The small 

features captured by high-resolution versions are not significant on the resonance frequencies 

of the modes as shown in Fig. 6.6 except for version 1 compared to the other versions because 

version one doesn’t have the circular parts used to mount the motors at the end of each arm. 

Therefore, version 1 is electrically smaller than the other versions. The study of Mode 2 is 

omitted since Mode 1 and Mode 2 are identical. Due to the geometrical difference, each version 

will have a different current distribution for the dominant 1st Mode, as shown in Fig. 6.7. The 

magnitude of the modal current is increasing as we move to the more accurate representation 

of the UAV. Version 4 shows the highest magnitude of Mode 1 modal current, while the modal 

 

Figure 6.5 (a) Wire loops system above a PEC frame (V1) and the applied electric field 

orientation (b)sketch of the wire loop and its dimensions (c) Induced voltage on load 2 of 

different wire loops above the PEC UAV frame. 

Loop 1

Loop 2

Loop 3

Load 1Load 2Load 3

100 mm

15 mm

(a) (b)

Ei

k

(c)
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current of Mode 1 of Version 1 has the lowest magnitude. Thus, the geometrical differences 

between the versions will affect the current distribution of Mode 1, affecting the coupling to 

wires and electronic chips at different locations above the frame. Three wire-loops are mounted 

at the same spots above the four different UAV versions to demonstrate this difference. The 

excitation field direction and the loops’ locations are identical to the case in Fig. 6.5(a). Since 

the magnitude of the modal current of version 4 is the highest, it is expected to reradiate the 

highest fields to the dipoles, generating high voltages across the dipoles above the hotspots.  

 

On the other hand, Version 1 has the lowest modal currents. Therefore the induced 

voltages across the dipoles above the hotspots of the modal currents are expected to be the 

 

Figure 6.6 Modal significance of the four different 3D representations of the UAV 

frame. (a) Mode 1,(b)Mode 3 

 

 

Figure 6.7 Current distribution of Mode 1 for different scanned versions on UAV. 

 

(a) (b)

Mode 1 Mode 3

V1 V2 V3 V4
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lowest compared to the other versions of the UAV frame. Figure 6.8 shows the induced voltage 

across Load 2 on the loop located above the hotspot of Mode 1 for the four different UAV 

frame versions. 

Clearly, the induced voltage on the loop that is located above the hotspot of Mode 1 of version 

4 is the highest, while the induced voltage on the loop located above the same spot on version 

1 is the lowest. Due to the slight differences between Version 3 and Version 4, the induced 

voltage on the loop above both versions shows a similar magnitude. The induced voltage on 

the loops above the PEC frames is compared to the induced voltage of the same loop 

configuration in free space. That is, the frame is completely removed. The comparison in Fig. 

6.8 illustrates that the induced voltage at the loops will only occur at the resonance frequency 

of the frame, and no peak will arise on the induced voltage of the loops in free space. 

The analysis provided in this section illustrates the significance of small UAV frame’ 

features on the location optimization of the wires and electronics.  It also illustrates the ability 

of CMA to optimize the location of the wires and electronics to maximize/minimize the 

coupling and interference.  

 

Figure 6.8 Induced voltage at load 2 on loop 1 above the four different 3D representations 

of the PEC UAV frame compared to the load voltage if the loops are in free space. 

 

 



105 

 

It is worth emphasizing that the modal currents and modal significance are excitation 

independent. Thus, all the predictions performed in this section don’t need stochastic analysis 

for location optimization, which proves the computational efficiency of the CMA compared to 

traditional computational techniques. In the next section, realistic material will be assigned to 

the scanned versions of the frame. 

6.4 UAV Material Effect 

This section performed CMA to the first two representations of the scanned UAV 

model in Fig. 6.3. Still, we changed their material properties to match common UAV frame 

plastics materials (εr ≈ 3.3). The Modal Significance of the two versions is shown in Fig. 6.9. 

The Modal Significance of both versions is identical. In contrast, Version 2 has extra pieces at 

the arms of the UAV, which illustrates that the response of the dielectric UAV frame is less 

sensitive to the physical features of the arms. 

The Modal currents distribution of both versions of the UAV is shown in Fig. 6.10. The 

current distribution of the modes is concentrated at the central part of the frame, not at the 

arms. Therefore, changing the length/width of the arm will have a minor contribution to the 

overall electrical path of the modal currents. This behavior is entirely the opposite case of the 

conducting frames, where we showed that the central part of the frame would have a minor 

contribution to mode behavior.  

Similar to our previous discussions about the mode hybridization phenomena, the 

modal currents of Mode 2 and Mode 3 are identical, but Mode 3 is rotated by 90˚ around the 

axis of UAV in comparison to Mode 2. Mode 4 is a hybrid combination of Mode 2 and Mode 
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3. As shown in Fig. 6.9 and Fig. 6.10, it is clear that if the electronic devices are mounted on 

the central part of the UAV, it will be affected when any mode is excited. Therefore, any wires 

 

Figure 6.9 Modal significance of a dielectric UAV frame (a) The 1st version (b) The 2nd 

version. 

 

Figure 6.10 Current distribution of (a) Mode 1, (c) Mode 2, (e) Mode 3 , (g) Mode 4 for 

the 1st version of the dielectric UAV frame.  (b) Mode 1, (d) Mode 2, (f) Mode 3 , (h) 

Mode 4 for the 2nd version of the dielectric UAV frame. 

(a) (b)

(a) (b)

(c) (d)

(e) (f)

(g) (h)



107 

 

on the central part of the UAV may be prone to coupling and interference.  

To demonstrate how the relative location of the electronic devices can affect their 

EMC, we studied coupling to wire loop in three cases. The loop is mounted above Version 1 

of the UAV with a 3 mm separation in the first case. Secondly, the loop is in free space, and 

thirdly the loop is placed 3 mm away from an infinite planar dielectric slab. The relative 

permittivity of the slab is similar to that of the UAV frame, i.e., εr ≈ 3.3, and its thickness is 

similar to the frame’s center part thickness, i.e., 45 mm. The incident electric field is oriented 

to excite Mode 2 of the frame and parallel to the loop, as shown in Fig. 6.11(a). Figure 6.11(c) 

shows the induced voltage at load 2 of the loop in the three studied cases. The peak in the 

induced voltage of all the loops at 1.4 GHz corresponds to the resonance frequency of Mode 1 

of the loop itself. Clearly, the relative permittivity of the frame/layer is responsible for the 

degradation in the coupling at 1.4 GHz. It is also responsible for the reduction in the bandwidth 

of the peak. Although the induced voltage on Load 2 for the loop in free space and above the 

 

Figure 6.11 (a) loop above a dielectric frame (V1) and the applied electric field 

orientation (b) sketch of the wire loop and its dimensions (c) Induced voltage on load 2 at 

the loop in free space, above of V1 of the UAV frame, and above an infinite planar 

dielectric slab. 

 

 

(a) (c)

Ei

k
Load 1Load 2Load 3

100 mm

15 mm

(b)
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infinite dielectric slab has no peak around 2.2 GHz, Load 2 of the loop above the UAV has the 

highest induced voltage, which corresponds to the modes of the frame as illustrated in Fig. 6.9.  

Another advantage of the CMA is that it explicitly delineates the current distribution 

of the modes. This current distribution will allow us to predict which modes will change their 

resonance frequencies and which modes will have their resonance frequencies unaffected with 

a change in the UAV’s geometry. This can facilitate simplifying yet maintaining an accurate 

representation of the frame. To illustrate how to employ CMA to save the computational time 

of simulating the frame with different electronic components, we simplified the frame to be 

computationally efficient for the EM analysis. The frame's arms are removed, and only the 

body (where the modal currents are concentrated) is kept. CMA for both frame representations, 

shown in Fig.12, is performed. The two representations are assumed to have the same realistic 

dielectric properties as the common UAV frame plastics (εr ≈ 3.3). The Modal Significance of 

the two representations is shown in Fig. 6.13. The Modal Significance of both representations 

is identical. The computational time of the CMA for the complete frame with arms is 38.9 

hours, whereas the computational time of the CMA for the simplified frame is 6.7 hours. This 

analysis shows that the knowledge of the modal behavior can be used to simplify the 

computational complexity of the problem. The following Section describes how varying the 

UAV frame dimensions can affect previously described modal behavior.  
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6.5 Sensitivity of Modes to UAV Model Dimensions and Material 

The dimensions of a UAV can vary in different models. Therefore, in this Section, we 

explore how the modal characteristics vary with the dimensions and material of the UAV 

frame.  Two dimensions of the UAV frame in Fig. 6.14(a) are varied: ℓa and ℓb. The effect of 

varying the UAV’s arm length ℓa on the modal behavior for fixed center body dimension ℓb = 

100 mm, is plotted in Fig. 6.14(b). For this analysis, the arm length ℓa is increased from 500 

mm to 1000 mm in 100 mm increments. For each ℓa value, we recalculated the modal 

significance, MS, of the first mode, and we plotted the resonance frequency of MS1 in Fig, 

14(b) (black line). The analysis in Fig. 6.14(b) (black line) shows that the resonance frequency 

 

 

 

Figure 6.12 (a) The 1st version (b) Simplified representation of the dielectric UAV. 

 

 

Figure 6.13 The modal significance of 1st version versus the simplified representation of 

the dielectric UAV (a) Mode 1 (b) Mode 2. 

(a) (b)
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of Modes 1 is insensitive to the variation on the frame’ arm since the current distribution of 

the first modes is concentrated at the body, not the arms as explained in the previous section. 

The effect of varying the length of the center body, ℓb, for a fixed arm length, ℓa = 500 

mm, is shown in Fig. 6.14(b) (red line). As the body length ℓb increases from 100 mm to 150 

mm in 10 mm increments, the resonance frequency of Mode 1 decreases. The resonance 

frequency of Mode 1 is sensitive to the change in ℓb, decreasing from 1.75 GHz to 1.44 GHz, 

which corresponds to a 20% reduction in the resonance frequency for a 50% increase in the ℓb.  

The effect of the frame material on the resonance frequency of the modes is plotted in 

Fig. 6.14(c). For this analysis, the arm length ℓa = 500, the body length ℓb = 100 mm, and the 

relative permittivity of the frame is varied from 3 to 8 in increments of unity. The resonance 

frequency of Mode 1 decreases from 2 GHz to 1 GHz, which corresponds to a 50% reduction 

in the resonance frequency for a 166% increase in the relative permittivity of the frame 𝜀𝑟.  

The resonance frequency of the modes will decrease as the relative permittivity increases until 

it approaches the case of the PEC studied in the previous section.  

 

Figure 6.14 (a) A sketch of the quadcopter UAV showing the general dimensions of the 

structure, (b) The resonance frequencies of the modal significance of Mode 1 when the 

arm length and ℓa body length ℓb were varied (c) when the relative permittivity of the 

frame was changed 

(a) (b) (c)
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6.6 Conclusion 

In this work, we study how the frames of Unmanned Aerial Vehicles (UAVs), which 

in many cases are manufactured from low-loss dielectrics, can affect coupling and interference 

to the mounted wires and PCBs. Characteristic Mode Analysis (CMA) is evoked to calculate 

fundamental modes of different UAV frames and identify the locations on the UAV’s frame 

where the modes will exhibit maximum or minimum effective currents. Using the CMA 

analysis, we develop a framework that can optimize the placement of sensitive wires and PCBs 

on the frame mitigating interference from undesired electromagnetic sources. Moreover, we 

can reduce the complexity of the complete UAV frames, which optimizes the computational 

time, by studying the modal current locations over the frame. In the future, we will extend the 

CMA approach employed herein to study more complicated and practical UAV models. 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 7 



112 

 

7 CONCLUSION AND FUTURE RESEARCH  

7.1 Conclusion 

In Chapter 2, CMA was applied as an efficient method that provides a physical insight 

to determine field-to-wire coupling for simple wire shapes. We found that curved wires can 

couple to external EM field more than straight wires, with a narrower bandwidth and at slightly 

higher resonance frequencies.  

In Chapter 3, Three different simple wire configurations were studied computationally 

and experimentally to prove the validity of the Characteristic Mode Analysis (CMA) in the 

EMC applications. CMA was applied to identify all the modes of the structures and the possible 

ways to maximize/minimize coupling to each mode. Moreover, the experimental validation 

example previously discussed validates the versatility of CMA for predicting coupling to 

simple wire systems.  

In Chapter 4, we developed a simple model for the wires and electronic circuitry of 

quadcopter UAVs using a square metallic patch and four wires. CMA was successfully applied 

to calculate the fundamental modes supported by the UAV model and the characteristics of 

these modes. The knowledge of this modal behavior facilitates the quantification of the UAV’s 

EMC to external interference and allows us to identify the resonance frequencies that maximize 

the coupled current. Besides, we showed that the CMA could predict the orientations that 

maximize the coupled current to the UAV model at a particular frequency. The CMA 

predictions were tested experimentally by building the UAV model, exciting it by plane waves 

inside a GTEM, and measuring the coupled current using a clamp-on current probe. Excellent 

agreement was achieved between the simulations and the measurements validating this 
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approach for quantifying electromagnetic coupling and interference to UAVs and similar 

devices of interest. 

In Chapter 5, we developed an accurate model for a quadcopter Unmanned Aerial Vehicle 

(UAV).  The Equivalent Circuit Approach (ECA) was used to study RF coupling to one of the 

loads of the UAV. The ECA represents the UAV wires by a Thevenin equivalent circuit that 

can be analytically solved for linear loads or numerically using SPICE simulations for 

nonlinear loads. Two different circuit representations were tested for generating the equivalent 

circuit in the SPICE simulations, and the advantages of each representation were highlighted. 

We showed that the ECA results are within ~4% of the full-wave results with the appropriate 

circuit representation, but the ECA simulations are orders of magnitude faster. Moreover, the 

ECA also facilitates the calculation of a Transfer Function (TF), which allows us to predict the 

optimum waveform characteristics that maximize the coupling to the loads. Future work will 

extend the ECA to more complex UAV models and other practical devices with complex 

wiring systems.  

In Chapter 6, we studied how the frames of the UAV can affect coupling and 

interference to the mounted wires and PCBs. CMA was evoked to calculate the fundamental 

modes of different UAV frames and identify the UAV’s frame locations where the modes will 

exhibit maximum or minimum effective currents. Using the CMA analysis, we develop a 

framework that can optimize the placement of wires on the frame mitigating interference from 

undesired electromagnetic sources. Moreover, we can reduce the complexity of the complete 

UAV frames, which optimizes the computational time, by studying the modal current locations 

over the frame. In the future, we will extend the CMA approach employed herein to study more 

complicated and practical UAV models. 
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7.2 Future Work 

This work focused on predicting and quantifying RF coupling to quadcopter UAV 

models of various levels of complexity. However, additional details can be progressively added 

to the quadcopter UAV model to be more realistic. Also, the techniques and the guidelines 

developed herein can be extended to study RF coupling to a plethora of devices in complex 

environments. Therefore, the following sections provide some insight into suggested future 

work. 

7.2.1 Update the UAV Model 

The future plan includes updating the UAV model presented in the previous chapters 

to include a more accurate representation of the electronic components of the UAV. The ECA 

can then be used to study the updated UAV model. The UAV model updates include integrating 

the 3-phase representation of the motor instead of the two loads representation in the current 

UAV model. It also includes adding the parasitics and inter-wire connections to better model 

the UAV components, as illustrated in Fig. 7.1. Moreover, we only studied quadcopter UAVs 

in this work. However, a wide range of UAV configurations exists for various applications. 

These include fixed-wing, singe-rotor, and vertical take-off and landing (VTOL) UAVs. These 

different UAV configurations can also be studied using the ECA, and their RF coupling 

behavior contrasted.  
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7.2.2 RF Coupling to Printed Circuit Boards 

The UAV model studied represented the central UAV controller as a rectangular 

metallic sheet. However, the realistic configuration of the PCB traces will have a significant 

effect on the coupling. Therefore, studying RF coupling to different PCB configurations using 

the ECA is a necessary extension of this work.  On the other hand, studying complex PCB 

configurations might be computationally expensive. Therefore, defining the factors, such as 

the nearby traces and loads, that significantly affect the coupling to PCBs is also a candidate 

for this work extension. Defining these factors can be done by simplifying the complex 

configuration and progressively increasing the complexity. 

 

Figure 7.1 A sketch of the quadcopter UAV showing the proposed updated model of the 

UAV wiring system with the updated electronic components. 
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7.2.3 Prepare a Computationally Efficient Software Package 

The dissertation illustrates that CMA can predict the optimum field direction to excite 

a wiring system. Moreover, ECA can be employed to estimate the time-domain response of 

the system in a computationally efficient manner. Multiple in-house programs were developed 

in this work over multiple years. Therefore, a proposed extension of this work is to prepare a 

software package that integrates all of these programs, augments them with a user-friendly 

Graphical User Interface (GUI), and distribute it to users to quantify RF coupling to various 

devices. The software package can also predict the optimum pulse parameters, resonance 

frequency, bandwidth, and pulse repetition frequency to maximize the coupled voltage to a 

system of wires with linear or nonlinear loads attached. 

The package will also study the coupling and interference due to near-field sources. 

However, due to the uncertainty of the source parameters and the measurement environment, 

Machine learning algorithms can be integrated with the package to account for the uncertainty. 
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