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ABSTRACT

Scene understanding is a fundamental problem in computer vision tasks, that is

being more intensively explored in recent years with the development of deep learn-

ing. In this dissertation, we proposed deep learning structures to address challenges

in 2D and 3D scene perception. We developed several novel architectures for 3D point

cloud understanding at city-scale point by effectively capturing both long-range and

short-range information to handle the challenging problem of large variations in ob-

ject size for city-scale point cloud segmentation. GLSNet++ is a two-branch network

for multiscale point cloud segmentation that models this complex problem using both

global and local processing streams to capture different levels of contextual and struc-

tural 3D point cloud information. We developed PointGrad, a new graph convolution

gradient operator for capturing structural relationships, that encoded point-based di-

rectional gradients into a high-dimensional multiscale tensor space. Using the Point-

Grad operator with graph convolution on scattered irregular point sets captures the

salient structural information in the point cloud across spatial and feature scale space,

enabling efficient learning. We integrated PointGrad with several deep network ar-

chitectures for large-scale 3D point cloud semantic segmentation, including indoor

scene and object part segmentation. In many real application areas including remote

sensing and aerial imaging, the class imbalance is common and sufficient data for

rare classes is hard to acquire or has high-cost associated with expert labeling. We

developed MDXNet for few-shot and zero-shot learning, which emulates the human

visual system by leveraging multi-domain knowledge from general visual primitives

with transfer learning for more specialized learning tasks in various application do-

mains. We extended deep learning methods in various domains, including the material

domain for predicting carbon nanotube forest attributes and mechanical properties,

biomedical domain for cell segmentation.
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Chapter 1

Thesis Contributions and
Organization

We have investigated deep-neural-net (DNN) based new approaches to address the

challenges for various 2D and 3D vital tasks, and carried out extensive experimental

evaluations on large datasets. Our results are highly encouraging, and they suggest

promising directions for further explorations. This dissertation presents the following

contributions to the area of computer vision:

• Global-Local Stream Processing Integration for 3D Point Cloud Clas-

sification We investigate this problem in the context of urban semantic 3D

point cloud classification or segmentation. A major difficulty in this task is the

large variations of object sizes in large-scale point cloud segmentation, which in-

cludes extremely large objects like bridges, and very small objects like buildings

and trees. To address this problem, we propose a novel deep neural net archi-

tecture, Global and Local Streams Network, referred to as GLSNet, to capture

both the global and local structures and contextual information in the 3D point

cloud data. The GLSNet employs two branches of networks to first decompose

the complex problem of segmenting mixed scale objects to simpler processing
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sub-tasks at the global and local scales. In addition, the proposed GLSNet++

incorporates a unique graph convolutional network module for demixing or un-

mixing voxel boundary regions composed of a mixture of object classes by using

spatial context dependent feature fusion similar to conditional random fields.

• PointGrad: Point Gradient Operator for Point Cloud Segmentation

We propose a new graph convolutional operator PointGrad to encode point

directional gradients of different orders in 3D point clouds. The PointGrad has

a strong power of representing important structural or salient features of point

clouds. The proposed PointGradNet architecture embeds the PointGrad module

in a set of networks to encode multiple-order and multiple-scale point directional

gradients. We demonstrate the efficiency, effectiveness, and robustness of the

PointGrad operator using several benchmark datasets at different scales ranging

from single object part segmentation to indoor scenes and large city-scale point

clouds.

• MDXNet for Few-Shot Learning and Zero-Shot Learning We investi-

gate this problem from the standpoint of addressing a fundamental issue in AI,

i.e., how to quickly learn to recognize new objects with limited visual data. De-

spite the recent progresses in AI, it still falls short of human ability in knowledge

association in this regard. Although few-shot learning represents a direction in

AI along this line, which strives to learn to classify new classes with limited

supervision information. To address this problem, we make analogy to human

ability of pattern or knowledge association, and propose to exploit rich informa-

tion in natural images for use in novel application domains that lack informative

descriptions of image objects or scenes. We design a novel two-stage DNN archi-

tecture, MDXNet, which is verified to achieve new state of the art performance

in extensive application domain datasets.
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• DNN-based Carbon Nanotube Structure and Property Discovering

Deep convolutional neural networks combined with a physics-based simulation

tool are employed to study the process-structure-property of carbon nanotubes.

Deep learning (DL) enables prediction of ensemble properties based on morpho-

logical images that can further be correlated to the synthesis parameters through

DL classification algorithm. We propose a novel deep neural net architecture,

Carbon Nanotube Network, referred to as CNTNet to explore the relationship

between the structure attributes and properties of carbon nanotubes.

This dissertation is organized into four chapters covering the overall research and

publications.

The chapter on, GLSNet and GLSNet++ for City-Scale Point Cloud Segmenta-

tion, covers the semantic segmentation of LiDAR point sets on external environments.

There are two publications related to this area:

Rina Bao, Kannappan Palaniappan, Yunxin Zhao, Guna Seetharaman, Wenjun

Zeng “GLSNet: Global and Local Streams Network for 3D Point Cloud Classifica-

tion”, IEEE AIPR 2019 (Oral)

Rina Bao, Kannappan Palaniappan, Yunxin Zhao, Guna Seetharaman, Wenjun

Zeng “GLSNet++: Global and Local-Stream Fusion for LiDAR Point Cloud Semantic

Segmentation Using Contextual Demixing Block “ (Revision for IEEE Transactions

on Neural Networks and Learning Systems)

The chapter on, PointGrad: Point Gradient Operator for 3D Point Cloud Seg-

mentation, develops a novel multidimensional graph convolution gradient operator

for unstructured irregularly sampled data that combines spatial location, orientation

and feature tensor information. The paper related to this research study:

Rina Bao, Kannappan Palaniappan, Yunxin Zhao, Guna Seetharaman, Wenjun

Zeng “PointGrad: Spatially Varying Tensor Gradient Operator for 3D Point Cloud

Segmentation “ (Manuscript Revision)
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The chapter on, MDXNet for Few-Shot Learning and Zero-Shot Learning, tackles

the need for cross-domain generalization. In contrast to current deep learning ap-

proaches, which are centered around the collection, manual labeling, and training of

extremely large datasets, we explore a learning approach which is an emulation of the

human visual system using visual primitive processing streams that is able to learn

effectively from very few training samples. The paper related to this research study:

Rina Bao, Kannappan Palaniappan, Yunxin Zhao, Wenjun Zeng “MDXNet:

Multiple-Domain Explainable Latent Attribute Network for Cross-Domain Few-Shot

Learning and Zero-Shot Learning” (Manuscript Revision)

The chapter on, Domain Applications, covers the use of the deep architectures to

two domains including materials discovery, biomedical cell microscopy. There is one

publication related to this research study:

Taher Hajilounezhad∗, Rina Bao∗, Kannappan Palaniappan, Filiz Bunyak, Prasad

Calyam, Matthew R. Maschmann Predicting Carbon Nanotube Forest Attributes and

Mechanical Properties Using Simulated Images and Deep Learning (Nature Partner

Journal Computational Materials 2021, ∗these authors contributed equally to this

work)
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Chapter 2

GLSNet & GLSNet++ for
City-Scale Point Cloud
Segmentation

Semantic point cloud segmentation assigns a class label to each unstructured 3D

point and provides valuable information for navigation, landmark recognition, and

building information modeling systems. We propose a novel deep learning architecture

for 3D point cloud segmentation that fuses global and local feature representations

about 3D scene geometry to capture multiscale structural information and handle

large variation in object sizes typical of urban scenes, but is difficult to model using

other architectures. The proposed Global and Local Streams Network (GLSNet++)

further incorporates a unique graph convolutional network for demixing or unmixing

voxel boundary regions composed of a mixture of object classes by using spatial

context dependent feature fusion similar to conditional random fields. We validate

GLSNet++ for semantic LiDAR point cloud segmentation using the five class labeled

dataset from the IEEE GRSS Data Fusion Contest Urban Semantic 3D, Track 4

(IEEE DFT4) [11, 12, 13]. GLSNet++ is shown to generalize well when tested on

an independently collected urban aerial LiDAR point cloud data set for Columbia,
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Missouri. GLSNet++ delivers highly competitive segmentation results at city scale

that can be refined for more classes, higher resolution and larger regions.

2.1 Introduction

Volumetric city-scale point cloud segmentation is a challenging problem due to high

degree of variation in object scale, mixed classes, complex object shapes, high density

of similar objects and high computational cost for volumetric processing. A typical

point cloud has anywhere from several hundred thousand to millions of 3D points.

The object classes may be very large, such as water, which requires a segmentation

approach that can capture long range, global structural and contextual information.

While some classes may have very small objects, such as buildings and bushes or trees,

which require the segmentation approach to capture fine-scale local information in

order to delineate the salient object boundaries. A novel approach for efficiently fusing

both global and local, structural and contextual feature information for accurate

large-scale point cloud segmentation is investigated.

We believe that designing a network with modules to explicitly target global and

local information processing can help address such a challenging problem, where the

global features capture long range and large scale structural and contextual informa-

tion, and the local feature captures small scale structural and contextual information.

Motivated as such, we previously proposed a two-branch network architecture, Global

and Local Streams Network [1] (GLSNet), to decompose such a complex problem by

leveraging global and local streams for large point-cloud segmentation.

In GLSNet, the global branch processed a full set of points of each cloud for accu-

rate classification on large areas, while the local branch processed a subset of points

each time for accurate classification on small areas, and the complementary geometric

information of different scales was integrated by a max pooling operation. In the cur-
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(a) (b)

(c)

(d) (e)

Figure 2.1: LiDAR point cloud for Columbia, Missouri (COU30) showing: (a) colored
height map (z-value), (b) LiDAR return intensity (0 to 255), (c) LiDAR return num-
ber (0 to 4), (d) building footprints from OpenStreetMap (OSM), (e) LiDAR point
cloud semantic segmentation using the proposed GLSNet++, and (f) GLSNet++
segmentation result overlaid with OSM building footprints in an orthographic pro-
jection.

rent work, we capitalize on the global-local information fusion approach of GLSNet to

extend it significantly in several directions. In network architecture, we consider not
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only parallel network branches of global-local information streams, called GLSNet-

Parallel, but also a cascade global-to-local information flow, called GLSNet-Cascade,

where a global network module first provides coarse-scale semantic segmentation

which is followed by a local network module to refine the global branch produced

semantic segmentation. In information fusion, different from GLSNet-Parallel and

GLSNet-Cascade, we propose a novel context-dependent graph based fusion method.

Our new method takes the global and local prediction results as input, and minimizes

the fused prediction errors based on the different scales to optimize the semantic seg-

mentation performance. Considering the fact that in many real applications, the

object labels for point cloud semantic segmentation are hard to acquire, we further

propose to use building footprints from OpenStreetMap as the groundtruth for eval-

uations on such unlabeled data. In Figure 2.1, we show the point-cloud data of

the area of Colubmia, MO that were collected by our local collaborator team. Al-

though these point clouds do not have ground truth labels, the building footprints

from OpenStreetMap show very good agreements with the point-cloud segmentation

based predictions.

2.1.1 Contribution and Novelty

Our contributions are four-fold: (1) We propose an effective global-local two-branch

network GLSNet++ with a novel graph demixing block to effectively fuse global and

local information for large-scale point cloud semantic segmentation. To the best of our

knowledge, such a design has not been explored in the existing literature for city-scale

point clouds. (2) We investigate a novel graph convolutional network architectures

for fusing global and local feature embeddings and present extensive results on these

architectures. (3) We propose using building footprints from OpenStreetMap for

evaluating semantic segmentation on new point clouds when ground-truth labels are

not available. (4) We present promising experimental results on airborne LiDAR
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point clouds that demonstrate the benefit of our approach.

The subsequent parts of this chapter are organized as the following. Section

4.2 reviews the related work in point cloud segmentation. Section 2.3 describes dif-

ferent fusion structures of global and local branches, and details the design of our

GLSNet++ with the demixing block. Section 2.4 describes the implementations de-

tails and experimental datasets and explains the procedure for evaluating semantic

segmentation on unlabeled point clouds in real application scenarios. Section 4.5

presents quantitative results in mIoU and overall accuracy as well as visualization

results of our methods on a public benchmark and our own collected LiDAR point

cloud. We conclude this work in section 4.6.

Figure 2.2: Our dual backbone GLSNet [1] uses two feature embeddings including a
Global 3D-stream (top row) and a Local 3D-stream (bottom row) that extract coarse-
scale and fine-scale geometric information from the input 3D point cloud. The two
global and local streams are trained in parallel with the same supervision and same
loss functions. The SoftMax classification output layer from each stream is fused
together using a MaxPooling layer for the final classification.

(a) GLSNet-Parallel (b) GLSNet-Cascade

Figure 2.3: Different fusion methods of global and local streams.
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2.2 Related Work

Currently, deep learning is becoming more widely used for point cloud semantic seg-

mentation. We provide an overview of point cloud segmentation techniques, with a

focus on recent deep learning methods for large-scale point cloud segmentation. We

categorize the popular deep neural network methods for 3D point cloud segmentation

into those with and without 3D convolutions. (I) 3D-convolutional neural net-

works: The work of [14] proposes a 3D U-Net structured network for point cloud seg-

mentation. To reduce the computation cost of 3D convolution, [15] proposes highly

efficient convolution Submanifold Sparse Convolution (SSC), and the subsequently

improved Submanifold Sparse Convolution Network (SSCN) [16] which can process

a full 3D point cloud at one time with strong performance. Recent works explored

specialized design of convolution kernels for 3D points [17, 18, 19]. (II) Neural net-

works without 3D convolutions: PointNet [20] and its follow-up works fall in this

category. PointNet learns from unordered point clouds by point-wise encoding and

aggregation through a global max pooling, but its capacity is insufficient in captur-

ing contextual information. Thus, the followed-up work PointNet++ [21] proposes

a hierarchical architecture to capture local geometric details at different scales to

overcome the weakness of PointNet. [22] proposes a recurrent slice network to model

local dependency information. PointSift [23] proposes an orientation-encoding unit

to capture different orientation representations of points. PointHop [24] proposes

an explainable learning method for point cloud classification. PointGrid [25] pro-

poses a point quantization network to facilitate learning local geometry shapes. (III)

Graph Neural Networks Graph Neural Networks are explored in many research

problems[26, 27, 28, 29]. There are also graph network approaches to point cloud

segmentation [30, 31]. PointCNN [32] proposes a X -Conv layer to exploit certain

canonical ordering of points. Dynamic Graph CNN (DGCNN) [33] suggests an alter-

native grouping method to ball query that is used in PointNet++ [21]. Superpoint
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Graphs (SPG) [34] adaptively partitions point clouds by contextual relationship en-

coded superpoint graphs. PartNet [35] proposes a top-down recursive decomposition

strategy for shape segmentation.

As has been pointed out by the analysis in [1], for large-scale point cloud segmen-

tation, most existing methods need to slice the point clouds to multiple subsets and

process one subset at one time, which inevitably weaken their ability in global con-

textual and structural reasoning. For 3D convolution networks, for example SSCN,

regular strategies to capture long range information such as using deeper network,

increasing kernel size will no doubt increase computation cost, and adding many

pooling layers will cause local information loss.

City-Scale Point Cloud Segmentation Recently, several methods have shown

good performance on large scale point cloud segmentation. The method of [34]

tackles the large-scale point cloud segmentation problem by adaptively partitioning

point clouds with contextual relationship encoded superpoint graphs. The works of

[17, 18, 19] focus on designing convolution kernels for points. Specifically, the method

of Pointwise Convolution Neural Network (PCNN) [17] proposes a convolution oper-

ator for each point which bins its nearest neighbors into kernel cells before convolving

with the kernel weights. KPConv [36] proposes Kernel Point Convolution to directly

operate on point clouds without any intermediate representation. Additionally, there

are specialized convolution designs such as ConvPoint [37] that employs continuous

convolutions for cloud processing. RandLA-Net [38] proposes to relying on expensive

random point sampling technique to help with large-scale 3D point cloud segmenta-

tion. SqueezeSeg [39] designs a conditional random field (CRF) which is implemented

as a recurrent layer.

Different from the above methods, we propose to use global and local feature em-

bedding streams (or branches) to process different levels of structural and contextual

information in point clouds, and in GLSNet++, we further design a novel demixing
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block to perform global and local information decomposition and aggregation for 3D

point cloud classification.

2.3 Semantic Segmentation of 3D Point Clouds

In this section, we first describe the point cloud semantic segmentation problem, then

briefly review the global branch and local branch network architecture of GLSNet [1],

and finally, introduce our three network design schemes for global and local informa-

tion fusion.

Let S = {s1, s2, ..., si, ..., sN} be the set of points in a generalized point cloud

representation, with N points in D-dimensional feature space. For LiDAR point

clouds we use,

si = {xi, yi, zi, Ii, Ri} (2.1)

where si, is a 5-D vector with {xi, yi, zi} being the 3D spatial location of the point in

world or relative geometric coordinates, Ii, the measured LiDAR return intensity, and

Ri its LiDAR return number. The semantic segmentation task is to predict a semantic

label for each point, si. For the whole point set S, the label set, Q, is defined as the

one-hot vector for each point. The point label set for S, is Q ∈ N×RC , where C is the

total number of total semantic classes. Accordingly, the semantic segmentation task

is then, given a point set S, to predict its class label set Q. Denoting the estimate of

Q as Q̂, the prediction task, F, is defined as,

Q̂ = F(S) (2.2)

where F is the learned non-linear function that predicts semantic segmentation labels

Q̂ for the point set S.
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2.3.1 GLSNet Deep Learning Architectures

Figure 2.4: Proposed GLSNet++ structure with parallel feature embedding fusion
followed by graph convolutional demixing (top). Two types of demixing blocks: Multi-
Receptive (MR) Field Graph Demixing (middle) and Multiscale Multi-Receptive
(MSMR) Field Graph Demixing (bottom) SG is a sample grouping downsampling
block (i.e., choosing furthest points) and FI is a feature interpolation block.

We illustrate the GLSNet deep learning architecture consisting of a global branch

and a local branch in Figure 2.2. The global branch is designed to capture long-

range structural and contextual information with several considerations. (1) Sparse

voxelized grids are taken as the input because they preserve point clouds structure,

unlike scattered and unordered point set, and a sparse voxelization that employs large

voxel grid radius and aggregation of input point clouds facilitates efficient global in-

formation capture without needing a very deep network. (II) A UNet structured

Sparse Submanifold Covolution Network (SSCN-U) is employed in global feature rep-

resentation learning for semantic segmentation due to the high efficiency of sparse

submanifold convolution operation. In short, the global branch first voxelizes the
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entire point cloud, and then performs SSCN-U on the sparse voxelized point cloud

grids. The local branch is designed to capture local contextual information and han-

dling fine-grained point cloud segmentation. The sophisticated network PointNet++

serves this purpose well and is taken for this branch. Specifically, the local branch

partitions the entire point cloud into overlapped tiles and employs PointNet++ to

operate on each tile (subset of points) to classify local areas. The two streams ex-

tract geometric information in a complementary way (see [1] for further details). The

two branches are trained separately with the supervision of point cloud segmentation

groudtruth. We define PGlobal ∈ N × RC as the output probability of the global

branch FGlobal, and Plocal ∈ N × RC as the output probability of the local branch

FLocal.

Our global-local information fusion schemes: (I) GLSNet-Parallel: as shown in

Figure 2.3 (a), the global branch and local branch work in parallel and they are

trained independently, as proposed in GLSNet [1]. (II) GLSNet-Cascade: As shown

in Figure 2.3 (b), instead of using the parallel structure of two branches, we design

a cascade structure to make the global and local network modules work in tandem,

following the coarse to fine refinement framework. (III) GLSNet++: as shown in

Figure 2.4, GLSNet++ is designed to benefit from both the parallel and cascade

structures of (I) and (II), and it has a novel graph demixing block for multi-scale (MS)

and multi-receptive field (MR) context-dependent information fusion, producing the

best results for 3D point cloud semantic segmentation.

2.3.2 GLSNet-Parallel Streams

As proposed in [1], GLSNet employs parallel global-local branches and use max pool-

ing to leverage the complementary information from these two streams to improve the

performance, as shown in Figure 2.3 (a). As a point-set to label set mapping function

F, GLSNet performs max pooling over the two prediction vectors of the global branch
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network PG and the local branch network PL. The final prediction Pfuse is computed

as,

Fparallel(S) = max {FGlobal(S),FLocal(S)}

Pfuse = max(PGlobal,PLocal) .

(2.3)

2.3.3 GLSNet-Cascade Streams

The GLSNet-Cascade network has a global-to-local structure, where the global mod-

ule provides a coarse level semantic segmentation prediction, and the local module

refines the global prediction. The structure of GLSNet-Cascade is shown in Figure 2.3

(b), where the input to the local module in GLSNet-Cascade is [S,PGlobal], with [·]

denoting concatenation. The operation of GLSNet-Cascade is defined as,

Fcascade(S) = FLocal([S,FGlobal(S)]) . (2.4)

2.3.4 GLSNet++ With Graph Convolutional Demixing Block

The design of GLSNet++ is rooted in our observation that the segmentation errors

in GLSNet-parallel are mainly in regions where global and local branches have dif-

ferent predictions and around the object boundaries [1], which can be attributed to

the fact that GLSNet-parallel uses a simple max pooling to fuse the outputs of the

two branches. Therefore, we design a graph demixing block to help demix the pre-

dictions of the two branches in the confused areas for improving global-local fusion.

The GLSNet++ workflow is illustrated in Figure 2.4. The graph demixing block is

composed of two graph demixing layers, and they are designed to improve segmenta-

tion performance for each point by taking into account of the two-branch predictions

at the point as well as the predictions at the point’s neighborhood. A demixing layer

first performs graph aggregation over the contextural points of each point’s features,
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global probability, and local probability, and the demixing block next utilizes multi-

ple neighborhood sizes or receptive fields by stacking up demixing layers to improve

point prediction. The operation of GLSNet++ is,

FGLSNet++(S) = FDemix([S,FGlobal(S),FLocal(S)]) (2.5)

The graph convolutional network demixing layer in Figure 2.5, takes as input

a neighborhood point set defined as S ∈ N × 1 × RDcin , where N is the number

of points, Dcin is the dimension of an input feature vector. For the first demixing

layer in the demixing block, Dcin is 17 for the IEEE DFT4 dataset, because for each

point pi, its feature representation si is composed of the self LiDAR geometry feature

{xi, yi, zi} and LiDAR Return Intensity Ii, LiDAR Return Number Ri, and the two-

branch probabilities Pi
Global and Pi

Local (when there are six classes, Pi
Global and Pi

Local

are each 6-dimensional vector). For the other demixing layers in the demixing block,

Dcin is the number of channels of the input feature at that layer.

Figure 2.5: Graph convolutional network demixing layer captures local point cloud
topology for capturing spatial context in unstructured grids.
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We construct a directed graph G = (V,E) to represent the feature vector of each

point, where V = {1, ..., K} and E ∈ V × V are the vertices and edges, respectively.

In the demixing layer, we construct G as the neighborhood graph of S with radius

R that includes K points, where K = R3, which is defined as SK . Note that when

multiple points are in one voxels, we choose the nearest point in the grid, and when

the grid is empty, we fill the center point in that grid. The graph includes self-loop

updates, meaning each node also points to itself. The edge features are learnable,

and defined as,

SDemixing = Θ(S,SK) = Wcout
cin

([S,SK]) (2.6)

where the nonlinear function Θ has a set of learnable parameters Wcout
cin

. In Figure 2.5,

we show how the graph demixing layer is designed to incorporate the self features,

and global and local probabilities. For each point pi at location {xi, yi, zi} along

with feature si, its neighborhood set is sKi . We use a point p0 at {x0, y0, z0} with

K = 8 as an example, which means we find its 8 neighbors in a 2× 2× 2 grid. The

set of neighbors is denoted as sKi , with K=8. The input data to the graph is the set

S ∈ N×RDcin , where S = {si}, i = 1, 2, ..., N , and the output is SDemixing ∈ N×RDcout .

The demixing layer concatenates the input point set S, and the neighborhood point

set SK , which leads to Sin ∈ N × 9 × Dcin features. A 2-D convolution layer has

the parameters Wcout
cin

, the kernel size is 9 where each kernel in Wcout
cin

is applied to

the 9-dimensional features of input Sin. This graph demixing layer design fuses the

feature information of both the center point and its neighborhood points from the

global and local feature embedding streams.

Graph Demixing Block As shown in Figure 2.4, given the input point set,

the demixing block stacks two demixing layers with a skip link. The first demixing

layer’s receptive field is 8, and after the second demixing layer, the receptive field is

increased up to 64 (8 × 8). We concatenate the first demixing layer’s output using

the skip link with the second demixing layer’s output. By doing so, each point has
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the receptive fields of its neighborhood in two scales which we name it as Multi-

Receptive (MR) field graph demixing block (abbreviated as Graph Demixing-MR),

that helps refine the point’s semantic segmentation by using different levels of pre-

dictions of the surrounding points (we found this to be especially important for the

building class since this class always has errors on boundaries). We also design a Mul-

tiscale Multi-Receptive (MSMR) field graph demixing block (abbreviated as Graph

Demixing-MSMR) which is realized by utilizing the Sampling and Grouping (SG) and

Feature Interpolation (FI) operations in Graph Demixing-MR to achieve multiscale

operations (SG and FI are similar functions to downsampling and upsampling layers

in convolutional network, which are from PointNet++). Because GLSNet++ utilizes

different levels of contextual information of semantic label predictions from the global

and local branches to refine point semantic prediction, it performs better than either

GLSNet-parallel or GLSNet-cascade.

Table 2.1: Details of graph convolutional network Demixing layer and Demixing block
architecture.

Module Layer
Kernel

Size
# of input
channels

# of output
channels

# of
Parameters

Total
Parameters

DL Conv 9× 1 cin cout 9× 1× cin × cout + cout
BN – – – 2× cout
DL1 9× 1 17 64 9× 1× 17× 64 + 64 + 2× 64
DL2 9× 1 64+3 64 9× 1× 67× 64 + 64 + 2× 64

Demixing-MR Conv 1× 1 128 128 1× 1× 128× 128 + 128 66,310
BN – – – 128+128

Classifier 1× 1 128 6 1× 1× 128× 6 + 6
DL1-s1 9× 1 17 64 9× 1× 17× 64 + 64 + 2× 64
DL2-s1 9× 1 64+3 64 9× 1× 67× 64 + 64 + 2× 64
DL1-s2 9× 1 17 64 9× 1× 17× 64 + 64 + 2× 64

Demixing-MSMR DL2-s2 9× 1 64+3 64 9× 1× 67× 64 + 64 + 2× 64
Conv 1× 1 256 128 1× 1× 256× 128 + 128 133,190
BN – – – 128+128

Classifier 1× 1 128 6 1× 1× 128× 6 + 6
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2.4 Datasets and Implementations

2.4.1 LiDAR Datasets for Point Cloud Semantic Segmenta-
tion

We first train and test the proposed GLSNet using the IEEE GRSS Data Fusion

Contest Urban Semantic 3D, Track 4 LiDAR dataset with ground truth; which we

referred to as IEEE DFT4. This is a large scale airborne LiDAR point cloud classi-

fication dataset of IEEE 2019 GRSS Data Fusion Contest Track 4: 3D Point Cloud

Classification Challenge, where given a LiDAR point cloud, the objective is to predict

a semantic label for each 3D point. Since the task is to predict semantic labels for the

individual points, it is also referred to as point cloud semantic segmentation. In IEEE

Data Fusion Challenge, there are six classes: Ground (G), High Vegetation (HV),

Building (B), Water (W), Elevated Road (ER), and Unlabeled (U). The Unlabeled

category is not used in the performance evaluation as in IEEE DFT4. The infor-

mation provided for the 3D dataset consists of {X, Y, Z, Intensity,Return Number}.

There are 110 point clouds for training, 10 for validation, and another hidden 10 for

testing on the server. The point clouds are from Omaha, NE and Jacksonville, FL.

For details of this IEEE contest, please refer to [13, 11, 12].

We use an independent testing dataset consisting of LiDAR for Columbia, Mis-

souri (COU). The high resolution Columbia point clouds were collected by the Boone

County, Missouri local government in 2014 as part of their regular mapping process.

The data was collected by a third party using a Leica ALS70 Aerial LiDAR sensor

system. The nominal collection scenario called for the acquisition of nominal point

spacing of 0.7 meter on the ground. In order to use the data to evaluate our pro-

posed semantic segmentation networks, we crop two large tiles of original point cloud

data. The cropped point clouds are named COUorbit28 and COUorbit30. Each tile

covers 1, 000m× 1, 000m areas. COUorbit28 had 4,244,969 points, and COUorbit30
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had 4,368,678 points. in Figure 2.1, we colored the COU point cloud by their height,

intensity and return number. Since the ground-truth of the COU point cloud segmen-

tation were unavailable, a common scenario in real cases, we propose a new workflow

to test and evaluate on these point clouds by using a system trained from a different

point-cloud dataset, i.e., the IEEE 2019 challenge training set, and we describe the

workflow below. Currently, the dataset is being annotated. We have released current

annotation here for the two large point clouds with OSM ground-truth. Later, we

will annotate more semantic classes, including Roads, Ground, Trees, and Water as

we continuously update the ground truth labels over time.

2.4.2 Training GLSNet++

Global and Local Branches In Global Branch training, the key is to capture long

range contextual and structural information. In order to effectively realize this, we

employed large grid size to generate sparse point cloud which aggregates grid features.

We use grid size of 5m× 5m× 1m. If there were multiple points in a voxel grid, all

the input feature vectors in each grid were averaged. The SSCN-U had 16 filters in

the first layer and a total of 7 UPlanes, and added 16 more filters for each U-Plane

which had 2 residual blocks. We trained global branch with the Adam optimizer

with an initial learning rate 0.001 for 512 epochs. In Local Branch training, the key

is to capture local tiles’ fine contextual and structural information. Thus, we first

quantized the whole volume of a point cloud with a grid size of 1m, and then split

them into overlapping tiles. The local branch employing PointNet++ was trained

with local tiles. We trained local branch using the Adam optimizer with an initial

learning rate 0.001 for 200 epochs. For additional details of data augmentation in

training the global and local branches, please refer to [1]. In [1], we only used 90%

training data, and the remaining 10% for validation due to the fact that the official

validation set was not accessible when we took part in the challenge. In this work, for
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fair comparisons among different network structures, we retrained the local branch

with 100% training data, and used the official validation set, while the global branch

was directly from GLSNet trained model.

Graph Demixing Layer and Graph Demixing Block The demixing layer

is composed of a convolution layer (Conv) with the number of input channel size

cin, the number of output channel size cout, the kernel size 9 × 1 (parameter size

9 × 1 × cin × cout + cout) and a Batch Normalization layer (BN) (parameter size cout

for beta and parameter size cout for gamma in BN). Table 2.1, provides details of

the Demixing Layer (DL), Demixing block-MR (Demixing-MR) and Demixing block-

MSMR (Demixing-MSMR) architecture. In the Demixing-MR block, there is +3 in

DL2 # of input channels because we concatenated the {X, Y, Z} information in the

layer to also encode the geometry information. The parameter sizes of Demixing-MR

and Demixing-MSMR can be seen in Table 2.1, with around 0.067M and 0.133M,

respectively.

Figure 2.6: Workflow of testing and evaluation on unlabeled LiDAR point clouds.

GLSNet++ uses a two-stage training scheme. In the first stage, the global and

local branches were trained independently. In the second stage, only the demixing

block was trained to fuse the two branches’ prediction results. We used the prepro-
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Table 2.2: Class IoU for different percentage training data on 2019 IEEE DFT4 Test
Set. †Results from [1].

Streams Method G HV B W ER OA mIOU
Single- Global-branch (90%)† 97.40 91.82 85.50 94.18 69.98 96.88 87.77
Stream Local-branch (90%)† 95.65 95.47 83.64 80.99 79.03 96.21 86.95

Local-branch (100%) 96.73 95.12 86.19 93.21 76.08 96.41 89.47
Dual- GLSNet-Parallel (90%)† 97.56 93.94 87.56 95.64 77.90 97.37 90.52

Stream GLSNet-Parallel 97.73 93.83 88.02 96.44 76.47 97.47 90.50

Table 2.3: Class IoU for different percentage training data on 2019 IEEE DFT4 Test
Set. †Results from [1].

Streams Method Parameter Size G HV B W ER OA mIOU
Single- Global-branch† 7.531M 97.40 91.82 85.50 94.18 69.98 96.88 87.77

Local-branch 0.970M 96.73 95.12 86.19 93.21 76.08 96.41 89.47
Dual- GLSNet-Parallel 8.50M† 97.56 93.94 87.56 95.64 77.90 97.37 90.52

Stream GLSNet-Parallel 8.50M 97.73 93.83 88.02 96.44 76.47 97.47 90.50

Table 2.4: Semantic segmentation accuracy on 2019 IEEE DFT4 LiDAR segmenta-
tion benchmark using class IoUs comparing proposed architectures including single-
stream and dual-stream methods. GLSNet++MSMR uses GLSNet-Parallel that com-
bines Local- and Global-backbones (see Figure 2.2) followed by a Multiscale Multi-
Receptive Demixing Block (see Figure 2.4).

Streams Method Parameter Size G HV B W ER OA mIOU
Single- Global-branch 7.531M 97.40 91.82 85.50 94.18 69.98 96.88 87.77
Stream Local-branch 0.970M 96.73 95.12 86.19 93.21 76.08 96.41 89.47
Dual- GLSNet-Parallel 8.501M 97.73 93.83 88.02 96.44 76.47 97.47 90.50

Stream GLSNet-Cascade 8.501M 97.34 95.05 88.57 93.23 78.17 97.48 90.47
GLSNet++ GLSNet++-MR 8.634M 97.83 96.06 90.15 95.65 79.81 97.92 91.90

GLSNet++-MSMR 8.634M 97.86 96.20 90.37 95.84 79.84 97.97 92.02

Table 2.5: Class IoU of GLSNet++-MR and GLSNet++-MSMR on 2019 IEEE DFT4
Test Set.

Method Parameter Size G HV B W ER OA mIOU
GLSNet-Parallel+PointNet++ 0.970M 97.29 95.29 88.36 95.70 80.90 97.50 91.51

GLSNet++-MR 0.066M 97.83 96.06 90.15 95.65 79.81 97.92 91.90
GLSNet++-MSMR 0.133M 97.86 96.20 90.37 95.84 79.84 97.97 92.02

cessing codes provided by the baseline system of IEEE DFT4 [42] to process our data,

which first quantized the point clouds by the cell size of 1 meter, and then partitioned
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Table 2.6: Class IoU of GLSNet++-MR and GLSNet++-MSMR on 2019 IEEE DFT4
Test Set.

Method Parameter Size G HV B W ER OA mIOU
GLSNet-Parallel+PointNet++ 970,218 97.29 95.29 88.36 95.70 80.90 97.50 91.51

GLSNet++-MR 66,310 97.83 96.06 90.15 95.65 79.81 97.92 91.90
GLSNet++-MSMR 133,190 97.86 96.20 90.37 95.84 79.84 97.97 92.02

Table 2.7: Ablation study for different grid resolutions and sampling point set sizes.

Method Grid Size (m) Sampling Size G HV B W ER OA mIOU
GLSNet++-MR 1 8192 97.39 95.57 88.75 96.02 79.41 97.60 91.43
GLSNet++-MR 0.1 8192 97.62 95.85 89.56 95.31 80.95 97.77 91.86
GLSNet++-MR 0.1 16384 97.83 96.06 90.15 95.65 79.81 97.92 91.90
GCN2neighbor8 0.1 8192 97.38 94.87 88.12 96.13 79.60 97.48 91.22
GCN2neighbor16 0.1 8192 97.26 94.89 87.79 95.55 76.72 97.39 90.44
GCN7neighbor8 0.1 8192 97.21 94.76 87.81 95.58 75.16 97.34 90.10

Table 2.8: Class IoU recent architecture comparison for 3D semantic segmentation
on 2019 IEEE DFT4 Test Set. ∗ indicates that the performances are produced with
the publicly available code.

Method G HV B W ER OA mIOU
SSCN-U 97.40 91.82 85.50 94.18 69.98 96.88 87.77

PointNet++∗ 95.4 95.2 83.7 88.4 76.6 96.3 87.9
PointNet++(MSG)∗ 96.8 94.9 85.8 93.1 74.8 96.9 89.1

DGCNN∗ 96.4 96.2 86.3 96.2 48.7 96.9 84.8
PointCNN∗ 96.7 95.4 88.3 88.3 83.5 97.3 90.4
PointSIFT∗ 97.4 96.1 88.4 91.5 79.3 97.5 90.6
PointConv∗ 97.6 95.5 89.1 92.1 76.3 97.6 90.1

PointSIFT [23]∗ – – – – – 97.55 91.02
UPNet (Rank-1)(EN) [40] 98.74 96.11 93.31 96.54 89.04 98.57 94.55

UPNet (Rank-1) [40] 97.87 95.79 89.98 94.94 86.48 97.94 93.01
ASNet (Rank-2) [41] 98.79 96.32 93.62 95.32 88.66 98.62 94.54

GLSNet [1] 97.56 93.94 87.56 95.64 77.90 97.37 90.52
GLSNet++ 97.86 96.20 90.37 95.84 79.84 97.97 92.02

the point clouds to tiles where each tile had around 65,536 points. For details of the

procedure, please refer to [42]. We also tried quantization with the cell size of 0.1

meter, which showed better performance in our ablation study. The demixing block

was trained with the training set of IEEE DFT4 by using the Adam optimizer for
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200 epochs, with the learning rate 0.001, momentum 0.9, and learning rate decay 0.7.

We choose the model which has the highest overall accuracy on validation data as

the best model, and report the best model performance on the held-out test set on

the test server from IEEE DFT4. For testing on the COU point clouds, we use the

model trained on IEEE DFT4, following the workflow described below in Subsection

2.4.3.

Table 2.9: Parameter Size and Model Size.

Methods Model Size (MB) OA mIOU
SSCN 28.61 96.29 87.77

PointNet++ 28.61 96.29 87.77
PointNet++(MSG) 3.69 96.3 87.9

DGCNN 9.07 97.3 84.8
PointCNN 43.91 97.5 90.4
PointConv 82.62 97.6 90.1
PointSIFT 51.6 97.5 90.6

DPNet 32.23 97.94 93.01
GLSNet++(Ours) 32.67 97.78 92.02

2.4.3 Testing and Evaluation

Labeled Point Clouds: We use the standard measures of mean Intersection over

Union (mIoU) and overall accuracy (OA) for 3D point cloud classification as in [43].

Unlabeled Point Clouds: In real scenarios, it is often very difficult to obtain large-

scale point cloud segmentation labels since manually label city-scale point clouds

with millions of points is extremely time-consuming. Here, we describe our method

for testing and evaluating on such unlabeled point clouds, as shown in the flowchart

in Figure 2.6. Although we use the unlabeled COU point clouds as the example here,

we believe that our method can be generally applied to testing on other unlabeled

point cloud datasets as well. Before testing, we need to preprocess the COU point

clouds since the LiDAR data were collected by LiDAR teams different from that of
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the IEEE DFT4 which is used as our training set. The preprocessing procedure aligns

the resolution of the testing point cloud (COU) to that of the training data (IEEE

DFT4). For evaluation, the OpenStreetMap’s building footprints are acquired as the

groundtruth labels for use in evaluating the building segmentation performance. Note

that there could be some misalignment between the footprints from OpenStreetMap

with our collected point clouds since these were not collected at the same time, and

some urban structures may have been changed during this time interval.

Figure 2.7: Visualization of GLSNet++ results for the ten validation LiDAR datasets
from two cities (Jacksonville, FL and Omaha, NE) in the IEEE DFT4 (before demix-
ing) with the overall accuracy (OA) for the full image shown in text at the bottom.
Zoomed regions identified by white boxes (third row), illustrate the classification label
differences at higher detail.
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2.5 Experimental Results

We first performed ablation study of the three structures GLSNet-parallel, GLSNet-

cascade and GLSNet++, and then compare our proposed GLSNet++ with the IEEE

DFT4 challenge winners and four other state-of-the-art algorithms. Finally, we visu-

alize GLSNet++ predicted semantic segmentation results on COU point clouds. For

all the reported results, we abbreviate the class Ground as G, High Vegetation as HV,

Building as B, Water as W, and Elevated Road as ER.

2.5.1 Ablation Study

In Table 2.3, the results from [1] all use only 90% training data. For fair comparison,

in this current work, we retrain the local branch with 100% training data, and the

results are shown in the case of single-stream as Local-branch (100%). Comparing

with Local-branch (90%) from [1], the results is better since the training data is

increased.

Dual-stream networks outperform single-stream networks: In the case

of Dual-stream, GLSNet-parallel uses the newly trained Local-branch (100%) and

the global branch is trained from [1]. Relative to Single-Stream, the performance of

GLSNet-parallel is better, but the gain on OA over Local branch (100%) is small

due to the simple max pooling fusion on the global-local branches. The performance

of GLSNet- Cascade is comparable to GLSNet-Parallel in mIOU and OA, but for

the individual classes, there are certain differences in accuracy. In general, the dual-

stream network performs better than the single-stream networks.

GLSNet++ with demixing block is effective and efficient: 1) Effectiveness is

shown in Table 2.6, where we compare different designs of global-local fusion in

GLSNet++. The case of GLSNet-Parallel+PointNet++ represents the choice of us-

ing PointNet++ to replace our demixing block to fuse the two branches. It is observed
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Figure 2.8: Visualization of Graph Demixing-MSMR. Left: Error map before demix-
ing, mIOU: 85.80 OA: 96.90 Right: Error map after demixing, mIOU: 93.82 OA:
98.30.

Figure 2.9: Evaluation of building segmentation (red), high vegetation (green) and
ground (gray) for COUOrbit28 (first row) and COUOrbit30 (second row). From
left to right: Building footprints from OpenStreetMap (OSM), GLSNet++ predicted
class labels, predicted results overlaid with OSM building footprints. COU28Orbit
accuracy is 82.9% and COU30Orbit is 90.1%.

that by using a simple demixing block, i.e, GLSNet++-MR, we can achieve perfor-

mance comparable to using a deep PointNet++, which indicates that our demixing

block is very effective for fusing the global-local branches. GLSNet++-MR, with

its light-weight demixing block, achieves the mIOU performance of 91.90%, which
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is 1.4% gain on GLSNet-Parallel and GLSNet-Cascade. 2) Efficiency based on the

total parameter size of Demixing-MR being around 0.067M, which is about 7% of

the parameter size of PointNet++. The total parameter size of Demixing-MSMR

is around 0.133M which is about 14% of the parameter size of PointNet++. With

the much lighter design, our GLSNet++ with Demixing-MR and Demixing-MSMR

overperform the PointNet++ based fusion scheme by 1.5% in mIOU.

It is essential to analyze the influence of grid resolution and sampling size on

GLSNet++ accuracy. Grid resolution: Grid size is the cell size used in the voxeliza-

tion procedure for the local branch. For instance, if we use a cell size of 1 meter, then

the voxelizated cell will be quantized with 1 meter before the whole point cloud is

split into tiles as discussed in implementation of Section IV. In our ablation study, we

tried grid sizes of 1 meter and 0.1 meter, where the latter can almost keep the original

point cloud resolution of IEEE Data Fusion Challenge with its LiDAR density of 8

centimeter. Sampling size: Sampling size is the input size for the network, and tile

prediction is voted by the prediction of sampled points. For achieving better perfor-

mance, we tried two strategies: (a) using cell size of 0.1 m when quantizing the point

clouds and (b) increasing the input point size to demixing block, which means that

for each tile, we use more points to estimate the tile’s semantic segmentation results

since the results are interpolated from the preprocessed sets of points. In Table 2.7,

we see that using a cell size 0.1m achieves better results than the size of 1.0m since

the whole point cloud is better kept and the GLSNet++-MR can use finer details to

demix the error areas. We also see that doubling the sampling size to 16,384 achieves

better results because the network is provided with more points in training and also

in inference.
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2.5.2 Comparison with Recent Architectures

We compared our predictions on IEEE DFT4 held-out test as shown in Table 5.1. Our

GLSNet++ outperforms PointNet++, SSCN-U, and PointSift, but is slighly lower

than UPNet Rank-1 and ASNet Rank-2 deep network performance. UPNet Rank-1

(EN) is an ensemble network model with additional post-processing of the labeled

point clouds. Our proposed GLSNet++ is very comparable to UPNet Rank-1 with

ensemble classifier fusion.

2.5.3 Visualization of Error Maps and Graph Demixing Block

In order to analyze the effectiveness of the demixing block visually, we first visualize

the GLSNet++ predictions in Figure 2.7. It is observed that the errors are mainly

around the object boundaries. in Figure 2.8, we provide an example to show the error

maps before and after the demixing block, respectively. It is clearly seen that the

demixing block helps largely reduce the misclassification errors.

2.5.4 Generalization Performance on COU Point Cloud Dataset

We follow the workflow of Figure 2.6 to evaluate the performance of GLSNet++.

From Figure 2.9, we observed that GLSNet++ produced very promising results on

the Columbia data, since our building predictions are seen to have largely overlapped

with the building footprints. It is worth noting that GLSNet++ was trained only

on the IEEE GRSS DFT4 training set (point clouds for Jacksonville, Florida and

Omaha, Nebraska), and the only additional information that we used in performing

semantic segmentation on the Columbia, Missouri data was a scale factor (the latitude

and longitude of point cloud tiles) to calibrate the resolution of the test point clouds

relative to the training point clouds.
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2.6 Chapter Conclusions

City-scale classification of 3D LiDAR data using only the range measurements can be

accurately estimated using deep learning architectures. We show that the proposed

GLSNet++ architecture with dual global and local feature embedding streams, us-

ing a SSCN-UNet and PointNet++ backbones respectively, outperforms the single

stream architectures by up to 2.7 percent. Fusing the global and local feature embed-

dings using a novel lightweight graph convolutional network demixing block further

improves the boundary accuracy by about 1.5%, resulting in an overall accuracy of

92% across five common urban classes even with a high degree of class imbalance.

GLSNet++ using feature fusion is competitive with the best architecture that uses

classifier fusion using an architecture ensemble method. The feature fusion approach

enables better generalization to LiDAR data from unseen urban scenes and shows

potential for large scale modeling, simulation and navigation applications.
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Chapter 3

PointGrad: Point Gradient
Operator for 3D Point Cloud
Segmentation

Geometric shape and structure representation is a critical requirement for point cloud

recognition and segmentation. Graph convolution networks offer a powerful approach

to encode the geometric relationships between points using edge operators in a latent

space projection. However, the commonly used K−nearest neighbor search tends to

cluster groups of nearby points, losing larger-scale geometric information, besides,

previous proposed graph convolution graph operators are not explicitly designed for

directional gradient operation. We propose a new graph convolution operator, re-

ferred to as the Point Gradient (PointGrad) operator, that encodes point directional

tensor gradients into a high-dimensional multiscale tensor space. PointGrad can

encode different orders of partial derivatives, capturing multiscale geometric shape

and curvature information. Using the PointGrad operator with graph convolutions

on scattered irregular point sets captures the salient structural information in the

point cloud across spatial and feature scale space, enabling efficient learning. By

stacking PointGrad operators, we can construct families of deep PointGrad networks
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(a) GroundTruth (b) PointNet++ [21] (Acc87.11)

(c) DGCNN [33] (Acc88.52) (d) Ours (Acc95.60)

Figure 3.1: Visualization of different methods on ShapeNet.

(PointGradNet). We demonstrate the effectiveness, efficiency and robustness of the

PointGrad operator on several benchmark datasets.

3.1 Introduction

3.1.1 Motivation

3D point cloud semantic segmentation is a challenging task in computer vision, where

points are irregular, sparse, and noisy. For point cloud understanding, structural in-

formation is vital. For example, in large-scale city point cloud semantic segmentation

scenarios, structures of edges, facets, and planar structures are essential for differ-

entiating building and high vegetations. Currently, how to efficiently and effectively

capture structural and context information from 3D point clouds remains challenging.

In this work, we are motivated by the fact that points in various quantized direc-
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KNN searches 8 nearest neighbors PointGrad searches 8 quantized directional neighbors

Figure 3.2: Visualization of the PointGrad operator: (a) Original point cloud object
with two parts (blue and red) and two labeled points p0,p1. (b) KNN approach –
the 8 nearest features based on spatial distance. The resulting features for p0 and p1

are shown. The generated features are ordered by distance from pi. (c) PointGrad
approach – searches for NN within 8 octants in 3D (or sectors in the 2D example) for
p0 and p1. The generated features are ordered by counter-clockwise directions from
pi. (d) The 8 search regions visualized as octants. (e) Central reference point p0 and
its 8 directional neighbors within a fixed radius, visualized using 2×2×2 grid neighbors
within radius r. The 8 direction vectors to NN in each octant are p1,p2, ...,p8. (f)
PointGrad computes tensor gradients along each direction uj, j = 1, ..., 8. (e) Using a
multi-layer perceptron (MLP), we update the point tensor p0 to p′0 by encoding each
directional gradient tensor.

(a) Point cloud (b)
∥∥∂{R,G,B}f∥∥ (c) ‖∂xf‖ (d) ‖∂yf‖ (e) ‖∂zf‖

Figure 3.3: Illustration of PointGrad tensor operator. A sample indoor scene point
cloud from the S3DIS dataset. A 3D point cloud with point representation f(x, y, z) =
{x, y, z, R,G,B}. The different tensor derivative operators: color vector derivative
for image edge structures, partial derivative in each spatial direction for planar spatial
structures.
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tions preserve the geometry structure of point clouds, and directional gradients can

describe the changes of points in a representation space that are highly relevant to

point cloud understanding. We design a graph gradient operator, referred to as Point-

Grad, to encode the point directional gradient of different orders in high dimensional

tensor space. Such an operator can capture the diverse scaled structural and contex-

tual information in point clouds efficiently and effectively. In Figure 3.1, we present

the motorbike part segmentation results of representative methods PointNet++ [21]

and DGCNN [33]. The DGCNN designs a dynamic graph where the vertices in the

graph are searched by the K-nearest neighbor(KNN) euclidean distance of the fea-

ture vector. Representative methods such as PointCNN [32], PointConv [44], Point-

wiseCNN [17] use K-nearest neighbor euclidean distance of spatial distance for local

graph construction, and these methods design various network modules to encode

information of the point clouds. When using KNN to search neighbors to construct

the graph of feature space, the points of KNN will fall in the same quadrant some-

times, which leads to the loss of geometry information. PointSift proposes to search

the points from directions in grids and designs an axis-aligned operator to encode the

orientation information of points.

We propose PointGradient (PointGrad), which differs from these methods in two

aspects: (1) Graph Construction: instead of using KNN search or search from di-

rections in grids, PointGrad proposes to search in quantized directions. Therefore,

searching directions in grids is one sub-case of quantized directional search. (2) Graph

Computation: instead of complex network module design, PointGrad proposes to en-

code the quantized directional gradients into feature space. The PointGrad operator

has two essential properties: (1) neighbors in search space are spread in various direc-

tions, which in our design, we propose quantized directional nearest neighbor search.

(2) encoding features in each direction efficiently and effectively, which in our design,

we propose the gradient feature of different orders to capture each direction space
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structure and context representations effectively.

Our rationale of PointGrad is explained as the following: (1) graph construc-

tion: using quantized directional search (2) graph computation: encoding directional

gradients. From the perspective of graph construction, we compare the quantized

directions search with KNN search. In the first row of the Figure 3.2, we show that

KNN searches eight nearest neighbors and using PointGrad quantized directional

search eight directional nearest neighbors (each quantized quadrant covers 45◦ ). In

this way, PointGrad quantized directional search covers long-range structural and

contextual information in various directions. In the first row of Figure 3.2, the KNN

searched neighbors are clustered in the upper part, while the PointGrad directional

searched neighbors are spread in various directional spaces. Besides, with PointGrad

directional search, the generated features maps are more robust since the generated

feature maps in KNN are arranged with the nearest distance, while in the PointGrad

directional search, the feature maps are sorted in directional space order. In the

second row of Figure 3.2, we show that the PointGrad will integrate features of each

directional gradient in updating point features. We will discuss this process in section

3. From the perspective of graph computation, we illustrate the reason for designing

directional gradients. For a simple case, the partial derivatives along the directions on

RGB can easily delineate the edges of point clouds, since RGB colors change rapidly

around edges, and therefore the gradients of RGB colors have high responses on edges.

The partial derivatives along the x, y, z directions on RGB delineate the planes of

point cloud, since RGB colors are consistent on the plane. Furthermore, noise effects

such as slow variations in color, intensity, etc., can be reduced in the gradient space

to allow the representation to concentrate more on the changes itself, where direc-

tional gradients of different orders can describe these representations in an effective

way. In Figure 3.3, we show an example of a point cloud from S3DIS [43] which is a

dataset composed of a set of indoor scene point clouds, as an example. We apply our
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PointGrad module to compute L2 − norm of partial derivatives on the input space:

x, y, z, RGB of 8 quadrant directions, and show the resulted features of the point

cloud in (b), (c), (d), (e). It is evident that after partial derivative operators, we can

easily detect x directional planes, y directional planes, and z directional planes since

the partial derivatives are approximately zeros on these planes.

3.1.2 Contribution

Most existing methods attempt to learn the structural information by different graph

convolutions. In our work, we explicitly extract directional gradients from 3D point

cloud and design algorithms and network architectures accordingly. Through our pro-

posed point directional derivative operators and network module PointGrad, we map

3D point clouds to the space of point-neighborhood directional gradients (PNDG) to

efficiently encode the structures of edges, planer patches, curvature structures and

etc, and contextural information of the spatial space and high dimensional tensor

feature space in deep networks. We further embed PointGrad within three deep net-

work structures to design structure-aware networks, and name the network family

as PointGradNet. To perform the PNDG feature encoding in hierarchical feature

space and different scales, we design several versions of PointGrad to encode gradient

flow in alternative ways, forming three representative deep network structures within

PointGradNet for 3D point clouds. We demonstrate the effectiveness, efficiency, and

robustness of our directional derivative-based network representations in 3D point

cloud semantic segmentation tasks.

In summary, we propose a network module PointGrad to encode point directional

gradient features of different orders in 3D point clouds. This directional difference

encoding has a strong power in representing crucial structural features such as edges

and planar patches for point cloud segmentation. We design a PointGrad archi-

tecture family that embeds the PointGrad module in a set of networks to encode
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multiple-order and multiple-scale point directional differences, and we designate it as

a structure-aware point directional derivative network. We demonstrate the efficiency,

effectiveness, and robustness of our novel PointGrad module on several point cloud

semantic segmentation benchmarks. PointGrad achieves competitive performance

consistently in various scales of point cloud segmentation tasks, including city-scale

point cloud segmentation, indoor scene semantic segmentation, and object part seg-

mentation, confirming that our proposed PointGrad can effectively capture structure

information of different scales.

This chapter is organized as follows. Section 4.2 reviews the related work in

point cloud segmentation; Section 3.3 describes our PointGrad module and PointGrad

networks family in details; Section 4.5 presents quantitative results of our algorithm.

We conclude this chapter in Section 4.6.

3.2 Related Work

In this section, we briefly review the deep learning methods on 3D point cloud seg-

mentation. According to data types of point clouds, recent methods of deep learning

on point clouds can be categorized as voxelization -based [25, 45, 46, 47, 48, 49],

multi-view-based [50, 51, 52] and graph-based [20, 21, 53, 54, 55, 56, 34, 30, 31, 57].

Here we mainly discuss graph-based methods for point cloud segmentation since

our method is related to graph-based methods. PointNet [20] proposes a network

to learn on unordered point clouds by point-wise encoding and aggregation through

global max-pooling. PointNet++ [21] proposes a hierarchical neural network to cap-

ture geometric details of point set. Kernel point convolution (KPConv) [36] proposes

to directly operate on point clouds without intermediate representation. PartNet [35]

proposes a top-down recursive decomposition strategy for shape segmentation. Super-

point Graphs (SPG) [34] adaptively partitions point clouds by contextual relationship
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encoded superpoint graphs, and it embeds every superpoint with a shared PointNet.

The semantic labels of the superpoints are predicted from the PointNet embedding

of each current superpoint and its spatially neighboring superpoints. PointCNN [32]

uses the layer of X -Conv instead of multi-layer perceptron to exploit certain canonical

ordering of points. More recently dynamic graph CNN (DGCNN) [33] suggests an

alternative grouping method to ball query that is used in PointNet++ [21]: namely,

Euclidean distance based KNN between feature vectors. PointSIFT [23] proposes

an orientation-encoding unit by providing eight crucial orientation representations

of points. Pointwise convolution neural network (PointwiseCNN) [17] proposes a

pointwise convolution operator for each point, which bins its nearest neighbors into

kernel cells before convolving with kernel weights. PCNN [58] module first queries

the neighboring points and then bins them into grids, and multiple layers processing

is performed on each grid to first get local grid features and then apply convolution.

Existing methods of graph-based methods propose different methodologies to capture

the point cloud information. In contrast to these efforts, our proposed PointGrad ex-

plicitly computes point directional gradients in an octant system with different orders

to encode point cloud structure information. In Section 3.3.6, further details will be

discussed to contrast of our PointGrad with the above discussed graph-based neural

network methods.

3.3 Proposed PointGrad Operator

Given a set of 3D points, the task of semantic segmentation is to predict the semantic

label of each point. In object part segmentation, the task is to segment different

parts of a object. In indoor scene point cloud segmentation, the task is to segment

furniture in the room. Our PointGrad is designed to be able to capture the different

structures efficiently and effectively in these point clouds.
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In this section, we will 1) define the directional derivatives 2) introduce the point

directional derivative operations 3) describe the point directional derivative deep mod-

ules 4) present the PointGrad network family 5) discuss the detailed differences be-

tween PointGrad and other methods.

3.3.1 Directional Derivative

The directional derivative O(um)f(x0, y0, z0) is defined as the rate at which the function

f(x, y, z) changes at a point (x0, y0, z0) in the direction um. It is a vector form of the

conventional derivative, defined as,

∂umf = lim
h→0

f(x + hum)− f(x)

h

‖um‖ =
√
u2
x + u2

y + u2
z = 1

(3.1)

where um is the unit directional vector.

Another representation for modeling directional changes, simpler than derivatives,

is the finite directional difference:

∆humf = f(x + hum)− f(x) (3.2)

where the finite directional difference is hum. This is the basis for the PointGrad

tensor gradient operator used in this work, since point sets are discrete sets and we

use finite difference approximations in the rest of the chapter.

3.3.2 Point Directional Derivatives

For 3D point clouds, we define the point directional derivative operation. A point set

with N points is defined as P = {p1, ...pN} ∈ RD. For each point pi = {Lpi , spi},

Lpi = {x, y, z} is the 3D geometry coordinate of the point , and spi is the feature
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vector of pi. For each point pi with feature vector spi , the form of spi depends on

the input space.In LiDAR point cloud, spi = {x, y, z, I, R}, where I is the LiDAR

return intensity, and R is the LiDAR return number. In RGB-D point cloud, spi =

{x, y, z, R,G,B} or spi = {R,G,B} depending on if the location {x, y, z} is used as

features; In networks, spi is the feature vector of pi in certain layer.

We compute a directed graph G = {V , E} representing local point cloud structure,

where V = {pj, j = 1, ..., n} and E ∈ V × V are vertices and edges, respectively. In

the simplest case, we construct G as the K-nearest directional neighbor graph of pm

in RD. Since our module is designed to compute the point directional gradients in

point cloud, the two properties of gradient, i.e., direction and magnitude, are both

encoded in the graph by graph construction and edge function. We first introduce

a K-nearest directional neighbor graph construction procedure which helps encoding

the gradient direction of points, and we then introduce the edge function to encode

the gradient magnitude of directional points.

The graph is constructed by the K-nearest directional points search. We define

the K nearest directional points of the center point p0 as its K neighbors in the

G×G×G grid or quantized space. In G×G×G grids, the set of these K directional

neighboring points is V of the center point p0 (K = G3). In quantized space as we

show in Figure 3.2 first row (c), each nearest directional neighbors are searched in

quantized directional space within radius r (In Figure 3.2 first row (c), the quantized

space is 45 degrees in each quadrant). As an example, in Figure 3.2, we use 2× 2× 2

grid with 8 directional derivatives within a radius r to illustrate our point directional

derivative computation. Figure 3.2 (a) represents the 8 directions for each point.

Each quadrant represents one direction. In Figure 3.2 (b), the center point is p0, and

its 8 nearest directional neighbor set is V = {p1, ...,p8}. If in one direction within

radius r, there is more than one point in that direction octant, the point with the

nearest euclidean distance to p0 is selected. If along a direction there exists no point

40



in the radius r, then p0 is duplicated as that directional neighbor, setting the gradient

to 0 in this direction to represent an empty direction.

First-order Directional Derivative and Difference The first-order directional deriva-

tives are used to describe feature tensor changes along the eight spatial directions.

The point directional derivative operator in the direction um (m = 1, 2, 3, ...8) is

approximated by using finite differences for computational efficiency as,

∂umf ≈ ∆hum = f(Lpm)− f(Lp0) = spm − sp0 (3.3)

with um being the unit direction vector from p0 to pm, Lpm − Lp0 = hum is the

directional gradient vector from p0 to its neighboring points pm, within a specified

ball of radius r = ‖um‖ =
√
u2
x + u2

y + u2
z. Note that the neighboring points in the

set are scattered and irregularly spaced within this radius r ball centered at p0.

High-order Directional Derivative and Difference For the high order point direc-

tional derivative, we still consider its 8 directions. If the nth-order (n = 2, 3, ...)

directional derivative is computed at the um direction, which is the same direction as

its (n− 1)th derivative, then we have

∆(n)
um = ∆(n−1)

um f(Lp0 + hum)−∆(n−1)
um f(Lp0)

= ∆(n−1)
um f(LPm)−∆

u
(n−1)
m

f(Lp0)

(3.4)

Otherwise, if the nth-order directional derivative is computed along other directions,

for example, vk (k = 1, 2, ...8),vk 6= λum, then we have

∆(n)
umvk

= ∆(n−1)
um f(Lp0 + tvk)−∆(n−1)

um f(Lp0)

= ∆(n−1)
um f(LpN )−∆(n−1)

um f(Lp0)

(3.5)
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3.3.3 PointGrad Module Design

Our PointGrad modules are designed to compute point directional derivatives in the

neural network. We design several modules of PointGrad to compute different orders

of directional derivatives for encoding different structural information. We denote

the module that encodes the first-order point directional derivative as PointGrad-1,

that encodes the second-order point directional derivative as PointGrad-2, ... , and

that encodes nth-order directional derivative as PointGrad-n. In this section, we first

describe PointGrad-1, which is the basic module in the PointGrad Network family.

The PointGrad-2 and PointGrad-n are designed by recursively applying PointGrad-

1 in the network. We construct different types of networks by using the different

versions of PointGrad, which form the PointGrad family discussed below.

First-order Directional Derivative PointGrad-1

Figure 3.4: Design of PointGrad-1 for encoding first directional derivative with pm
being the center point.

We first describe the computation and implementation of first-order point direc-

tional derivative. For each layer in the network, the input point set is P and the output

feature point set is denoted as P′. For each point pm in P, with pm = {Lpm , spm},

we apply the PointGrad operator shown in Figure 3.4, then the output point is

p′m = {Lpm , s
′
pm}. We find the 8 nearest directional neighbors of pm in 2 × 2 × 2
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Figure 3.5: Design of nth order PointGrad-n for encoding high-order gradients for
modeling differential shape.

grid with the grid length r, with the set denoted as VKpm , where K = 8. Each

point in VKpm is represented as pj = {Lpj , spj}, j = {1, ..., 8} . Therefore, for

the 8 directions, the directional difference in each direction uj of the point pm is

∆uj(pm) = spj−spm , j = {1, ..., K}. Let θ represent the parameters of PointGrad−1,

and let fθ be the mapping function that maps the input feature set s to the output

feature set s′. The updated feature set by PointGrad-1 is computed as,

s′ = fθ(s) = Wcout
cin

([s, sd]) (3.6)

where sd = {∆uj} = spj − spm , j = {1, ..., 8}, and [ · ] denotes the operation of

concatenating the original feature s with the derivative feature sd. The output s′

is computed by convolving the concatenated feature with Wcout
cin

, which is a set of

1 × 9 convolutional kernels with the input channel size cin and output channel size

cout. Wcout
cin

is learned to aggregate information from the original features and their

derivatives. The implementation of PointGrad−1 is shown in Figure 3.4.

High-order Directional Derivative PointGrad-n

In addition to the first-order directional derivative, we also design modules to compute

high-order directional derivatives for feature representation. We can deduce that high-

order directional derivatives PointGrad-n can be implemented as in Figure 3.5, which
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recursively applies PointGrad-1 to compute the high-order point feature directional

derivatives. Another version of encoding mixture directional derivatives combines

different orders of directional derivatives to enrich the representation of PointGrad.

The usage of these modules will be demonstrated in our experiments.

3.3.4 Gradient Backpropagation in PointGrad

Here we compare the gradient computation in each layer of PointGrad with that

of a regular neural net layer operation. For a regular layer, without PointGrad, the

gradient is computed as,

∂s
′

δWcout
cin

= s (3.7)

In PointGrad, the gradient is computed as,

∂s′

∂Wcout
cin

= s +
∑

j=1,2,...K

∆uj (3.8)

Obviously, the operation of PointGrad is different from that of the regular Point-

Net layer, where beside of the input information s, our PointGrad module addi-

tionally encodes the neighboring set directional difference
∑

j=1,2,...K ∆uj into the

backward gradient flow.

3.3.5 PointGradNet: PointGrad Network Family

In the last subsection, we have designed several types of PointGrad modules to com-

pute gradient flow, where a sequence of PointGrad could encode higher-order direc-

tional derivatives for feature representations. Naturally, a deep neural network can

be employed for this through stacking PointGrad modules. Therefore, we design a
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(a) PointGrad-Deep (b) PointGrad-U (c) PointGrad-U++

Figure 3.6: PointGrad operator can be used in many different deep network families
like the three shown above.

family of PointGrad Networks by exploring three representative gradient flows, 1)

PointGrad-Deep: a deep network structure as in Figure 3.6 (a) that implements the

PointGrad−n by using the Figure 3.5 to encode high-order point directional deriva-

tive. 2) PointGrad-U: a deep network structure as in Figure 3.6 (b) that implements

the mixture PointGrad−n by using the concatenate different orders of PointGrad to

encode the mixed order point directional derivative. 3) PointGrad-U++: a deep net-

work structure as in Figure 3.6 (c), which is a dense version of PointGrad-U by using

mixed orders of point directional gradients.

In integrating PointGrad with the three types of the networks, we borrow from

PointNet++ [21] the sampling and grouping (SG) module and the feature interpola-

tion (FI) module for downsampling and interpolation on point set, and adapt them for

PointGrad. For details of SG and FI, please reference to [21]. To facilitate describing

our network structures, we use () to represent the numbers of channels of the point

features. By inserting the SG and FI modules into different locations of the network,

the receptive fields are enlarged, and by inserting the FI module into different layers

of the network, the downsampled points are interpolated back to the original point

set size.

1) PointGrad-Deep is a deep network which implements the PointGrad−n in com-

bination with SG and FI. We stack the PointGrad to form the PointGrad−n as a deep
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Table 3.1: Comparison to existing graph convolution deep network architectures with
graph edge operators.

Method
Neighbor

Search
Graph Edge

Function
Learnable

Parameters
Feature Space

Encoding
PointNet [20] – fΘ(pi,pj) = fΘ(pi) Θ Point feature manifold
PointNet++ [21] KNN / Ball of {x,y,z} fΘ(pi,pj) = fΘ(pj) Θ Neighbor feature mapping
MoNet [59] KNN / Ball of {x, y, z} fθm,wn(pi,pj) = θm · (pj � gwn(u(pi,pj))) θm,wn Adaptive Hadamard
PCNN [58] KNN / Ball of {x, y, z} fθm(pi,pj) = θm · (pj � g(u(pi,pj))) θm Fixed Hadamard
PointCNN [32] KNN / Ball of {x, y, z} fΘ(pi,pj) = fθc(fMθ

(pj)× [fMδ
(pj),pi]) Mθ,Mδ, θc Coordinate mapping

PointConv [44] KNN / Ball of {x, y, z} fMd,Mθ
(pi,pj) = (fMd

(Dpj) · pj)fMθ
(pj) Md, Mθ Point density mapping

DGCNN [33] KNN of feature space distance fΘ(pi,pj) Θ Adaptive feature mapping
PointSIFT [23] Cube Directional search of {x, y, z} fΘ(pi,pj) = fMθ

(pi ⊕ fθo(pj)) Mθ,θo Axis-aligned convolution
PointGrad Quantized Directional search of {x, y, z} fΘ(pi,pj) = fΘ([pi,pj − pi]) Θ Tensor directional gradient operator

graph neural network. 2) PointGrad-U is a mixture point gradient network, by using

skip links and concatenation operation to realize a mixture of directional derivatives.

PointGrad-U only concatenates the gradient features at the corresponding levels so

that different orders of derivatives at the same scale are added to the forward and

backward flows in the network. We call it PointGrad-U because it is a U-shape net-

work. 3) PointGrad-U++ is designed to encode mixture-ordered point gradient in

different scales in the network, as well as encode gradients of both shallow and deep

features. We construct the PointGrad-U++. Besides, the PointGrad-U structure has

the problem that there is a large gap of gradient crossing a link between encoder

and decoder. By inserting a PointGrad module in each link between the encoder and

decoder, the gradient gap can be reduced, and more orders of directional derivatives

are involved in backward gradient flow to encode rich information. The above design

is similar to UNet++ network structure, therefore we name it as PointGrad-U++.

These three network designs of structures are quantitatively evaluated through exper-

iments on 3D point cloud benchmarks, and the results are discussed below in Section

4.5.

3.3.6 Comparison with Existing Methods

PointGrad is related to graph convolutional neural networks. Here, we compare our

PointGrad module design with several prototype graph CNNs for point cloud learning
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including: (a) PointNet or PointNet++ layer operation, (b) MoNet [59] and Pointwise

Convolutional Network (PCNN), PointCNN: Convolution on X -Transformed Points,

PointConv [44], (c) graph edge convolution in DGCNN [33], and (d) PointSIFT [23].

These methods are discussed from the perspectives of graph construction, edge func-

tion and learnable parameters. These major categories of approaches are summarized

in Table 3.1 and discussed in further detail next.

For a point set, a directed graph is constructed as G = (V,E), here we use the

simplest case where the neighbor set V = 1, ..., K + 1 which is composed of a center

point pi, and its K neighbor point pj. We define the updated p′i to be the output of

a graph convolution operation defined as,

p′i = fΘ(pi,pj) (3.9)

(a) PointNet & PointNet++: PointNet can be regarded as a fixed weight graph

representation for local point averaging or max-pooling operations, represented as

the local graph operation, fθ(·). PointNet++ uses max-pooling to obtain local region

information, which queries nearest neighbors based on geometric coordinates and

uses multiple layers to encode local region information excluding pi, where the edge

function is fθ(pi,pj) = fθ(pj), and the information is aggregated by max operation,

as discussed in [31].

(b) Recent graph networks such as MoNet [59], PCNN [32], PointCNN and Point-

Conv, are focused on the design of different graph convolution-type operations.

• MoNet: the graph structure of MoNet in a local ”pseudo-coordinate system”

u is defined as a M -component Gaussian mixture model. The edge function is

computed in fθm,wn(pi,pj) = θm · (pj � gwn(u(pi,pj))), where g is a Gaussian

kernel and � is the elementwise (Hadamard) product, and wn are learnable

parameters of the Gaussians (mean and co-variance), and θm are the learnable
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filter coefficients.

• PCNN: PCNN can be regarded as a special case of MoNet with g as predefined

Gaussian functions, and the learnable parameters wn are removed, thus the edge

function of PCNN is simplified as fθm(pi,pj) = θm · (pj � g(u(pi,pj))).

• PointCNN: PointCNN proposes a pointwise convolution, and the edge function

can be written as fΘ(pi,pj) = fθc(fMθ
(pj) × [fMδ

(pj),pi]). It first lifts local

coordinates of neighbor set into high dimensional features by fMδ
, where fMθ

is

a learnable transform function of coordinates, [·] is the concatenate operation,

and fθc is the convolution operation.

• PointConv: PointConv proposes a density re-weighted convolution,

as fMθ,Md
(pi,pj) = fwd(Dpj)pjfMθ

(pj), where Dpj is a kernelized density esti-

mation function, fMd
is a multi-layer perceptron (MLP) for adapting the den-

sity scale, and fMθ(pj) is a MLP with learnable weights Mθ for re-weighting the

neighbor set density weighted point feature fMd
(Dpj)pj.

(c) DGCNN: Dynamic Graph CNN uses different graph edge functions for fΘ.

The main difference between DGCNN and the above methods is that the constructed

DGCNN graph is dynamic because its neighbor sets are selected based on distances

in feature space. Thus, as the feature space changes, so does the graph; while other

methods construct graphs using distances based on point coordinates and so the graph

structure remains fixed.

(d) PointSIFT [23] proposes to encode information of different orientations, and

the edge function is defined as fΘ(pi,pj) = fMθ
(pi ⊕ fθo(pj)), where fθo is an

orientation-encoding convolution along X, Y, Z, ⊕ is add or concatenation, and fMθ

is an MLP operation, and Mθ is the set of multi-layer perceptron parameters.

(e) PointGrad: In comparison with all of the above operations, our approach

has two major differences: (1) unlike the above local feature encoding methods, we
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Table 3.2: Benchmarks for 3D point cloud semantic segmentation

Dataset Data Type Scenario Task # of Classes Feature
ShapeNet [2] 3D Model Object Part Segmentation 50 {X,Y, Z}
S3DIS [60] RGBD Indoor Scene Semantic Segmentation 13 {X,Y, Z, R, G, B}
IEEE DFT4 [12] Airborne LiDAR City-scale Semantic Segmentation 5 {X,Y, Z, I, R}

are rooted in point directional difference, and our PointGrad explicitly computes the

first-order directional difference feature to encode the structure information of planes,

edges, or corners; (2) a sequence of PointGrad, i.e., PointGrad−n, essentially is a

high order directional difference encoding module, and it can encode different orders

of point directional difference information through different concatenating strategies.

To the best of our knowledge, we are the first to propose a network module that can

explicitly derive the point direction difference to encode structure information of a

point set in a graph manner.

3.4 Experiments

3.4.1 Datasets and Implementations

We evaluate the proposed PointGrad network family on three tasks: 1) city LiDAR

point cloud segmentation: capture large structure blocks such as buildings, trees,

bridges, etc, 2) indoor scene segmentation: capture structures of indoor objects such

as tables, chairs, etc., 3) Object part segmentation: capture small structures such as

planes of table, legs of stools, etc. The details of these types of datasets are sum-

marized in Table 3.2, and one example from each of these datasets are also shown in

Figure 3.7. We choose these tasks from different scenarios to show that our algorithms

can capture different scales of structure information including city blocks structures,

indoor furniture structures, and object structure.

Large-scale city point cloud semantic segmentation 2019 IEEE Data Fusion Chal-

lenge Track4 Dataset is a city-scale LiDAR point cloud semantic segmentation dataset
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Figure 3.7: PointGrad on semantic segmentation benchmarks of different scales

which covers two cities: Omaha, NE and Jacksonville, FL. The range of LiDAR point

clouds is around 500m × 500m with LiDAR accuracy 80 centimeters. Each LiDAR

point is provided 5-dimension input {X, Y, Z, Intensity, Return Number}, and la-

beled by six classes: Ground (G), High Vegetation (HV), Building (B), Water (W),

and Elevated Road (ER). There are 110 point clouds for training, 10 validation point

clouds, 10 point clouds for held-back testing on the test server.

Indoor scene segmentation is an important and challenging task in computer vi-

sion. We evaluate the proposed method on benchmark S3DIS [60]. The S3DIS dataset

contains 3D scans of 271 rooms from 6 areas, with a total of 13 categories. Each point

has RGB features. For experiments on S3DIS, we follow the training/testing split in

[61] to measure the generalization ability of existing methods under training and test-

ing setting of Area 5. The ScanNet dataset [62] contains 1,513 scenes captured by

the Matterport 3D sensor. The points are annotated in 20 categories and one back-

ground class. We follow the official training/testing split 1201/312 scans from [62] in

this work.

Shape part segmentation is a challenging task in fine-grained shape segmentation.
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We evaluate the proposed method on ShapeNet [2] dataset which contains 16,881

shapes with 16 categories, and totally are segmented in 50 parts. We follow the

data split in [21]. We random sample 2048 points as the input, and the one-hot

encoding label of object class is concatenated. We report the mean IoU(mIoU) over

all classes and all instances, respectively.

Our PointGrad is implemented in Tensorflow [63] framework. All the reported

results of PointGradNet was trained in a total of 200 epochs using Adam optimizer [64]

with an initial learning rate of 0.001. For experiments on IEEE DFT4, we followed

the baseline pre-processing and post-processing procedure provided by the challenge

baseline method [12], and we chose the best model on the validation set to test on the

held-out test set. For experiments on ShapeNet, S3DIS, we follow the pre-processing

procedure and evaluation of PointNet.

3.4.2 Ablation Study

Table 3.3: With/Without directional difference operation, Gradient (Direction +
Magnitude)

Method
Encode

Direction
Encode

Magnitude G HV B W ER OA mIOU
PointDiff X 96.99 95.00 86.41 89.27 79.55 97.09 89.45

PointRelation X 97.55 95.77 88.74 92.63 79.21 97.60 90.78
PointGrad X X 97.77 95.58 89.37 93.57 83.45 97.76 91.95

Encoding direction and magnitude both play important roles in semantic segmen-

tation. The gradient is composed of two components: direction and magnitude of

difference between two vectors. Our PointGrad is designed to encode these two com-

ponents. To analyze the importance of encoding both direction and magnitude, we

decouple the experiments into three variants: (1) PointDiff: instead of keeping the

direction in tensor as in PointGrad, we randomly permute the direction neighbor-

hood in each point neighbor set, and otherwise keep the difference operation the
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Table 3.4: IoU accuracy for different variations of our proposed 3D PointGrad seg-
mentation deep architecture on 2019 IEEE DFT4 (US3D) test dataset, for five classes:
Ground (G), High Vegetation (HV), Building (B), Water (W), and Elevated Road
(ER).

Method G HV B W ER OA mIOU
PointGrad-Deep 97.60 95.07 88.49 92.40 83.35 97.56 91.38
PointGrad-U 97.99 95.50 90.12 93.66 84.81 97.90 92.41
PointGrad-U++ 97.61 96.07 89.18 94.55 88.37 97.78 93.16

same with PointGrad. With this operation, the point direction is not consistent in

each layer, which destroys the point directional property in point directional differ-

ence. (2) PointRelation: in this setting, we do not apply difference operation after

obtaining the directional neighbor set, but directly apply 1 × 9 convolution on the

neighbor set, which means that the difference property is destroyed in this setup. (3)

PointGrad: this is our design of using both direction and magnitude of directional

difference. We apply these three versions of feature encoding methods in Figure 3.6.

The PointDiff version gets the lowest performance since it loses the feature orienta-

tion information for structure understanding. Due to the loss of orientation, even

if the difference operation is applied, it could not encode higher-order difference in-

formation by stacking the layers together. Besides, it only encodes local region’s

information of neighbor set for each point in each layer without modeling the relation

of points. The PointRelation version only encodes the orientation information but

loses the difference information, and therefore it could not encode the magnitude of

gradient. In contrast to PointDiff and PointRelation, PointGrad encodes both the

direction and magnitude information of the directional differences, which yields the

best performance.

Embeding PointGrad in deep network architectures is beneficial. We establish a

family of PointGrad operators for different deep learning network architectures includ-

ing Deep (no skipped connections), UNet, UNet++ structured networks using Point-
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Table 3.5: Ablation study on shape part segmentation benchmark ShapeNet [2]

Method OA class mAcc class mIOU instance mIOU
PointGrad-Deep 93.64 87.05 81.37 83.03
PointGrad-U 94.11 88.05 82.46 83.60
PointGrad-U++ 94.42 88.48 83.50 84.74

Grad module as discussed previously (see Figure 3.6. We verify how well the Point-

Grad operator works in different architectures across two tasks, including city-scale

point cloud semantic segmentation dataset IEEE DFT4, and object part segmentation

ShapeNet as in Table 3.4 and Table 3.5. With the skip connections, the PointGrad-

U achieves higher performance than Point-Deep, and PointGrad-U++ achieves best

performance since it benefits from multi-supervision training (PointGrad-U++ uses

three losses for supervision) and adds more orders of point directional differences in

network information aggregation.

3.4.3 Comparison to Existing Methods

Analysis on large-scale city point cloud segmentation. We first evaluate the proposed

PointGrad on IEEE DFT4(US3D). The challenge for such a task is how to effectively

encode large-scale differences of objects such as building vs. bridge, where a bridge

is usually much larger than a building at a city scale. In Table 3.6, we compare our

method with existing methods. In comparison with those graph-based methods, our

PointGrad achieves the best performance. Comparing with the Rank-1 method DP-

Net, our model surpasses their single model performance (their winning performance

in the challenge was based on ensemble models and post-processing). We conjecture

that the superior performance of our model over previous graph methods is due to the

ability of PointGrad in explicitly computing the point directional differences, which is

essential in encoding structure information. For example, the structures of buildings
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Table 3.6: Class IoU accuracies for different 3D segmentation architectures on 2019
IEEE DFT4 (US3D) test dataset, for five classes: Ground (G), High Vegetation (HV),
Building (B), Water (W), and Elevated Road (ER). ∗ results are from [3]

Method G HV B W ER OA mIOU
SSCN-U 96.95 90.96 82.10 95.93 62.54 96.29 85.69

PointNet++∗ 95.4 95.2 83.7 88.4 76.6 96.3 87.9
PointNet++(MSG)∗ 96.8 94.9 85.8 93.1 74.8 96.9 89.1

DGCNN∗ 96.4 96.2 86.3 96.2 48.7 96.9 84.8
PointCNN∗ 96.7 95.4 88.3 88.3 83.5 97.3 90.4
PointSIFT∗ 97.4 96.1 88.4 91.5 79.3 97.5 90.6
PointConv∗ 97.6 95.5 89.1 92.1 76.3 97.6 90.1
GLSNet [1] 97.56 93.94 87.56 95.64 77.90 97.37 90.52
DPNet [40] 97.87 95.79 89.98 94.94 86.48 97.94 93.01

DPNet+grid map [40] 98.5 96.0 92.4 95.3 86.9 98.4 93.8
DPNet+grid map+model fusion [40] 98.74 96.11 93.31 96.54 89.04 98.57 94.55

PointGrad-U++ 97.61 96.07 89.18 94.55 88.37 97.78 93.16

and trees can be more discriminate when observing gradient features: buildings are

always associated with planes, and their gradient features would show many zeros,

while trees display irregular structures, and their gradient features would be more

random.

In Figure 3.8, we visualize the segmentation outcomes of the representative meth-

ods on DFT4 dataset. PointNet++ is the most commonly referenced methods in

point cloud segmentation, and SSCN shows impressive performance of segmentation

on several segmentation benchmarks. GLSNet [1] is a two-branch network for com-

bining global and local structural and contextual information for large-scale point

cloud segmentation. The error maps clearly show that our proposed PointGrad has

fewer errors than the other methods, especially in bridge class.

Analysis on Indoor Scene Semantic Segmentation In Table 3.7 and Table 3.8, we

compare our method with existing methods on indoor scene segmentation on S3DIS

and ScanNet. Our PointGrad shows competitive performance on both datasets.

Analysis on Object Part Segmentation In Table 3.2, we compare our method with

existing methods on ShapeNet, PointGrad shows its competitive performance on ob-
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Figure 3.8: Visualization of different methods on IEEE DFT4 dataset.

Table 3.7: Comparisons with related work on S3DIS Area 5.

OA mIOU
PointNet [20] – 48.98
SPGraph [34] 86.38 58.04
SegCloud [61] 85.91 58.27
PCCN [65] – 58.27
PointCNN [32] 85.91 57.26
PointGrad (Ours) 86.17 56.95
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Table 3.8: Comparisons with related work on ScanNet dataset.

Publication mIOU
OctNet [48] CVPR17 18.1
ScanNet [62] CVPR17 13.5
PointNet++ [21] NIPS17 38.28
PointSIFT [23] ArXiv18 41.5
RSNet [22] CVPR18 39.35
TCDP [66] CVPR18 40.9
PointGrad (Ours) 45.76

Table 3.9: Comparison to existing methods on ShapeNet

ShapeNet
Method class mIOU instance mIOU
ShapeNet [2] - 81.4
Kd-Net [49] 77.3 82.3
PointNet [20] 80.4 83.7
RS-Net [22] 81.4 84.9
SCN [67] 81.8 84.6
PCNN [58] 81.8 85.1
SPLATNet [68] 82.0 84.6
KCNet [55] 82.2 84.7
DGCNN [33] 82.3 85.1
RS-CNN [69] 84.0 86.2
PointNet++ [21] 81.9 85.1
SyncCNN [54] 82.0 84.7
SO-Net [70] 80.8 84.6
SpiderCNN [19] 82.4 85.3
3DmFV-Net [71] 81.0 84.3
SSCN [15] 83.3 85.98
PointCNN [32] 84.6 86.14
SGPN [72] 82.8 85.8
PointConv [44] 82.8 85.7
PointGrad (Ours) 83.5 85.1
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ject part segmentation. We visualize the PointGrad results as well as those of Point-

Net++ and DGCNN on ShapeNet in Figure 3.9 for visually comparison.

3.5 Chapter Conclusions

We propose a PointGrad operation to capture the structure information of point sets

through encoding point directional gradient of different orders in tensor feature space.

We also construct deep PointGrad network family by stacking the PointGrad module

to empower the network feature representation. We demonstrate that such a design is

effective and robust in capturing various scales of point cloud structure information

on several typical semantic segmentation benchmarks. In the future, we plan to

transfer the PointGrad into more tasks such as point cloud reconstruction, point cloud

completion, etc., to benefit from the strong representation power of PointGrad.
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Figure 3.9: Visualization of different methods on ShapNet.
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Chapter 4

MDXNet for Few-Shot Learning
and Zero-Shot Learning

The human visual system has an ability for effortless generalization across visual cat-

egories and specialized domains. People are able to learn new classes and variations

of existing classes from visual primitives (VPs) by using the semantic generaliza-

tion of latent attributes. This cross-domain transfer learning likely occurs through

multi-domain visual knowledge integration from widely seen, highly repetitive com-

mon everyday scenes and objects, encoded and extended for new visual tasks. This

perceptual capability is highly successful even in extremely specialized domains con-

sisting of many rare classes with few instances. In this work, we emulate the human

visual system by leveraging multi-domain knowledge about visual primitives, like tex-

ture, object-appearance, and shape, learned from natural or universal image sources,

and applying the composite knowledge to more specialized learning tasks in the ap-

plication domain, such as aerial scene recognition. We use a cross-domain “few-shot”

learning approach with just a few labeled application domain examples by leveraging

knowledge from multiple VP domains. Unlike conventional few-shot learning, our

method does not use any prior training data from the same application domain. We
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propose the Multi-domain Explainable Latent Attribute Network (MDXNet), which

first learns embeddings for perceptual VPs only from the outside domains to capture

explainable perceptual VP latent attributes and then integrates them for application

tasks. The proposed MDXNet is easily extended to zero-shot learning. Extensive ex-

periments on different application domains demonstrate that our MDXNet provides

a unified and effective approach for cross-domain few-shot learning and zero-shot

learning tasks.

4.1 Introduction

Human visual system has an ability for effortless generalization across visual cate-

gories and specialized domains. People can learn new classes and variations of existing

classes from visual primitives (VPs) by using the semantic generalization of latent at-

tributes and transfer previously learned knowledge from one or more outside domains

to a new domain by seeing only a few instances in the new domain. This cross-domain

knowledge transfer occurs through information integration from widely seen, highly

repetitive everyday scenes, and objects of multi-domains. This perceptual capability

is highly successful even in extremely specialized domains consisting of many rare

classes with few instances. For example, people can easily transfer the knowledge

from routine recognition tasks on faces, common everyday objects, and vegetation

to more specialized tasks of construction equipment recognition, aircrafts, biological

species, or medical pathology slides, where the latter tasks often require expert visual

recognition and knowledge.

AI has achieved a wide range of successes across different domains by learning

from large-scale data. However, learning to recognize new classes with limited data

is still challenging, as AI still falls short of human ability in knowledge association.

Few-shot learning is an approach along this line that targets rapid generalization to
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Figure 4.1: (a) Human visual system of object recognition [4]. (b) MDXNet visual
primitive embedding and transfer learning network that can be applied to many
application domains which is inspired and mimics human visual system.

new classes with limited supervision by incorporating prior knowledge.

The above observations inspire us to consider the following possibility: can we de-

sign a deep learning system for efficient cross-domain recognition tasks that emulates

the Human Visual System (HVS)? This system transfers knowledge across different
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Control: 0.21

Spiralled: 0.14 Electric Fan: 0.62
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Accordion: 0.57

Hard Disk: 0.06

Valley

Smeared: 0.09
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Figure 4.2: Our MDXNet discovered top visual word embeddings from each VP do-
main (using ResNet18 backbones), for storage tank, roundabout and snowberg classes
from the remote sensing scene classification dataset NWPU-RESISC45 [5].

domains through multi-domain visual knowledge integration from widely seen, highly

repetitive common everyday scenes and objects, and encode and extend them for

new visual tasks. Figure 4.1 (a) illustrates the human visual system’s ventral stream,

which is involved with the object and visual identification and recognition. Here we

mainly show the primary visual cortex (V1), secondary visual cortex (V2), extras-

triate visual cortex (V4), and inferior temporal cortex (IT), which are the primary

cortices involved in the ventral stream. In HVS, V1 mainly processes edge and line

information of images. After V1, the information goes through V2, which mainly di-

vides information into different visual cortices V3-V5. V4 usually responds to color,

texture, shapes, and objects, while some parts of V3 respond to orientation, depth,

and motion (much remains unknown about V3). V5 usually responds to motion and

stereo disparity [4]. Based on responses from V4, the IT cortex plays a vital role in

object recognition by combining different responses from V4. The textures, edges

and shapes, appearances are basic primitives of HVS for recognizing new

objects.

Natural everyday images are rich in varieties of visual primitives, including tex-
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ture, color, edge, shape, depth, etc. Although embedding features of these visual

primitives can be learned by deep networks, such representation knowledge is often

difficult to learn directly in a complex application domain, such as aerial images, and

skin diseases, by using a single deep network. In such application domains, although

visual primitive features are useful low-level descriptors, there may not be enough

instances of these primitives in training data, especially when there are many classes

(e.g. hundreds to thousands) with a wide range in the number of samples per class,

including rare classes (e.g. from tens to thousands). In computer vision tasks, visual

information has been mostly derived from natural images, but there exists visual in-

formation from other sources that may be informative but have not yet been utilized.

Besides, unlike natural images where rich knowledge has been learned and available,

in data sources such as aerial images of remote sensing, such knowledge is still un-

available or not adequately derived. For example, attributes such as color, texture,

shape are informative descriptions of image objects, but they have not been derived

for aerial scene image data.

In the current work, we propose to exploit the rich information in natural images

for use in application domains that lack informative descriptions of image objects or

scenes, mimicking human’s ability of pattern or knowledge association. Specifically,

we propose to extract embedding features of visual primitives from multiple outside-

domain data sources and learn to fuse them for a new application domain through a

few examples of the latter. Along this line, we design MDXNet, shown in Figure 4.3

(b). MDXnet is composed of two components: visual primitives learning component

and visual primitive domain to new application domain learning component. In our

system, visual primitive domain knowledge mimics HVS visual cortices of V1, V2, V4.

and the domain adaptation process mimics the IT cortex. MDXNet, therefore, focuses

on learning such visual primitives from natural images and leverage the knowledge

thus learned to benefit recognition in new tasks.
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4.1.1 Approach

As shown in Figure 4.1 (b), we propose a novel network architecture for extracting

and integrating multiple latent attributes to tackle the few-shot learning problem

for an application domain, where the latent attributes are from different knowledge

domains that provide a rich set of visual primitives. This network design is based

on our belief that the knowledge needed for recognizing classes in a new application

domain can benefit from association with knowledge learned from multiple outside

domains. The visual primitives that we propose to emulate human visual primitives

are general in nature and they include: (i) Texture VPs for describing images with

human interpretable texture attributes. (ii) Shape VPs for describing images with

shape or edge attributes. (iii) Object-Appearance VPs for describing images with

general object-appearance attributes.

The general applicability of the three types of VPs can be appreciated from the

example in Figure 2 pertaining to aerial scene recognition. Although these three do-

mains may not seem to be closely related to aerial images, visual primitives can be

associated with aerial scene images very informatively. Figure 4.2 shows three aerial

scene images, as well as the corresponding prediction label outputs of the three out-

side domains. It is seen that the aerial image of “Storage Tank” is associated with

“Studded” and “Bumpy” in the texture domain and with “Accordion” and “Remote

Control” in the object- appearance domain. The aerial image of “Roundabout” is

associated with “Spiralled” and “Crystalline” in the texture domain and with “Elec-

tric fan” and “Hard Disk” in the object- appearance domain. Also, the aerial image

“Snowberg” is associated with “Matted” and “Smeared” in the texture domain and

with “Skunk” and “Valley” in the object-appearance domain. In the shape domain,

the outlines or shapes of “Storage Tank” is similar to “iPod” and “Pencil Box,”

“Roundabout” is similar to “Snorkel” and Carousel, and “Snowberg” is similar to

“Coral Reef” and “Ant”. It is interesting to see that for each aerial scene, the pre-
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dicted texture primitives appropriately describe its textural spatial layout and surface

properties, the predicted object-appearance primitives properly provide its structural

appearances, and the predicted shape primitives also adequately relate to its outlines

or shapes. This example illustrates the capability of our approach in mimicking hu-

man knowledge association for new visual recognition tasks, with the prior knowledge

derived from natural images of textures, objects, and shapes.

4.1.2 Contribution

Novelty Our first novelty lies in constructing a novel visual primitive space that can

be used generally across different application domains, which is different from existing

methods that require application domain datasets for training. Our second novelty is

the design of the network architecture for MDXNet, which includes the selection of its

backbone network and the out-of-domain training and domain-adaptive integration

of the VPs. Our proposed MDXNet is the first approach to cross-domain few-shot

learning that employs visual primitives motivated by human visual system to provide

high-level descriptions of new images, where the VPs are learned from three domains

of natural images and are describable in visual words at the concept level.

Furthermore, we provide experimental evidence using extensive benchmarks from

various real world tasks. Our experimental results demonstrate that mimicking HVS

in such a clean manner through texture, shape and object-appearances domain VPs

can successfully transfer knowledge from natural images to other application domains,

and effectively alleviate large domain discrepancy in cross-domain few-shot learning.

In particular, our approach significantly outperforms state-of-the-art few shot learning

methods on the real world remote sensing challenge dataset.

In summary, our contributions are three-fold. (1) We propose emulating HVS to

leverage out-of-domain knowledge of three different types of visual primitives from

natural images for new application domains. (2) We design an effective network archi-
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tecture for visual latent attribute aggregation (3) We deliver state-of-the-art perfor-

mance with good generalization on cross-domain few-shot and zero-shot benchmarks.

Source codes of our methods will be released upon publication of this work.

The subsequent part of this chapter is organized as the following: section 4.2

reviews the related work in few-shot learning and zero-shot learning; section 4.3 de-

scribes in details our MDXNet method in cross-domain few-shot and zero-shot learn-

ing; section 4.4 describes datasets and implementation details; section 4.5 presents

both quantitative and visualization results of our method; we conclude this work and

discuss future directions in section 4.6.

4.2 Related Work

4.2.1 Few-Shot Learning

Conventional Few-Shot Learning (FSL)

Many methods have been proposed to tackle few-shot classification problems, such

as initialization based (learning to fine-tune) [73], distance metric based (learning to

compare) [74, 75, 76, 77, 78], hallucination based (learning to augment) [79, 80], and

domain adaptation [81, 82, 83]. Some recent works combine semantic descriptions,

e.g., word embeddings [84] or sentence descriptions, as additional information to

help few-shot image recognition [85]. As discussed in the survey of FSL [86], existing

works mainly deal with image recognition dataset [87, 75, 88, 89, 90, 76] and character

recognition dataset [75, 91, 76, 92]. A new benchmark is proposed in [93] which is a

dataset of datasets constructed from different sources for evaluating the generalization

ability of few-shot classifiers on more natural and realistic tasks. Conventional few-

shot learning methods have three major weaknesses: (1) only tackle the problem in the

same target domain (i.e., training and testing classes are from the same domain); (2)
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require lots of hand labeled data in the target domain; (3) have difficulty generalizing

to new domains when the images are from non-natural image domains, such as aerial

scenes and biomedical images.

Cross-Domain Few-Shot Learning

In cross-domain few-shot learning, base and novel classes are drawn from different

domains, and the class label sets are disjoint. [88] proposes to utilize web data to

help few-shot learning, but training and testing are still both natural and at the same

scale. [94] proposes benchmarks of cross-domain few-shot learning. Recent works on

cross-domain few-shot learning include analysis of existing meta-learning approaches

in the cross-domain setting [95], specialized methods using feature transform to en-

courage learning representations with improved ability to generalize[96], and works

studying cross-domain few-shot learning constrained to the setting of images of items

in museum galleries [97]. [98] addresses the domain shift issue in one-shot learning.

[99, 100, 96]also tackle the problem of domain adaptation where in the new domain

only few data samples are available. Common to all these prior works is their lim-

iting the cross-domain setting to the realm of natural images, which still retain a

high degree of visual similarity, and do not capture the broader spectrum of image

types encountered in practice, such as industrial, aerial, and medical images, where

cross-domain few-shot learning techniques are in high demand.

While the above efforts do not provide insight on what knowledge should be fo-

cused on for few-shot learning, we believe in the importance of learning generally

applicable knowledge of visual primitives to benefit the downstream cross-domain

tasks. Existing cross-domain methods do not carefully choose source domain tasks,

but they put more effort on domain adaptation. For example, based on mini-ImageNet

knowledge, they verify on CUB, or simply learn jointly from several source tasks.

In contrast, we believe that source tasks can introduce large domain discrepancy if

67



not carefully chosen, and extracting knowledge generally applicable across different

domains will mitigate domain discrepancy and reduce the difficulty of domain adap-

tation.

4.2.2 Zero-Shot Learning

Semantic Space

Typical semantic information used in Zero-Shot Learning (ZSL) methods includes

attribute [77, 101, 102, 103], word vector [104, 105], or text descriptor [106, 107, 108].

Some methods also explore multiple semantic descriptions, and different fusion meth-

ods of multiple semantic spaces, such as score-level fusion [109], recurrent neural

network[110] or joint space learning [111, 112]. In contrast, instead of different se-

mantic description space, our proposed approach explores multiple visual spaces with

each corresponding to a intermediate semantic space.

Projection Learning

Existing methods also differ in projection learning of visual space and semantic space:

(1) Regression from visual space to semantic space base on conventional regression

model [113, 111] or deep networks [105, 114, 107, 108] (2) Semantic space to fea-

ture space [115, 116, 110] (3) Intermediate Space learning of visual and semantic

features [117, 118, 119, 120, 108, 121, 122]. Hubness problem [123] is studied in high-

dimensional data, and is explored in zero-shot learning [124, 125, 126]. To alleviate

such problem, [110] proposes to map semantic space to visual space.

Our method differs from the existing methods in the above two respects: (1)

Semantic Space: in the existing methods, semantic attributes are provided by testing

benchmarks, and these semantic attributes are isolated among datasets because they

are specifically annotated for each dataset. For example, for CUB dataset [127],
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the attributes are defined for birds , such as “have red mouth”, whereas for SUN

dataset [128], the attributes are defined for scenes such as “has mountain”,“water”.

In contrast, our VPs in MDXNet can be shared among different domains of datasets

since they describe generally applicable latent attributes. (2) Projection Learning:

different to existing methods, our proposed MDXNet creates an intermediate space

between visual space and semantic, which help alleviate domain discrepancy by using

multiple visual spaces of visual primitives.

4.2.3 Domain Generalization and Domain Adaptation

Domain adaptation methods [129] target for reducing the domain shift between the

source and target domains. Domain adaptation can be achieved by re-weighting

the original samples [130] or by learning a classifier in the new domain [131] or us-

ing adversarial training at the feature-level to align the source and target distribu-

tions [132, 133]. Transfer learning has been investigated intensively [134, 135, 136, 137]

on natural images to reduce domain shifts. [138, 139, 140, 141] focus on understanding

transfer learning, but these methods often need large datasets. Most domain adap-

tation methods, however, target at adapting knowledge of the same category learned

from the source to the target domain and therefore are less effective for handling novel

categories as in the few-shot classification scenarios. These domain adaptation meth-

ods require access to the unlabeled images in the target domain at the training stage,

which may not be feasible in many applications due to the difficulty of collecting

abundant examples of rare categories (e.g., rare skin diseases, rare bird species).

Domain generalization [142] methods target for generalizing from a set of seen

domains to an unseen domain without accessing instances from the unseen domain

during the training stage. Existing methods proposed for tackling the domain gen-

eralization problem include extracting domain-invariant features from various seen

domains [142, 143, 144], improving classifiers by fusing classifiers learned from seen
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(a) Texture VPs (b) Shape VPs (c) Shape VPs
(d)

Object-
Appearance VPs

Figure 4.3: VP design routine (a) DTD 47 human interpreteble attributes which are
texture VPs visual words (b) General Object Shape (100 Classes) which are extracted
from Caltech101 dataset, we extract edges from original image to generate the shape
description dataset, as shown in (c), the class labels are shape VPs visual words. (d)
ImageNet 100 out of 1000 classes are displayed here, 1000 classes labels are object-
appearance VPs visual words.

domains [145, 146], decomposing the classifiers into domain-specific and domain-

invariant components [147, 148], learning to augment the input data with adversarial

learning [149, 150] and applying the learning-to-learn strategy to simulate the gener-

alization process in the training stage [151, 152, 153].

Different from prior work, the goal of our work is to develop a method that is

robust to domain shifts in cross-domain few-shot and zero-shot learning tasks through

learning and integrating visual primitives that emulate the human visual system. In

addition, our focus is on recognizing novel categories from unseen domains in few-shot

and zero-shot learning settings.

4.3 MDXNet for Cross-Domain Few-Shot Learn-

ing and Zero-Shot Learning

We propose Multi-Domain Explainable Latent Attributes Network (MDXNet) for

cross-domain few-shot learning and zero-shot learning tasks. The key idea behind the

design of MDXNet is in line with the human visual system, i.e., the multi-domain

knowledge of visual primitives extracted from natural images can be associated with
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image patterns in various domains in a general way, and the multi-domain knowledge

are complementary and should be leveraged for cross-domain learning tasks. We first

introduce VPs in details, and then describe the designed structures of MDXNet for

these two tasks.

4.3.1 Visual Primitives and VP Domain Knowledge Learning

First, because what we need are conceptual level representations, the representations

should be deep features, not shallow or image operation-specific representations. Sec-

ond, on top of the conceptual representations, we also need domain adaptation for

cross-domain tasks. We propose to address these two issues by integrating domain

generalization and domain adaptation. We do this for several reasons: (1) For the tar-

get domain, the domain-specific knowledge is usually unknown, and a general feature

representation space could provide useful prior knowledge. A target domain only has

a few labeled data, making domain adaptation very hard since few-shot learning can

easily make the learning space biased. For the individual visual primitive (VP) do-

mains, we train separate feature descriptors, fθtex(·), fθobj(·), fθshape(·), parameterized

by the network weights, θtex, θobj, θshape, to learn the embedding vectors for texture,

object-appearance, and shape VPs, respectively.

Texture VPs

Our proposed texture VPs describe texture patterns of images with texture latent

attributes, and we learn the VPs by using the Describing Textures Dataset (DTD)

[154] that annotates 47 human explainable texture attributes for natural images as

shown in Figure 4.3 (a). This texture dataset provides common representations at

the human conceptual level. Texture domain features describe not only the spatial

arrangement but also the material surfaces. For example, in Figure 4.2, Storage
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Tank is similar to object appearances of accordion and remote control, because of the

contrast of light color white and black. However, in texture domain, it is described

as studded because the surfaces of the storage tank are uneven. Roundabout is

described as spiralled, not only because the spatial arrangement of roundabout is

spiralled, but also because its surface appears to have a hole in the middle, which

resembles spiralled and crystalline. For Snowberg, it is described as skunk in object

appearance because of the white and green color, but it is also described as matted in

texture due to the material surface similarity. DTD is the most appropriate dataset

for texture primitives, which has multiple class labels per texture image and the

most classes for daily texture descriptions and concept level texture labeling. Other

texture benchmarks are too small [155, 156] or not having human interpretable texture

descriptions [157, 158], or having only single class labels.

Texture Domain We train the texture feature extractor fθtex(·) and the Classifier

Ktex(·|Wtex
b ) (parametrized by Wtex

b ∈ RDtex×ctex) to minimize the standard Binary

Cross-Entropy Classification Loss Ltex for multi-label classification by using the ex-

amples in the texture dataset xtexi ∈ Xtex
b . We denote the embedding as dtex ∈ RDtex

and the output classes as ctex. The classifier Ktex(·|Wtex
b ) consists of a linear layer

(Wtex
b )>fθtex(x

tex
i ) followed by a sigmoid activation function.

Shape VPs

Our proposed shape VPs provide shape outline descriptions learned from natural

images. Choosing an appropriate source to provide shape prototypes is important.

We choose Caltech101 dataset [159, 160] to extract shape visual primitives based on

the following considerations: it contains many images to learn sufficient daily shape

prototypes, and it facilitates learning to differentiate shape classes by shape repre-

sentations. Humans can recognize objects from their silhouette in natural images.

The silhouette or sketches are directly related to the edges and shapes of objects.
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So training a classifier to recognize natural objects from their edge information is an

attractive way to learn shape embedding from natural objects. Figure 4.3(b) shows

the 100 silhouette images from 100 classes extracted from Caltech101, which include

clock, sofa, car, hat, person, etc. As observed, they contain most daily shape pro-

totypes such as triangle, rectangle, round, and thus they are good proxies for shape

prototypes of the natural object classes. In order to efficiently extract shape infor-

mation, edges are extracted from all images by a perceptual edge detection algorithm

[161] as shown in Figure 4.3 (c), which provides shape and edge descriptions of images

while ignoring irrelevant details. The input to shape representation learning are the

edge extracted images. It is worth noting that Specific names for the shape classes are

not critical, and only the embedding and clustering of different classes are important.

For example, in Figure 4.2, we could name iPod, snorkel and coral ref as rectangu-

lar rows, arc contours, curvy borders, which may fit the target domain descriptions

better, but they have no effect on the learned embedding other than our class labels.

Shape Domain We use the edge detection algorithm BDCNet [161] to generate

edge detected images for use as Xshape
b , which are derived from Caltech101 dataset

100 classes. The details of this dataset are described in Section 4. We train the

shape feature extractor fθshape(·) and the Classifier Kshape(·|Wshape
b ) (parametrized

by Wshape
b ∈ RDshape×cshape) by minimizing the standard Cross-Entropy Classification

Loss Lshape. The embedding features of shape domain are denoted as dshape ∈ RDshape

and the output classes as cshape. The classifier Kshape(·|Wshape
b ) consists of a linear

layer (Wshape
b )>fθshape(x

shape
i ) followed by a softmax function.

Object-appearance VPs

Our object-appearance VPs provide object-appearance latent attributes for natural

images. To learn the representation, we use the large scale dataset ImageNet [162]

that targets object category classification and detection for natural images. ImageNet
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Figure 4.4: The proposed MDXNet framework showing VP embedding and transfer
learning from outside the application domain.

can relate daily objects to those in many other target domains by data appearance

representation. In Figure 4.3, we display 100 demo images from 1000 classes from

ImageNet dataset.

Object Domain We directly use a feature extractor trained on ImageNet as our ob-

ject domain feature extractor fθobj(·). We take the feature vector before the classifier

as the object-appearance domain embedding, denoted as dobj ∈ RDobj .

In Figure 4.4, the classifiers that are connected through dashed lines to the feature

extractors of the texture, object-appearance, and shape domains, respectively are only

used during domain knowledge learning to generate the visual primitive embeddings.

Afterwards, the feature extractors are all fixed for extracting the conceptual level

VPs.

Justification for VPs

Here we mainly discuss the difference between VPs and semantic attributes. Early

works studied semantic attributes in few-shot and zero-shot learning tasks. [163]

proposes to perform feature selection for novel classes by using a prior learned fea-

tures from familiar classes, and the features of novel classes are determined by their

similarity to training examples. [164] also proposes to finding common features that

can be shared across classes for multi-class and multi-view object detection. Early

74

/ 
,' 

·,~ - ~ // 

7 1;// 
,' ' 7 / ,,_ -~ / 

~~· ___ .;__/ - - j------~ 



works study semantic attributes in few-shot or 1-shot classification settings. [101, 165]

are also based on traditional low-level attributes for recognizing new objects. [166]

proposes zero-shot learning problem and tackles it with traditional low-level texture

descriptions. Different to these early efforts, we model the out-of-domain data by

visual primitives (VPs) since these learned representations are based on the early

human visual system (HVS) processing pathways V1 and V2 for edge, color, shape,

texture, motion, etc. Semantic attributes have been typically based on shallow net-

works and handcrafted operators (like Canny, LBP, HoG, SIFT, SURF, MSER, etc.)

predating the recent work in deep learning [101].

The modern deep learning architectures with multiple parallel streams and net-

work cascades that are successful at reaching human-level performance are closer to

the complex multistage interconnected processing pathways in the HVS because hu-

man brains are multi-layers operations of different pathways and hence we choose to

use the term visual primitives instead of semantic attributes. VPs provide a gen-

eral visual conceptual presentation space which are generic across different tasks,

instead of task-specific attributes. Our fine scaled representation is universal and the

VP models (like local texture, local edges/ local shape, local parts-based decompo-

sition/appearance) transfer well extremely different scales. For example, objects in

aerial imagery has very different scales, local - one building with multiple windows

repeating structures, global - city blocks with many similar buildings, VPs trans-

fer appearance/parts- based repeating structures and spatial relationships knowledge

between scales.
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4.3.2 MDXNet in Cross-Domain Few-Shot Learning

Problem Description of Few-Shot Learning

Given abundant labeled base class data Xb and a small amount of labeled new class

data Xn, the goal of few-shot classification is to train classifiers for new classes by

using the prior knowledge learned from Xb. In conventional few-shot learning, Xb

and Xn are from same domain, while in cross-domain few-shot learning, Xb and Xn

are from different domains. In our method, Xb is composed of labeled data from the

three domains of natural images, i.e., texture, object-appearance, and shape, denoted

by Xtex
b , Xobj

b and Xshape
b , and the three domains are outside the application domain.

Because we use base class data outside the application domain, we refer our method

as cross-domain few-shot learning.

The input to MDXNet is an image from the new classes xi ∈ Xn. The output is a

composite knowledge feature vector dn. The vector dn is learned with supervision by

using a few labels of the new classes and on top of the visual primitive embeddings

dtex, dobj and dshape that correspond to the three outside domains Xtex
b , Xobj

b and

Xshape
b , respectively.

MDXNet is consisted of two stages: (1) Visual Primitive Domain Knowledge

Learning: this stage is designed to learn visual primitive knowledge of the outside

domains from natural images (learning dtex, dobj and dshape). (2) Few-shot Learning:

this stage is designed to associate knowledge of natural images with that of aerial

images (learning dn). Figure 4.4 depicts the architecture of our proposed method.

It is seen from Figure 4.4 that in the stage of Domain Knowledge Learning,

MDXNet performs domain feature extraction, and in the stage of Few-Shot Learn-

ing, MDXNet performs multi-latent attribute aggregation (MA) and classification.

Based on latent attribute embeddings from multiple domains, we design a module

to integrate them to form compositional attribute embeddings. Our rationale is that

76



each domain expert captures different information: texture domain captures low-level

spatial arrangements features and surface properties, object domain adds higher-level

structural appearance features, and shape domain provides perceptual shape or edge

descriptions. These three domain features, when properly integrated, can work in

synergy to improve the accuracy of different domains datasets.

Multi-Latent Attribute Aggregation Module (MLAA)

MLAA module is designed mainly for our domain latent feature aggregation. In

Figure reffig:mlaa, it depicted the MLAA module algorithm. MLAA consists of two

components: Domain Adapted Attention (denoted as DAA), Aligned Embedding

Module(denoted as AE).

Domain Fusion

The input to MDXNet is an image from novel classes xi ∈ Xn, After going through the

multiple domain extractors , the three domain feature vectors are dtex, dobj, and dshape.

In our experiments, dtex ∈ R768, dobj ∈ R768, dshape ∈ R768. The compositional feature

vector after is denoted as dn ∈ RD, in out experiment, dn ∈ R512. Domain Adapted

Attention Module The combination of domain features should be adaptive to three

domain feature vectors of each input, thus we design the Domain Adapted Attention

module, which produces a vector for each domain embedding feature which is used

to fuse domain feature vectors. M ∈ R512×3, M = {M1,M2,M3}, each column of

M is denoted as M1,M2,M3. In Eq 4.1, Φ(·) denotes {Convolutional, BatchNorm}

operations, after we produce h ∈ R512, which is an attention vector. Since we have 3

domain, we want to obtain an attention vector for each domain, thus, we reshape h

to a 1 channel vector 1× 512× 1, and apply a convolutional layer and a batch norm

layer to it. The parameter size for convolutional layer is only 3× 1× 1× 1, thus, the

output Φ(M̃) ∈ R3×512×1. We apply softmax to constrain the sum of attention vector
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of three domains to be 1 on channel dimension, which means each row in M is 1 . In

Eq 4.1, σs denotes softmax function.

M̃ = δf (dtex, dobj, dsrc)

δf = Wh(dtex + dobj + dsrc) + bh

M = σs(Φ(M̃)

dn = M1 · d̃obj +M2 · d̃tex +M3 · d̃src

(4.1)
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Figure 4.5: Multiple Latent Attribute Aggregation (MLAA) module that aggregates
visual primitive embeddings to produce a fused domain aligned knowledge vector, dn.

Domain Aligned Embedding

We design a knowledge fusion module as part of MDXNet for Multi-Latent Attribute

Aggregation (MA) based on few-shot learning (see Figure 4.4), which provides a new

architecture for fusing the interpretable VP embedding vectors learned as outside
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domain prior knowledge. The MA module performs domain feature aggregation by

using the aggregation function Φ(·) to derive the composite attribute vector, dn, as

defined in Eq 4.2, and this computation is defined in Eq 4.3, where d̃tex, d̃obj, and

d̃shape are soft visual primitive embeddings obtained from affine transforms of dtex,

dobj and dshape, using the VP domain feature descriptors.

dn = Φ(dtex,dobj,dshape). (4.2)

dn = d̃tex + d̃obj + d̃shape (4.3)

The computation of d̃tex, d̃obj and d̃shape are defined in Eq 4.4, where the domain-

specific feature vectors dtex, dobj and dshape are projected to a shared embedding

space to form dn. In the projection, we apply one fully connected layer to each

domain feature vector, which is denoted as δt, δo and δs. After the projection, the

three new domain feature vector become d̃tex, d̃obj and d̃shape.

d̃tex = δt(dtex), δt = Wtex
h dtex + btex

d̃obj = δo(dobj), δo = Wobj
h dobj + bobj

d̃shape = δs(dshape), δs = Wshape
h dshape + bshape

(4.4)

Classifier

The classifier of MDXNet is denoted as Kn(·|Wn) (prameterized by Wn ∈ RDn×cn).

Different from the domain knowledge learning classifiers, we use the intra-class-

variation reduced classifier as in [95] for few-shot learning.

We first compute the raw classification scores for a class k by using the cosine

similarity operator sk, as defined in Eq 4.5, and then apply the softmax operator. In
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the subsequent discussions, we denote this classifier as classifier++.

sk = τ · cos(dn, w∗k) = τ · d̄n
>
w̄∗k (4.5)

80

--
-

-------, .-----------,---------,------------------1 

t 



where w∗k ∈Wn , d̄n = dn/ ‖dn‖, w̄∗k = w∗k/ ‖w∗k‖ are the L2-normalized vectors, and

τ is a fixed scale factor for increasing the input range for softmax. In our experiments,

we use τ = 2.

In addition to using three outside domains for prior knowledge learning, we also

consider using any two out of the three domains for this purpose, and in the degenerate

case, we simply use one of the three outside domains to generate features for the

application task.

4.3.3 MDXNet in Zero-Shot Learning

Problem Description of Zero-Shot Learning

Zero-shot learning is analogous to few-shot learning in that few shot images are given

to define each class to recognize. However, instead of being given a support set

with few-shot images for each of the training classes, it contains a semantic class

embedding vector for each. The ZSL problem is formulated as given a labeled training

set Dtrain with Cseen classes, and unlabeled test set Dtest with Cunseen classes, and

Cseen
⋂
Cunseen = ∅. Dtrain = {(I,SCseen ,Yseen)}(i=1,2,...Nseen) with Nseen samples, the

image set is I and its class label set Yseen, with SC
seen

is its corresponding semantic

representation vector. We use one instance Dtest
i in Dtest as an example. Given an

image Ii, its label semantic representation vector is SCunseeni , the goal of ZSL is to

predict a class label ysi (ysi ∈ Cunseen).

MDXNet Creates an Intermediate Space between Semantic Space and
Visual Space

We modify the MDXNet to deal with the zero-shot learning problem, as shown in

the Figure 4.7. as a different modality of semantic vectors is used for the support

set (e.g. attribute vectors instead of images), the semantic embedding module is Fϕ,
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the visual embedding module is Vϕ used for the image query set. Then joint learning

network gϕ is applied for predicting label is Ŷi of each query input Ii will be:

Ŷi = gϕ(Fϕ(Si), Vϕ(Ii)) (4.6)

Vϕ(Ii) =
[
fθtex(Ii), fθshape(Ii), fθobj(Ii)

]
(4.7)

As mentioned in related work, the semantic representation Si can be various (for

example, using word embeddings, semantic attributes). In our method, we project

the visual representation space to different visual primitive domains. However, does

our visual space provide enough information to mapping the visual space with the

semantic space? We believe that the common embeddings used by most recent meth-

ods (embeddings from trained on ImageNet) are not enough for attribute semantic

space representation. In Figure 4.6, we show that the 85 attributes from the ZSL

benchmark Animals with Attributes (AWA). Different colored boxes represent differ-

ent levels of information. The yellow box represents the attributes of texture. The

light blue box represents the attributes of shape. The green box represents attributes

that relate to shape. The gray box represents the information which can be observed

from the background of the object since they are closely related to the living area or

their closely related objects, and high-level attributes which are extremely hard to

derive from images and should rely on knowledge from texts. Therefore, we believe

that embedding various space of visual embedding is vital for zero-shot learning.
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(a) NW45 (b) ChestX (c) CropDisease (d) SD198

Figure 4.8: Demo images from different application domains in few-shot learning

4.4 Datasets

We first describe the datasets we use to learn the visual primitive knowledge. We

then describe the several types of application domains where we apply our approach:

Aerial Scene Recognition, Alphabets Recognition, Skin Disease, and Plant Disease.

We also describe the three types of zero-shot learning domains: animal recognition,

bird recognition, and scene recognition.

4.4.1 Datasets for Visual Primitive Domains

Texture Domain The Describable Textures Dataset (DTD) [154] contains 5640

texture images. The images are annotated with the 47 attributes inspired from hu-

man perception. It contains both single label and multi-label annotations. Object-

Appearance Domain ImageNet [162] data set is a well-known large scale visual

learning dataset with 1000 classes for object recognition. Shape Domain We con-

struct the Shape Primitive Dataset by processing images from Caltech101. It has the

same 100 classes with 600 images per class. We generate the edge images by using

the edge detection algorithm of [161].
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4.4.2 Benchmarks for Application Domains

Few-Shot Learning Datasets

We evaluated our approach on several benchmarks of few-shot learning from different

application domains: remote sensing image recognition NW45 [5], EuroSAT [167],

plant disease CropDisease [168] ChestX-Ray [169, 167] and Skin Disease dataset

SD198 [170]. We show 9 images from 9 classes of each dataset in Figure 4.8. NWPU-

RESISC45 (NW45) [5] is a remote sensing image scene classification dataset which

consists of 45 classes and each class includes 700 images with a size of 256× 256 pix-

els in RGB. The dataset covered more than 100 countries and regions and extracted

from Google Earth. NW45 is the aerial scene recognition dataset with the largest

number of classes currently as far as we know. Existing methods in few-shot classifi-

cation perform training and testing in the same data source. As there is no standard

splits on aerial data in {Base, Validation, Test}. We, therefore, split the NW45 as

our few-shot learning aerial scene datasets. The data split we used for {Base, Val-

idation, Test} is {25 classes,10 classes,10 classes}. We made ten splits in this way,

and denote them as NW45-split0,1,...9. In different splits, the classes in the Base,

Validation and Test sets are different. NW45-split0 is constructed by first sorting the

class names in alphabetical order and then taking the first 25, the next 10, and the

last 10 classes for the Base, Validation, and Test Sets, respectively. The other 9 splits

on NW45 are randomized splits of classes. SD198 [170] is a skin diseases dataset with

198 classes. [94] provide splits of ChestXRay, CropDisease, EuroSAT, thus we follow

their experiments setting to report results. Omniglot [171] is an alphabet recognition

dataset that consists of images from 1623 classes across 50 different alphabets. We

follow the splits of {Base, Validation, Test} from [95]. Since we do not require visual

knowledge data from the application or task domain, we apply our approach on the

Test Set without using any samples from the Base and Validation Sets of the NW45
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Domain Method 20-way 25-way 30-way 35-way 40-way 45-way
Texture 61.03± 0.33 56.61± 0.30 53.97± 0.26 51.65± 0.22 49.42± 0.19 47.34± 0.17

Single-Domain Object-Appearance 67.44± 0.35 63.20± 0.32 60.88± 0.27 58.71± 0.23 56.62± 0.19 54.38± 0.17
Shape 48.03± 0.33 43.21± 0.28 40.54± 0.24 37.91± 0.21 35.66± 0.17 33.66± 0.15

MDXNet-TS 68.24± 0.33 64.75± 0.28 62.39± 0.26 60.21± 0.22 58.39± 0.20 56.56± 0.17
Dual-Domain MDXNet-OS 68.82± 0.33 65.49± 0.30 63.21± 0.27 61.15± 0.23 59.41± 0.20 57.83± 0.17

MDXNet-TO 71.00± 0.32 67.88± 0.29 65.45± 0.26 63.43± 0.22 61.48± 0.19 59.84± 0.17
Triple-Domain MDXNet 72.18± 0.33 68.97± 0.29 66.73± 0.26 64.67± 0.22 62.90± 0.20 61.13± 0.17

Table 4.1: Evaluation on the effect of outside-domain features for 5-shot-N-way re-
mote sensing image scene recognition on the NW45 Dataset. We abbreviate the
three domains of Texture, Object-Appearance, and Shape as T, O, and S, respec-
tively. We denote the dual-domain feature embeddings of Texture and Shape as
MDXNet-TS, Object-Appearance and Shape as MDXNet-OS, and Texture and
Object-Appearance as MDXNet-TO. MDXNet denotes the triple-domain embed-
dings of Texture, Object-Appearance and Shape.

and Omniglot data sets.

Zero-Shot Learning Datasets

Animals with Attributes (AWA) [165] consists of 30,745 images of 50 classes of an-

imals. It has a fixed split for evaluation with 40 training classes and 10 test classes.

The newly released AwA2 [172] consists of 37,322 images of 50 classes with 85 at-

tributes. Caltech-UCSD Birds-200-2011 (CUB) [127] contains 11,788 images of 200

bird species with 150 seen classes and 50 disjoint unseen classes. SUN [128] is a scene

recognition dataset with 102 attributes.

4.5 Experimental Results

4.5.1 Few-Shot Learning Analysis

All experiments are conducted under the standard setting of few-shot classification:

K-Shot (samples) N-way (classes), with the support set being K × N . We use 15

query images in each class, therefore the total number of query set is 15×N . All the

reported performance are accuracies averaged over 600 tests and with 95% confidence
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intervals.

Ablation Study

Individual domain features are discriminative. In this study, We evaluate

the performance of the embedding features derived from the individual domains of

texture, object-appearance, and shape for aerial scene recognition. We train the clas-

sifier++ with each fixed domain feature extractor with K ×N samples. Results are

shown in the single-domain block (first three rows) in Table 4.1. We can see that

the texture domain and object-appearance domain features both have good discrim-

inative power for few-shot aerial scene recognition, and the shape domain feature,

although less as effective, still has discriminative power. Multiple-domain VP

feature combination is synergetic. In Table 4.1, we show the aerial scene classifi-

cation results when combining features of two and three domains in the dual-domain

block and the triple-domain block, respectively. It is observed that combining any two

of the three domains improved recognition performance over that of the individual

domains, confirming the effectiveness of the complementary features of each domain

pairs. It is worth noting that adding texture domain to object-appearance domain

or shape domain gave significant improvement. It is also observed that leveraging

texture, object-appearances, and shape primitives gave the best performance. The

effectiveness of multi-domain feature combination can also be observed on Omniglot

dataset in Table 4.2. The MLAA of MDXNet is effective. Different from the

commonly used direct concatenation of domain-specific feature vectors, in MDXNet,

the MA module generates a composite prior knowledge embedding vector through

an additive combination of the projected embedding features of the individual do-

mains, and the projections are adaptively estimated during K-shot learning. This

knowledge aggregation approach turned out to be more effective than direct feature

concatenation (>1.5% -3.5% in classification accuracy gain).
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Knowledge Domain Method 5-way 20-way
MANN [173] 94.9 –

MatchingNet [75] 98.7 98.7
ProtoNet [76] 99.7 98.9

Source RelationNet [77] 99.8 99.1
MAML [73] 99.9± 0.1 98.9± 0.2

CloserLook [95] 99.38± 0.10 –
AdaCNN [174] 99.37± 0.28 98.43± 0.05

Outside Single-Domain
Texture 90.51± 0.45 76.65± 0.34

Object-Appearance 89.14± 0.52 74.27± 0.37
Shape 87.89± 0.57 71.90± 0.38

Outside Dual-Domain
MDXNet-TS(ours) 95.78± 0.27 93.21± 0.18
MDXNet-OS(ours) 95.49± 0.28 92.75± 0.18
MDXNet-TO(ours) 95.95± 0.27 92.67± 0.19

Outside Triple-Domain MDXNet(ours) 96.39± 0.25 94.13± 0.16

Table 4.2: Comparison of MDXNet with state-of-the-art methods for 5-shot (sample)
tasks on Omniglot with 5- and 20-way learning, where the texture domain feature
extractor of MDXNet used InceptionS.

Comparison with State-of-the-Art Methods

We first evaluate MDXNet using single-, dual-, and triple-domain feature embed-

dings using the NW45 aerial scene classification dataset. We compare our results

against five state-of-the-art few-shot learning methods, including MatchingNet [75],

ProtoNet [76], MAML [73], RelationNet [77], and CloserLook [95]. These deep archi-

tectures are trained on the Base set of NW45. Thanks to the nice implementation

codes from CloserLook [95], we can easily evaluate these methods on the aerial scene

recognition dataset. For fair comparisons, all our experiments on the state-of-the-art

methods use the ResNet18 backbone and the same hyperparaments as in [95]. For

implementation details of these methods, please refer to [95]. For comparison with

CloserLook [95], we use the Baseline++ method from the authors’ paper.

Single-outside-domain knowledge is competitive with knowledge from the

application domain. In Table 4.3, we observe that our single outside domain fea-

tures, such as Texture Domain and Object-appearance Domain, result in competitive

performance with state-of-the-art methods that are trained using samples from the

application task domain Base set, which are in Source Knowledge Domain block. We

87



Knowledge Domain Method NW45 [5] ChestX-Ray [169] CropDisease [168] EuroSAT [167] SD198 [170]
MatchingNet [75] 79.45± 1.91 22.40± 0.85 66.39± 0.78 64.45± 0.63 76.29± 0.62

MAML [73] 75.26± 3.11 23.48± 0.96 78.05± 0.68 71.70± 0.72 –
Source ProtoNet [76] 83.28± 1.43 24.05± 1.01 79.72± 0.67 73.29± 0.71 74.29± 0.62

RelationNet [77] 79.08± 2.47 22.96± 0.88 68.99± 0.75 61.31± 0.72 74.72± 0.86
MetaOpt [175] – 22.53± 0.91 68.41± 0.73 64.44± 0.73 –
CloserLook [95] 85.19± 1.50 25.97± 0.41 89.25± 0.51 79.08± 0.61 75.55± 0.85

Outside Multiple CFL-all[94] – 26.74± 0.42 90.82± 0.48 81.29± 0.62 –
CFL-IMS-f[94] – 25.50± 0.45 90.66± 0.48 83.56± 0.59 –

Outside Single-Domain
Texture 83.12± 1.46 25.26± 0.47 85.79± 0.61 82.00± 0.61 65.72± 0.47

Object-Appearance 87.00± 1.35 25.71± 0.46 90.45± 0.51 84.65± 0.55 71.62± 0.51
Shape 74.65± 1.52 23.43± 0.41 81.47± 0.68 70.24± 0.62 55.38± 0.50

Outside Dual-Domain
MDXNet-TS(ours) 86.34± 1.32 26.19± 0.50 90.24± 0.52 83.46± 0.51 70.84± 0.45
MDXNet-OS(ours) 86.36± 1.16 26.53± 0.55 91.28± 0.49 82.76± 0.51 72.31± 0.46
MDXNet-TO(ours) 88.27± 1.20 28.12± 0.55 93.86± 0.43 86.96± 0.51 74.94± 0.48

Outside Triple-Domain MDXNet(ours) 88.62± 1.19 27.43± 0.54 93.20± 0.45 86.31± 0.45 74.68± 0.44

Table 4.3: Comparison of MDXNet with state-of-the-art methods for 5-shot (sample)
tasks with 5-way learning on different datasets.

conjecture two reasons for this outcome: (1) Knowledge learned by state-of-the-art

methods from the application domain data is not rich enough due to insufficiently

labeled source data, and (2) Our VP embedding knowledge learned from the domains

outside the application task domain has robust generalization power. It is worth not-

ing that this encouraging outcome supports our proposed concepts of associating the

aerial scene classes with multiple VPs of other domains.

Dual-Domain MDXNet and Triple-Domain MDXNet are effective for few-

shot learning in other task domains. We evaluate the performance of MDXNet

on multiple few-shot benchmarks. As shown in Table 4.3, MDXNet shows its robust-

ness and obtains consistently higher classification accuracy than two sets of state-

of-the-art methods using the source domains and using multiple domains methods.

On Omniglot, MDXNet using dual or triple outside-domain features is able to nearly

match the state-of-the-art performance (see Table 4.2) without using any data from

the application domain, while the existing methods under comparison all use exten-

sively labeled training samples from Omniglot. Since the Omniglot dataset consists

of alphabet characters which are already edge-like binary images, we directly used

the input images for the shape domain without applying the edge detection operator.
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AWA2 [172] CUB [127] SUN [128]
ZSL GZSL ZSL GZSL ZSL GZSL

Method T1 u s H T1 u s H T1 u s H
DAP [113] 46.1 0.0 84.7 0.0 40.0 1.7 67.9 3.3 39.9 4.2 25.1 7.2
IAP [113] 35.9 0.9 87.6 1.8 24.0 0.2 72.8 0.4 19.4 1.0 37.8 1.8

CONSE [176] 44.5 0.5 90.6 1.0 34.3 1.6 72.2 3.1 38.8 6.8 39.9 11.6
CMT [105] 37.9 8.7 89.0 15.9 34.6 4.7 60.1 8.7 39.9 8.7 28.0 13.3
SSE [177] 61.0 8.1 82.5 14.8 43.9 8.5 46.9 14.4 51.5 2.1 36.4 4.0

DEVISE [104] 59.7 17.1 74.7 27.8 52.0 23.8 53.0 32.8 56.5 16.9 27.4 20.9
SJE [111] 61.9 8.0 73.9 14.4 53.9 23.5 59.2 33.6 53.7 14.7 28.8 19.5

LATEM [178] 55.8 11.5 77.3 20.0 49.3 15.2 57.3 24.0 55.3 14.7 28.8 19.5
ESZSL [120] 58.6 5.9 77.8 11.0 53.9 12.6 63.8 21.0 54.5 11.0 27.9 15.8
ALE [179] 62.5 14.0 81.8 23.9 54.9 23.7 62.8 34.4 58.1 21.8 33.1 26.3

SYNC [117] 46.6 10.0 90.5 18.0 55.6 11.5 70.9 19.8 56.3 7.9 43.3 13.4
SAE [180] 54.1 1.1 82.2 2.2 33.3 7.8 57.9 29.2 40.3 8.8 18.0 11.8
DEM [110] 67.1 30.5 86.4 45.1 51.7 19.6 54.0 13.6 61.9 20.5 34.3 25.6

RN(CVPR18) [77] 64.2 30.0 93.4 45.3 55.6 38.1 61.1 47.0 48.89 11.32 20.93 14.69
f-CLSWGAN* [181] – – – – 54.4 47.4 47.6 47.5 – – – –

SP-AEN [182] 58.5 23.3 90.9 37.1 55.4 34.7 70.6 46.6 59.2 24.9 38.6 30.3
CVC‡ [183] 71.1 56.4 81.4 66.7 54.4 57.7 43.7 49.7 – – – –

MDXNet(T+O) 68.53 29.54 91.49 44.66 57.14 38.40 66.13 48.59 46.53 9.93 13.03 18.95
MDXNet(T+O+S) 70.68 26.32 93.51 41.88 59.64 40.60 65.58 50.16 48.54 13.33 21.32 16.41

Table 4.4: Comparison of MDXNet with other Zero-Shot Learning (ZSL) methods
using two sets of testing conditions: ZSL T1 accuracy (higher is better), Generalized
Zero-Shot Learning (GZSL) with unseen classes (u), seen classes (s), and H (harmonic
mean of u and s). All scores are in percent. †Generates additional data for training
but the other models do not. ‡Uses episode training or meta learning which mimics
the testing set up, while the other models do not.

4.5.2 Zero-Shot Learning Analysis

We apply MDXNet in zero-shot learning tasks, and the results are shown in Table 4.4.

With three domain VPS, our MDXNet achieves the state of art results in several

benchmarks, which demonstrates that creating an intermediate subspace of visual

words help zero-shot learning tasks.

4.5.3 Explainability of VPs

Visualization of VP Word Embeddings We visualize the embeddding space of

domain knowledge learned from natural images with aerial image embeddings. The

texture domain embeddings of aerial images are obtained by the texture domain fea-

ture extractor of InceptionS. In Figure 4.9, we first use PCA [184] to reduce the

dimension of texture domain embeddings to 50, and then use t-SNE [185] to visualize
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Figure 4.9: t-SNE visualization of VP feature embeddings for 7 of 45 classes from
NW45 using MDXNet InceptionS backbone (best viewed in color mode). The low-
ercase text labels are for 35 of 47 DTD texture classes positioned at the feature
embedding mean vectors. The three circles with uppercase texts identify the NW45
application domain classes: runway, snowberg, storage tank.

them in 2D space. For clear visualization, we plot the mean vectors of 35 texture

classes in DTD (lowercase word labels). We visualize the embedding vectors of 100

samples of selected 7 classes in different colors from aerial images. We can clearly

see that the texture domain embeddings of most samples of the class “Runway” from

aerial images are near the mean vector of the class “Gauzy” from DTD due to their

similar textures. We also find that the embeddings of the class “Snowberg”of aerial

scene are near the texture classes “Pitted” and “Sprinkled”, due to the visual simi-

larity of these two texture classes with the aerial scene class. The visual similarities

between the above discussed aerial scene and texture classes are illustrated by exam-

ples in Figure 4.10.
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PittedPittedGauzyGauzy SprinkledSprinkledSnowbergSnowbergRunwayRunway SnowbergRunway

Figure 4.10: Representative VP words for the runway and snowberg NW45 classes
from the t-SNE low-dimensional projection in Figure 4.9. See Figure 4.2 for the
storage tank class VP words.

ABCD criteria

Asymmetry: overall shape of the lesion (A1)
Asymmetry: contour, colors and structures (A2)

Border irregularity: ill-defined and irregular border (B)
Color variegation: colors are non-uniform (C)

Diameter of the skin disease lesion (D1)
Differential structures (D2)

Density and fine structures
Variation in human skin color

7-point checklist
(1) Changes in size
(2) Changes in shape
(3) Changes in color
(4) Diameter
(5) Inflammatior
(6) Crusting or bleeding
(7) Sensory change

VPNet

Texture
Texture Descriptions of Lesions

Shape
Shape Descriptions of Lesions

Object-Appearance
Appearance Descriptions of Lesions

Figure 4.11: The mapping to visual primitives from dermatological criteria, ABCD
criteria [6, 7], 7-checkpoint list [8], Density and fine structures [9] Variation in human
skin color [10]

MDXNet is aligned with expert knowledge diagnosis of skin disease We

analyze MDXNet explainability on skin disease diagnose problem. As shown in Fig-

ure 4.11, ABCD criteria [6, 7], 7-checkpoint list [8], Density and fine structures [9]

Variation in human skin color [10] are four methods that skin disease experts used to

diagnosis skin lesions. These rules can be mapped to our designed VP spaces.

4.5.4 Discussion

We propose VPs which benefit both domain adaptation and domain generalization

tasks. We use VPs to transfer the internal representation of repetitive structures,

symmetry, balance, spatial pattern/arrangement, spatial relationships learned in one

universal/everyday/common domain to other specialized domains. By representing

appropriate knowledge of VPs to mimic HVS and domain adaptation, we alleviate the

domain shift problem, making MDXNet effective in cross-domain few-shot learning.
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Our VPs create an intermediate space between seen domains and unseen domains for

domain generalization tasks such as zero-shot learning.

Our MDXNet architecture has the following four advantages: (1) Good general-

ization and robustness: as the visual primitives cover multiple domain descriptions,

they provide general-purpose embeddings and are not overly sensitive to training

classes. (2) Low computation cost: as the visual primitives can be learned outside

of an application domain, once they are learned, the composition of the visual prim-

itives embeddings can be adapted to the application domain using only a few shot

labeled images through the application-specific learning module with a small number

of parameters, and thus is lightweight in computation. (3) Can use deep networks to

extract visual knowledge since the outside domain has rich data available for learning

different visual knowledge, in contrast to meta-learning based methods, which usually

use shallow networks based on their design intuition of mimicking few- shot scenarios.

(4) Amenable to introducing additional visual primitives. We demonstrate that each

type of visual primitive embedding that we consider here is informative and effective,

and the different types are complementary to each other.

We believe that the VPs space can be further optimized in the future since we

believe each space can provide better prototypes for the target domain. Either we

design an algorithm to compute good prototypes, or we increase prototypes in each

domain to make them more generalized. In this work, we provide one way to construct

the VPs space, and it is verified experimentally to deliver strong performances on both

cross few-shot learning and zero-shot learning tasks.

4.6 Chapter Conclusions

We propose to mimic HVS by designing multiple types of VPs to leverage visual do-

main knowledge obtained from natural images to different application domains. Our
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proposed network architecture MDXNet for VP learning and integration is effective

on various application domains in both cross-domain few-shot learning and zero-shot

learning recognition tasks. The VP embeddings provide a lexicon of visual words and

text descriptions that correlate well with human perception and provide an explain-

able representation of sparsely labeled sample classes in new application domains. In

future work, we plan to investigate effective methods for combining a wider range

of domain knowledge from natural images and apply such knowledge to more cross-

domain applications. We are also interested in the reverse direction of knowledge

transfer, i.e., investigating whether visual knowledge gained from non-natural image

sources can help natural image tasks such as recognition and segmentation.
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Chapter 5

Domain Applications

We extended deep learning methods in various domains, including material science

domain for predicting carbon nanotube forest attributes and mechanical properties,

and biomedical domain for cell segmentation.

5.1 CNTNet: Carbon Nanotube Structure Recog-

nition and Property Regression

5.1.1 Introduction

The timeline for materials discovery, development, and deployment is slow and re-

source intensive, requiring 10 to 20 years of research and development to bring a

product to market [186]. The process also relies on human intuition and trial and

error to traverse vast multi-variate synthesis domains. Integrating machine learn-

ing (ML) and artificial intelligence (AI) algorithms into the materials development

cycle may drastically accelerate the process, reduce the role of human judgement,

and alter the paradigm of materials research. Carbon nanotubes (CNTs) represent

an illustrative example of the materials development cycle. CNTs have been at the
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forefront of nanotechnology since their discovery in 1991 [187], yet their adoption

into industrial applications remains sparse [188]. Their mechanical, thermal, and

electrical properties far exceed those of conventional engineering materials [188], such

that the technological potential of CNTs could be disruptive in applications ranging

from structural materials [189, 190], digital electronics [191, 192, 193], flexible sensors

[194, 195, 196], power transmission [197] and thermal devices [198, 199, 200], among

others. As an example, CNTs exhibit an elastic modulus in excess of 1 TPa [201, 202]

but are compliant enough to be tied into a knot and spun into yarns [203]. Their

thermal conductivity exceeds 5,000 W/m-K [204] which is approximately 12 times

greater than that of copper, at a mass density that is 4 times less. Single-walled

CNTs have an electron mobility that is in excess of 100,000 cm2/V s [205] and can

operate at frequencies greater than 1 GHz [206]. Scaling the physical properties of

one CNT to large populations remains a significant challenge. When populations of

CNTs are concurrently synthesized to form vertically oriented CNT forests, however,

their ensemble properties are drastically reduced. Understanding and controlling the

process-structure-property paradigm for CNT forests is a long-standing barrier to the

widespread adoption of CNTs in many applications.

CNT forests are routinely synthesized using chemical vapor deposition (CVD)

methods. The typical areal density of CNT forests ranges from an order of 109

CNTs/cm2 for multi-walled CNT (MWNT) forests [207], to greater than 1013 CNTs/cm2

[208] for single-walled CNT (SWNT) forests. The uncontrolled self-assembly of CNT

forests generates an open-cell, foam-like structural morphology seen in the scanning

electron microscope (SEM) images of Figure 5.1. The wavy, entangled morphology is

thought to degrade the ensemble properties of CNT forests, sometimes by many or-

ders of magnitude. As an example, the typical modulus of CNT forests is on the order

of 10 to 100 MPa [209, 210, 211, 212, 213], a full four to five orders of magnitude less

than the elastic modulus of individual CNTs. Similarly, the experimentally realized
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thermal conductivity of CNT forests is on the order of 80 W/m-K [214], far less than

the 5,000 W/m-K measured for an individual CNT. While the existing performance

gap between predicted and observed properties is vast, it serves as an indicator that

CNT forests may be designed to operate within a larger technological performance

envelope if the CNT forest assembly processes could be better understood and con-

trolled. Realizing properties within this envelope will require the development of

new tools that can identify how CNT forest synthesis attributes correlate with forest

structure and ensemble physical properties.

Figure 5.1: SEM images of carbon nanotube forests. The structural morphology
of a CNT forests may exhibit relatively aligned CNTs or wavy and entangled CNTs
depending on synthesis conditions. Scale bars represent 500 nm.

To efficiently navigate within a high-dimensional synthesis space, researchers have

recently constructed a high-throughput, autonomous research robot to deterministi-

cally synthesize isolated single-walled CNTs (SWNTs). The Autonomous REsearch

Systems (ARES) uses a Raman spectrometer laser to provide heat and simultane-

ously characterize growing SWNTs in-situ [215, 216]. The ARES system utilizes

machine learning (ML) algorithms to learn from previous experimental results and

uses an artificial intelligence (AI) planner to sequence experiments to reach an ex-
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perimental objective. In a particularly compelling demonstration, the ARES system

autonomously determined experimental parameter sets required to achieve specified

SWNT growth rates in fewer than 100 experimental iterations [216]. The ARES ap-

proach shows that integrating AI and ML, with high-throughput experimentation can

facilitate experimental parameter space navigation within a process-structure domain

that is not well understood by researchers. The interactions between large popula-

tions of concurrently-growing CNTs in forests add complexity not present during the

synthesis of isolated SWNTs, and ARES-style experimental campaigns interrogating

CNT forests have not yet been reported but offer a promising approach.

In the current study, a time-resolved finite element method (FEM) CNT forest

simulation tool [217, 218] is used as a high-throughput virtual laboratory to examine

the synthesis-structure-property design loop of CNT forests. Images of each CNT

forest morphology were obtained at the end of their simulated synthesis. A mechani-

cal compression simulation was used to obtain mechanical properties [218, 219, 220].

Deep learning neural networks, trained and tested using FEM physics-based sim-

ulated images, were developed to predict the class label for the CNT synthesized

images [221]. Subsequently, CNT forest physical and growth attributes like stiffness

and buckling load are predicted using another ML random forest regression algorithm.

A total of 63 unique CNT forest synthesis classes were established based on combi-

nations of CNT diameter, population growth rate variability, and CNT areal density.

From these classes, a combined pool of 22,106 FEM simulated synthesis and com-

pression experiments were performed generating one image per experiment to create

a pool of data for training and testing the ML models. The physics-based FEM simu-

lations provided precise ground-truth data that would otherwise be very difficult, if not

impossible, to obtain using physical experimentation techniques. The ML techniques

achieved greater than 91% classification accuracy of physical and growth attributes,

with an R2-regression fit of 0.96 and 0.94 for buckling and stiffness predictions, re-
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spectively. The image-based R2 coefficient of determination, and root-mean-square

error (RMSE) values matched or exceeded those obtained using a classification-based

linear regression analysis in which all input physical attributes were precisely known a

priori and no image data was considered. The results demonstrate that image-based

ML algorithms using simulated SEM imagery are able to detect unique visual struc-

tural morphological characteristics of CNT forests to provide precise, individualized

predictions.

5.1.2 Results

Simulating CNT Forest Synthesis and Mechanical Compression

The typical CVD parameters available for CNT forest synthesis include catalyst com-

position, catalyst thickness, buffer layer composition, buffer layer thickness, substrate

temperature, gas temperature, catalyst conditioning, hydrocarbon gas composition,

carrier gas composition, synthesis pressure, and synthesis time, among others. Each

of these parameters can influence the resulting diameter distribution, areal density,

growth rate, and CNT catalyst lifetime. For example, increasing the porosity of an

alumina buffer layer (controlled by deposition methodology) was shown to drastically

increase the growth rate, lifetime, and density of CNTs when using an Fe catalyst

thin film [222]. Likewise, trace amounts of carbon can increase CNT number density

by reducing oxidized catalyst nanoparticles [223, 224]. Because of the cost and time

required to explore the available synthesis parameter space, researchers typically op-

erate within a small parameter range that has produced acceptable CNT growth in

the past. In fact, time and cost constraints are disincentives to thoroughly explore

the vast parameter space. For the eleven synthesis parameters mentioned above, a

full combinatorial experimental campaign consisting of just three quantized levels per

parameter, without replicates, would consist of 177,147 experiments. At a relatively
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aggressive pace of five experiments per day, this experimental campaign would require

almost a hundred years to complete. Characterization of the resulting CNT forests

would require additional time that may exceed the time required for synthesis.

Here, a mechanical finite element simulation was used as a high-throughput vir-

tual laboratory to synthesize and mechanically compress thousands of unique CNT

forests. Deep learning algorithms classified the CNT forest physical attributes and

predicted the CNT forest mechanical properties based solely on the simulated CNT

forest imagery. Deep learning algorithms typically require very large amount of train-

ing data which is not available in our case. The deep learning algorithms bootstrap

onto the physics-based simulation to predict the complex synthesis-structure-property

relationships of CNT forests, and can be viewed as an advanced data augmentation

method to provide more training data, where data or ground-truth or both is very

sparse like in molecular, cellular and tissue imaging [225, 226, 227, 228]. Diverse CNT

forests could then be generated using combinations of seven CNT population densi-

ties, three CNT diameters, and three levels of population growth rate variability. The

CNT linear density varied from 50 to 200 CNTs per 10 µm simulation span. These

CNT densities correspond to 2.5x109 to 4x1010 CNT/cm2, consistent with reports for

multi-walled CNT forests [224]. Seven unique CNT density levels were selected to

span this large span of observed results. The levels of CNT diameter (10, 16, and 22

nm) and CNT forest growth rate coefficients of variability (3, 6, and 9%) were also

selected based on available data for multi-walled CNT forest synthesis data [229].

Each unique combination of these parameters was considered to represent a labeled

class or category and used for supervised learning. We designate this complementary

suite of digital AI/ML tools for CNT material discovery as CNTNet.

Each CNT forest simulation uses homogeneous CNT diameters selected from one

of three values and a stochastic assignment of growth rate and orientation angle.

Figure 5.2 displays a representative set of simulated CNT forest morphology images
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Figure 5.2: Representative images from all 63 simulated CNT forest classes.
Each block of nine sub-types is grouped by CNT linear density, ranging between D50
to D200 (seven values), representing a density of 50 and 200 CNTs per 10 µm sim-
ulation span, respectively. Each block of 9 images is arranged in an order consistent
with the key provided on the right side of the middle row of images. Here, R indicates
the outer radius in nm (three values), and G is the growth rate coefficient of varia-
tion (three values). The image blocks for D50 (red border) and D200 (green border)
are expanded in the third row to show greater image texture details. The horizontal
domain is 10 µm for each simulation. Note that each image has a replicated texture
block in the horizontal direction to demonstrate periodic boundary conditions.

from each of the 63 forest classes. While synthesis is confined to a two-dimensional

plane, the resultant CNT waviness and bundling resemble physical CNT forests. In

this way, the resultant CNT forest morphology approximates a slice from larger three-

dimensional CNT forest. Each block of images is sorted based on the CNT density.

The lowest and highest CNT densities, denoted as D50 and D200 (corresponding
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to 50 and 200 CNTs per 10 µm span, respectively), are enlarged and shown in the

third row of the figure. Some trends may readily be identified by the naked eye,

particularly when observing the lowest and highest density examples. Increasing

CNT linear density decreased the white space in each image, while the wavelength

and amplitude of CNT waviness also decreased. An increased growth rate coefficient

of variation within a forest decreased the vertical orientation of individual CNTs

within a forest, leading to an increased CNT-CNT contact density and decreased

wavelength along the length of the forest. Importantly, all CNTs were plotted with

the same line thickness, regardless of CNT diameter. This decision was motivated

by the likely resolution limits of an SEM, which at modest magnifications would

be unable to distinguish between the small variations in CNT diameters presented

here. As a result, all diameter classifications were inferred based upon variations in

the CNT forest morphology rather than by direct diameter acquisition. Because the

bending stiffness of hollow cylinders increases with the fourth power of diameter, the

CNTs within larger-diameter CNT forests have less curvature than smaller-diameter

CNT forests.

Each of the CNT forests used for classification were mechanically compressed to

determine their buckling load and elastic stiffness. To the best of our knowledge, this

study of 22,106 CNT forests represents the most extensive evaluation of CNT forest

mechanics to date. A representative CNT forest undergoing compression, and the re-

sultant force-displacement response, is shown in Figure 5.3. During compression, the

CNT forest morphology deformed and buckled at the top and bottom-most regions of

the CNT forest throughout the initial stages of compression, before densification. Co-

ordinated CNT buckling that originated near the top surface of the CNT forest grew

in extent with increased compressive strain, while a single buckle near the bottom

of the forest persisted without obvious growth. Similar collective buckling behavior

has been observed experimentally [209, 230, 211, 231]. The forest stiffness [N/m] was
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Figure 5.3: Simulated CNT forest compression. An expanded CNT forest
compression demonstration showing the simulated CNT forest morphology (a) at
the beginning of compression and (b) after 20 µm compression. (c) The full load-
displacement curve shows the typical linear-elastic regime at low displacement, an
extended plateau, and a densification regime. (d) A magnified view of the loading
curve shown in (c) illustrates the evaluation of forest stiffness and buckling load.

determined from the tangent loading slope evaluated at a compressive displacement

of 1.5 µm from the top surface of the forest. The initial 0.5 µm of compression after

first contact deformed only the free ends of the tallest CNTs, as shown by the small

and erratic loads at the onset of compression in Figure 5.3(c), and was not charac-

teristic of the overall forest stiffness. At 1.5 µm compression, by contrast, contact

was established with the entire span of the CNT forest. The buckling load was de-

termined by imposing a line with a slope equal to the CNT forest stiffness and an

offset of 0.4µm of compression. The buckling load was defined as the point at which
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applied load and the offset stiffness line (shown in red in Figure 5.3(c)) intersected.

The typical compression simulation was terminated after these characteristic metrics

were obtained. An extended compression experiment is shown in Figure 5.3(d) show-

ing the typical elastic, plateau, and densification regions that are characteristic of

CNT forests. Nested box plots in Figure 5.4 display the stiffness and buckling load

Figure 5.4: Nested box plots of simulated CNT forest mechanical properties
as a function of class. The (a) buckling load and (b) elastic stiffness for 63 distinct
classes of CNT forests vary by orders of magnitude within the simulated parameter
space. The shaded box represents the upper and lower quantile, while the vertical
whiskers represent 1.5 times the interquantile range. The bottom grouping, ranging
from 50 to 200 represents the quantity of CNTs, the upper grouping represents CNT
outer radius of 5, 8, and 11 nm.

representative of all CNT forests. Axes are plotted using a logarithmic scale to show

the power-law scaling that exists between forest attributes and the corresponding

mechanical response. Within each plot, the mean value is plotted as a solid dot, the

shaded box represents the upper and lower quantile of the data, while the vertical

whiskers represent 1.5 times the interquantile range. The dual x-axes are sorted by

nesting CNT linear density and CNT outer radius in ascending order. Note that the

inner CNT radius is 70% that of the outer radius in all simulations. The various

population growth rate coefficients of variation are plotted by color within the box

plots. Based on the box plots, the buckling load and stiffness are positively correlated

with all CNT attributes, with a ranked sensitivity (from smallest to greatest) of pop-
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ulation growth rate variation, diameter, and linear density. The variation of stiffness

and buckling load spans greater than three orders of magnitude for the combination

of parameters varied in the current study.

To determine the scaling relationships associated with each CNT forest attribute,

and to serve as a baseline for later ML predictions, a linear regression analysis of CNT

forest buckling load and stiffness was performed relative to the input CNT forest

physical parameters. The analysis inherently presumed a foreknowledge of the CNT

forest characteristics of CNT density, CNT diameter, and population growth rate

variation and were not informed by CNT forest morphology images. We stress that

the precise knowledge of these CNT forests attributes would be difficult or impossible

to obtain with physical experiments, while simulation provided access to the exact

values. The values within each CNT attribute class were normalized by the modal

value for the regression analysis to ensure that each parameter varied by similar

magnitude. A linear regression analysis based on the log10 parameter values was then

conducted. The analysis showed that Ef ∼ ρ1.9, Ef ∼ D1.34, and Ef ∼ COV 0.13,

where Ef , ρ, D, and COV represent CNT forest stiffness, density, diameter, and

population growth rate coefficient of variation, respectively. Similarly, the CNT forest

buckling load, σy, scaled as σy ∼ ρ1.94, σy ∼ D1.01, and σy ∼ COV 0.25.

Well-established scaling relationships exist for ideal open-cell foams that relate

elastic modulus, E, yield strength, σy, and relative density, ρ. For ideal 2D open-cell

foams and honeycombs, E ∼ ρ2 and σy ∼ ρ2, while isotropic 3D foams, including

isotropic CNT foams [232], exhibit E ∼ ρ3 and σy ∼ ρ3 scaling relations. Alumina-

coated CNT forests have exhibited scaling on the order of scale as E ∼ ρ2.8 and

σy ∼ ρ2.9 [233], slightly less than that predicted by open cell foam predictions. In a

similar fashion, our scaling factors of Ef ∼ ρ1.9 and σy ∼ ρ1.9 are slightly less than

ideal value of 2 for these parameters with 2D open-cell foams, providing confidence

in the simulation output. We anticipate that scaling the existing simulation to three
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dimensions will reflect the scaling relationships of three-dimensional open-cell foams,

as observed experimentally [233].

The predicted buckling load and stiffness resulting from the regression, plotted

relative to their ground-truth values, may be found in supplementary information

Figure S1 in our paper. Note that the linear regression model using the known values

of physical attributes (without using image properties) provides a single prediction

for each of the 63 classes. A statistical linear regression model produced an R2 value

of 0.94 for both buckling load and forest stiffness, indicating that buckling load and

CNT forest stiffness was predicted relatively well conditioned upon knowledge of the

CNT physical attributes. The linear regression model had a root-mean-squared error

(RMSE) of 0.22 and 0.20 for stiffness and buckling load, respectively, for the same

data. While this linear regression approach is straightforward when using synthetic

simulation because all CNT forest simulation parameters are prescribed, for real-

world experiments the determination of CNT diameter, density, and growth rate

variation is time consuming, cost prohibitive, and may be unrealistic to obtain with

physical experiments for even modest parametric studies. These difficulties motivate

the physics-based simulation and image-based prediction capabilities afforded by the

deep learning techniques.

CNTNet Classification and Prediction Results

Quantifying the complex and entangled CNT forest morphology after synthesis is

itself a difficult task. Because of the relatively large SEM depth of field and because

adjacent CNTs frequently bundle into ropes during synthesis, even rudimentary CNT

forest measurements (such as diameter distribution and CNT areal density) are diffi-

cult using SEM analysis alone. Typical metrics to describe CNT forest alignment in-

clude the Herman Orientation Factor (HOF) obtained by small angle X-ray scattering

(SAXS) [207, 234] or scanning electron microscopy (SEM) imagery [223], or by hand-
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crafted image-based descriptors [212]. Of these, SAXS is perhaps the most descriptive

quantitative technique for CNT forest characterization, as it provides measurements

of CNT alignment, diameter distribution, and areal density. This technique requires a

high-intensity synchrotron photon source to penetrate the forest, and as such, it is not

readily available. The SAXS measurement also acquires population-averaged metrics

that may be difficult to correlate to individual CNT-CNT interactions. Nevertheless,

SEM-based morphology characterization is currently the most frequent methodology

for CNT forest characterization. As such, we designed a deep learning (DL) frame-

work to learn from physics-based simulated CNT forest morphology images that are

similar in scale and resolution to SEM imagery.

Deep learning architectures are a powerful approach for pattern representation

learning, and are being widely adopted in many fields including natural object image

classification [235], aerial scene classification [236], feature tracking in wide area mo-

tion imagery [237], 3D point cloud classification [238], vessel segmentation [239], and

malaria diagnosis [240]. Recent work evaluated using hand-crafted texture features

like joint adaptive median binary patterns [241, 242] combined with random forest

machine learning to identify the CNT class label for twelve classes [221]. In this work,

we take advantage of recent developments in deep learning architectures to increase

the number of CNT classes from 12 to 63, improve the classification accuracy, and

add a machine learning approach for the prediction of CNT physical attributes and

mechanical properties using simulated growth imagery. The CNTNet classifier pro-

vides a discrete class label output. We use the last feature layer, before the output

layer, in the CNTNet classifier as the independent feature vector. We use random

forest regression trees with the 4096-D deep image-based features learned by the deep

neural network (DNN) classifier in order to provide continuous real-valued estimates

of the dependent mechanical properties. By employing this scheme, mechanical prop-

erty predictions benefit from the descriptive power of learned deep features combined
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with the accuracy and robustness of random forest to noise and over-fitting by using

an ensemble of diverse trees. As shown in Figure 5.5, the proposed CNTNet classifi-

cation and regression framework consists of a pipeline of several modules. The CNT

forest images generated using the physics-based growth simulation model are used

as input to train a VGG-19 DNN [243] to predict CNT forest attributes (Structural

Classification module) and mechanical properties (Property Regression module). The

finite element simulation generates CNT forest structural morphology images, along

with mechanical stiffness, and buckling load values. The CNTNet classifier accepts

CNT forest images as input and generates predictions of the CNT class labels along

with the feature space embedding for CNT forest attributes and the mechanical prop-

erties of stiffness and buckling load. In this way, the CNTNet capability spans the

entire synthesis-structure-property paradigm for CNT forest synthesis and virtual

screening.

Using CNTNet the overall classification accuracy for 63 classes was 91.0%, indi-

cating that all three attributes of CNT density, radius, and growth rate coefficient

of variation were correctly predicted with high accuracy on the test images. The

feature descriptor embedding from the CNTNet classification module is then used for

the CNTNet regression task to predict the CNT forest physical properties. Unlike

the classification-based traditional linear regression model in the previous section, for

the CNTNet random forest regression predictor, the image feature descriptor em-

bedding alone was used as the model input, without any knowledge of CNT forest

attributes provided to the decision trees. The CNTNet-predicted buckling load and

elastic stiffness relative to the known ground-truth values are shown in Figure 5.6(c)

and (d). Note that the solid line represents an ideal 1:1 correlation between CNTNet

prediction and the ground-truth parameters from the physics-based simulation. For

both stiffness and buckling load, the predicted mechanical properties lie close to the

ground-truth values for ranges of values that vary by greater than three orders of
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magnitude with an R2 value of 0.96 for buckling load and 0.94 for stiffness, which

is better than the R2 values of 0.94 obtained for the classification-based traditional

regression with more information known a priori. The RMSE values produced for the

CNTNet-predicted stiffness and buckling load are 0.21 and 0.17, respectively. These

values are an improvement over the respective RMSE values of 0.22 and 0.20 using

the previously discussed statistical linear regression predictions which utilized the

numerical values of CNT density, diameter, and growth rate variation as inputs.

The superior accuracy of the CNTNet regression predictions has practical impli-

cations. As stated previously, the structural characterization of CNT forests using

methods such as SAXS is resource intensive and prohibitive for a high volume of sam-

ples. Image acquisition of CNT forests using SEM, however, is readily available to

most researchers. The CNTNet results demonstrate that property predictions using

image data may be superior to algorithms in which all CNT forest physical attributes

are known a priori. Such a result might not be surprising when considering that im-

age data contains embedded information that is unique to each CNT forest. Whereas

the classification-based regression model based upon physical attributes generates a

single-value prediction for all forests with matching attributes, image-based regression

detects subtle differences within CNT forest morphology to generate unique predic-

tions even for forests that share similar attributes. Moreover, the images themselves

may contain sufficient information to infer the population-based physical attributes

provided by methods such as SAXS, as demonstrated by the CNTNet classification

results.

Data visualization can be used to understand the CNTNet classification and re-

gression performance in a qualitative manner. The multi-class confusion matrix in

Figure 5.6(a) shows the misclassification accuracy between class Cq and Cr arranged

by CNT density, in the form of a matrix with color intensity mapping to the percent-

age of predicted values which fall within a known ground-truth class label. The axes of
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the confusion matrix represent the predicted class label and the known ground-truth

classification. The diagonal entries in the confusion matrix represent the respective

class accuracies, while all other entries represent a misclassification. Marginal confu-

sion matrices are provided as supplementary material in our paper which show the

classification accuracy as a function of only CNT density, only CNT radius, or only

population growth rate variation. In these matrices, the classification of a given pa-

rameter level is assumed to be correct even if the other independent parameters are

not correctly predicted. The lowest prediction accuracy in each of these quantities

was 99.97% for CNT density, 88.99% for CNT radius, and 97.88% for growth rate co-

efficient of variation. The CNT density was predicted with 100% accuracy for forests

having between 50 to 150 CNTs per 10 µm span. The high degree of accuracy of the

CNTNet classification module demonstrates that DL techniques can readily identify

subtle differences in the wavy texture morphology of CNT forests arising from the

relatively small changes in CNT attributes.

The t-Distributed Stochastic Neighbor Embedding (t-SNE) [185] can be used to

visualize the class clusters projected in a low-dimenstional space suitable for qualita-

tive understanding of the class separability and inter-class mixing. This is important

for the CNT classification task due to the large number of 63 classes with subtle tex-

ture differences between some classes. t-SNE reduces the dimensionality of the 4096-D

feature descriptor embedding vectors learned by the VGG-19 DL network to generate

a 2-D plot as shown in Figure 5.6(b). A principal component analysis (PCA) [184]

was first used to reduce the feature space dimensionality of the classification embed-

dings from 4096 to 50 before projecting their values to a 2D space using t-SNE. The

63 CNT classes are grouped into seven density classes shown in different colors. The

seven CNT density classes are well-separated in the t-SNE subspace, indicating that

CNTNet has learned a feature embedding manifold that is highly discriminatory. The

t-SNE distributions sorted by diameter and growth rate variation are provided in the
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supplementary material in our paper and show overlapping clusters that supports our

confusion matrix analysis. The misclassification rate around 9% is due to the overlap

in the 9 combinations of diameter and growth rate variation within each CNT density

cluster as shown in Figure S5 in supplementary file of our paper.

5.1.3 Discussion

It is striking that image-based mechanical property prediction, matched or exceeded

statistical predictions in which all CNT forest attributes were known with certainty.

An image-based AI/ML approach using physics-based image synthesis is particularly

powerful and applicable because the physical attributes of CNT forests are rarely,

if ever, known with certainty in physical experiments. The CNTNet classification-

regression framework demonstrates that the feature descriptor information embedding

using CNT forest structural morphology images is sufficient to characterize the rele-

vant synthesis-related CNT attributes (CNT density, CNT diameter, and CNT growth

rate variation) and ensemble properties of CNT forests with high accuracy without

any other external knowledge. We anticipate that these image-based computer vision

techniques, upon further refinement, can be translated to and augmented with exper-

imentally acquired SEM images of CNT forests to rapidly characterize their physical

attributes with similar high accuracy. We acknowledge that the current simulation

model may only capture the first order mechanisms of CNT forest self-assembly and

mechanics, but we anticipate that data from emerging experimental techniques will

continuously improve the fidelity of the simulation techniques.

An image analysis system designed to characterize SEM images of CNT forests

must accommodate SEM-specific imaging characteristics including molecular struc-

ture variability, measurement noise and grayscale intensity variations through the

depth of imaging. We are planning to develop a new module to generate photo-

realistic images of simulated CNT forests that reflect SEM appearance characteristics.

110



The simulated CNT forests themselves will also be generated using CNT diameter

distributions consistent with specific synthesis criteria. The CNTNet classifier and

CNTNet regressor will then be retrained using more realistic synthetic CNT imagery

augmented with labeled SEM images as these become available. Previous work on

deep learning-based realistic synthetic data generation systems [244, 245], general ad-

versarial networks [246, 247], and synthetic microscopy image generation approaches

[248, 249] will inform our generation of more realistic synthetic CNT forest images,

characterizing the generalization power of CNTNet and for translating the proposed

pipeline to the analysis of SEM images.

High-throughput simulation is expected to play a major role in mapping the

synthesis-structure-property relationships of CNT forests for virtual screening. The

current study did not correlate the prescribed CNT synthesis attributes of diameter,

areal density, and growth rate variation to specific process parameters such as cata-

lyst composition, catalyst thickness, temperature, and gas flow rate; however, these

correlative studies are being conducted, and limited empirical data exists within the

literature. Precise determination of CNT catalyst kinetics is expected to accelerate

in the coming years using in-situ transmission electron microscope and SEM syn-

thesis observations. As more complete experimental data is obtained, the relevant

physical relationships between process parameters and CNT synthesis attributes can

be integrated to improve the physics in the simulation framework and generate in-

creasingly accurate simulations with little additional computational resources. The

exploration of the nearly inexhaustible CNT forest parameter space will accelerate

while becoming significantly less cost prohibitive.

Future advancements of CNTNet lie in the incorporation of experimental and

numerical simulation data as separate information sources, but coordinated data

streams. SEM-based in-situ synthesis experiments are currently being conducted

that will both validate the physics and kinetics of the finite element simulation and
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will provide a source of CNT forest SEM image inputs. The in-situ experiments will

provide an opportunity to approximate the ground truth and to precisely correlate

simulation and experiment, which will allow evaluating the generalization capability

of the CNTNet ML model. The implementation of 3D finite element code, analogous

to the 2D code presented here, is ongoing and will produce CNT forest morphology

imagery that is even more analogous to CNT forest SEM imagery. As quantification

and understanding of increasingly complex CNT forest growth kinetics are under-

stood and reported, simulation fidelity will continually increase. In the near future,

we expect that a well-validated CNT forest simulation tool could be used to au-

tonomously navigate the CNT forest synthesis parameter space to rapidly map the

available combinations of CNT forest ensemble physical properties afforded by diverse

CNT forests morphology, particularly those which have not been previously explored.

These properties could then be confirmed and refined experimentally. Similarly, ro-

bust image-based characterization of CNT forest physical attributes will be enabled

when a repository of well-characterized CNT forest SEM images becomes available.

The tools developed and reported here are foundational to these efforts and estab-

lish that image-based DL can both classify CNT forests and predict their physical

properties with high accuracy.

5.1.4 Methods

Physics-Based CNT Growth and Compression Simulation for Machine
Learning

All finite element simulations were conducted using MATLAB 2018b software running

a custom FEM code. CNT elements were treated as Euler-Bernoulli frame elements

with a computational node at each end of the element, as described elsewhere [218].

The van der Waals interactions between adjacent CNT segments were simulated as
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linear-elastic spring elements. As neighboring CNTs contact, the van der Waals

interactions may lead to the formation of bundles or ropes of multiple CNTs that

often persist throughout the height of forests. Likewise, contacting CNTs may bend

and form a wavy morphology. Each unique morphology is shaped by the mechanical

equilibrium established between the contacting CNTs. Mechanical equilibrium was

computed at each time step for all nodes within the CNT population before initiating

a new set of elements at the base of existing CNTs at discrete time steps to simulate

CNT growth. To accommodate the new CNT elements, the nodes that had previously

resided at the bottom of the forest were displaced by a distance corresponding to the

growth rate of each CNT and at an angle consistent with the orientation angle of the

CNT. The stiffness matrix is regenerated at the beginning of each time step to account

for the new orientation of each element, the formation of new CNT-CNT contact

points, and the addition of new elements to the system. A horizontal growth span

of 10 µm was selected for all simulations, with periodic boundary conditions at the

horizontal extremes of the simulation domain to mitigate potential edge effects [217].

The population-averaged growth rate was 60 nm per time step for all simulations.

Diverse CNT forest populations were achieved by selecting among 7 CNT population

densities (50 - 200 CNTs in increments of 25), 3 CNT outer radii (5, 8, 11 nm) and

3 values of CNT population growth rate coefficient of variation (3, 6, 9%), for a

total of 63 distinct classes. The inner radius of each CNT was 70% that of the outer

radius. Because the characteristics assigned to each CNT within a forest were chosen

stochastically, each simulation produced a unique CNT forest, even within a common

class. Each synthesis simulation was terminated once all CNTs in the population

reached a height of 20 µm, and the growth image of the CNT forest morphology was

saved for deep learning analysis.

Using the same simulation framework, the mechanical compression of each forest

was simulated by vertically translating a rigid horizontal surface at 20 nm increments
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per time step. Each CNT node in contact with the simulated moving boundary was

pinned, and the base node of each CNT was fixed, simulating a rigid substrate. Me-

chanical equilibrium was computed for each displacement step, and the compressive

load was determined by summing the vertical reaction forces of all CNTs in contact

with the moving surface. This force was equal in magnitude to the summed force

transmitted to the simulated substrate. The plastic deformation of constituent CNTs

was considered by employing the Brazier instability mechanism for thin-walled cylin-

ders in which the circular cross section of CNTs forms a flat kink [250]. For hollow

CNTs, kinking of the original circular cross section reduces the bending stiffness, and

the cylinder can support less of a bending moment. The critical kinking moment can

be expressed as,

Mkink = 0.4683
EDt2√
1− ν2

(5.1)

for a thin walled cylinder, where E is the CNT modulus, D is the CNT outer diameter,

t is the CNT wall thickness, and ν is the Poisson’s ratio (0.17 for graphite). This

critical limit was experimentally validated for CNTs using in-situ TEM deflection and

assuming a thickness of 2 walls where the maximum moment was generated [250]. The

experimentally observed kinking moment was 25% greater than this approximation,

as inner-most CNT walls acted to strengthen the deforming cross section. In our

simulation, the full wall thickness of the CNT was considered when computing the

kinking moment of an element. When an element exceeds the critical kinking moment,

its moment of inertia is reduced by a factor of 105 to approximate the limitation of

the kinked cross-section to support mechanical moments. The elastic modulus of

each kinked segment is reduced by a factor of 103. These values are estimates and

characterize the inability of a kinked CNT to support additional load or mechanical

moment.
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CNTNet: Deep Learning and ML Regression Using a Physics-Based Vir-
tual Laboratory for Data Generation

The theoretical understanding of CNT morphology, structure and physical properties

is limited, and the experimental generation of a large collection of real SEM imagery

that is essential for training deep learning networks is unavailable due to difficult

material synthesis, high cost, and high resource requirements [197]. Therefore, we

investigated the feasibility that a deep learning architecture trained using only sim-

ulated imagery from the physics-based simulation virtual laboratory model could be

used for virtual screening [251]. Success using a virtual laboratory screening method

would provide confidence for pursuing a computational automated materials design

approach [252] using SEM imagery from physical experiments to accelerate the guided

search for optimal CNT materials with desirable properties.

We developed CNTNet a deep network that transfers the high-dimensional texture-

based feature classification embeddings to predict CNT physical properties using ma-

chine learning-based random forest regression. CNTNet is composed of two modules

as shown in Figure 5.5. The first structure classification module is the CNT image

representation embedding deep architecture, which is learned using a classification

task network. The second property regression module uses Random Forest regression

(RF regression) [253, 254, 255, 256] for CNT physical property prediction using super-

vision from the physics-based simulation system. Random forests provide a unified

framework for manifold learning [253], interpretability in the context of explainable

AI [257], better robustness to adversarial noise, and randomization in RF has been

shown to be a powerful way to learn distances between images of never-seen objects

[258]. We use the feature space embedding learned during K-way classification to

boost the prediction power of the property regression module CNTNet. Once the

deep network is trained on the visual appearance-based structure classification task,

all the deep learning parameters or weights θC are frozen, so that the embedding rep-
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Figure 5.5: Schematic of CNTNet modules. CNTNet is a modular image-based
machine learning and control framework for enabling artificial intelligence-driven clas-
sification of CNT forest synthesis attribute groups and predictions of CNT forest
material properties. The top structure classification module uses the VGG-19 deep
learning network for classifying CNT forests into one of 63 CNT classes based on
combinations of synthesis attributes generating different CNT forest simulated SEM
image classes. The structure classification network captures morphological texture
properties and was trained using transfer learning with initialization using ImageNet
weights. The bottom property regression module uses Random Forest regression trees
to learn CNT forest buckling load and stiffness by mapping the 4096-D feature image
representation descriptor using 2-D regression vector functions.

resentation learned through structure classification can be transferred to the property

prediction module.

The CNTNet framework is motivated by the observation that CNT forest proper-

ties are strongly correlated with their class grouping (x-axes) and physical attributes

of buckling load and stiffness, as depicted in Figure 5.4. Using the structure classi-

fication deep learning module, the CNTNet extracts a rich high-dimensional feature

descriptor that encodes the prior knowledge of CNT physical attributes in an em-

bedding manifold, that can then be used to learn additional physical properties in
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Figure 5.6: CNTNet classification and regression accuracy. (a) Confusion
matrix for 63 CNT classes with the ordering based on seven CNT densities and nine
sub-types. (b) t-SNE visualization of the 63 CNT forest classes grouped by the 7 CNT
population densities for better visualization. The separation of the density groups
using the VGG-19 feature embedding sub-space indicates that the CNT forest density
is classified with high accuracy. CNTNet regression prediction for (c) buckling load
and (d) stiffness compared to the simulated ground-truth values. Data are colored
according to the CNT forest linear density.

the descriptor space, and leads to the observed strong performance of CNTNet for

predicting the physical properties. The feature embedding provided by the VGG-19

network was used for both determining the CNT forest class label based on simulated

growth attributes, and as input to a random forest regression estimator to predict

the mechanical properties.

The structure classification module in CNTNet uses physics-based simulated CNT
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forest structural imagery as input to predict the CNT attributes of CNT diame-

ter, CNT population growth rate variation, and CNT density based on the 63 class

groupings. Each class represents a unique (discrete) combination of these parameters.

Given the morphology images Xi of CNT structures, Xi ∈ XCNT , where XCNT is

the training set of CNT images. In this work, we used the VGG-19 CNN to learn

the mapping function from CNT structure to CNT forest classes. We define fθC (·)

as the mapping function from the input (image) space Xi to the class label space pi,

parameterized by the classification network weights, θC , which is then followed by the

Softmax (·) non-linear operator, defined as:

pi = Softmax (fθC (Xi)), Softmax(zi,k) =
ezi,k∑K
j=1 e

zi,j
, for j = 1, ...K (5.2)

where Xi is the ith input CNT image, and pi is the associated CNTNet predicted

class label for Xi. After applying the softmax operation to, zi,k, the output of the

VGG-19 network estimates K real-valued class probabilities. Note that Softmax (·) is

a differentiable version of the maximum operator. During training we minimize the

cross-entropy loss J defined as,

J = − 1

N
ΣN
i=1 ΣK

k=1 yi,k log(pi,k) (5.3)

where yi,k is the element in yi of kth class, and yi is the true label (1 for the target

class and 0 for the other (K−1) classes), pi,k is the predicted probability of label k for

input Xi, and N is the mini-batch size during training. In our experiments, we used

VGG-19 [243] architecture as the deep learning backbone network, and Stochastic

Gradient Decent (SGD) optimization to learn the optimal parameter space θc.

The classification embedding for the ith input (image) Xi is defined as dCi ∈ RE,
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where E is the dimensionality of the classification embedding vector,

dCi = fθC (Xi) (5.4)

where fθC (·) is the classification mapping to identify the CNT class type of the input

image defined in Eq 5.2. Next, we learn fθR(·) the unknown mapping function from

the CNT structure classification space to the CNT physical property space that is

parameterized by the RF regression variables θR. We define the predicted CNT

physical property as the output vector ŷi ∈ R2,

ŷi = fθR(dCi ) (5.5)

where one output dimension predicts CNT buckling load, and the other output pre-

dicts stiffness. The reason we learn a single RF regression to predict both properties of

buckling load and stiffness jointly is due to their physically coupled relationship that

may lie in the same manifold embedding. A figure showing the correlation between

buckling load and stiffness may be found in the supplementary file (Figure S3) in our

paper. This approach is further strengthened by the general behavior of open-cell

foams which consistently yield at an engineering strain of approximately 5% [259].

In our experiments, 60% of simulated images were used for training, 20% for

validation, and 20% for testing. For the CNT classification label assignment task,

the pyTorch deep learning framework was used to train a VGG-19 backbone [243]

for image texture-based CNT structure categorization. For the physical property

prediction task, we used the image texture embedding from the VGG-19 structural

classification results to develop a random forest regression model using the Scikit-

Learn software [260]. The size of our generated images was 907× 725 pixels. During

training, the images are resized to 256× 256 pixels initially, followed by the random

crop augmentation to extract sub-images that were 224 × 224 pixels. Later, during
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validation and testing, we first resized images to 256×256 pixels, and then performed

center cropping of each image to be the same 224× 224 pixels.

The hyperparameters for training the VGG-19 deep learning network used a

stochastic gradient optimization approach with an initial learning rate value of 10−3,

a weight decay of 10−4 and momentum of 0.9 for updating the gradient at each it-

eration, and a mini-batch-size of 32 for gradient estimation. Common image data

augmentation methods were used to enrich the amount and variety of training data,

including random cropping to extract subimages, and random flip with 0.5 probabil-

ity. All experiments were conducted in 5-Fold cross-validation settings. We trained

the deep network for 200 epochs and used the classification accuracy on the vali-

dation data to select the best model parameters. The validated VGG-19 learned

network model was then evaluated using the testing data to avoid overfitting. The

4096-dimension feature vector embedding from the last fully connected layer in the

VGG-19 classification model was used to train the random forest regressor decision

trees.

The random forest regression module in CNTNet uses the RF approach which

builds an ensemble of regression trees with randomized feature selection to learn the

quantitative relationship between elastic stiffness and buckling load values. When

training the regressor, the outputs are regressed to their loge values. The Scikit-learn

library [260] was used to learn the RF regression. In total, 1000 decision trees of

varying depth were learned in the RF ensemble, all the 4096 features were considered

at each node split, and with pure leaf nodes as the stopping condition during tree

construction. The RF vector regressor is trained to predict two properties, buckling

load and stiffness after a logarithmic transformation to handle the five order of mag-

nitude range in property values (see Figure 5.6 and Supplementary Figure S3 in our

paper).
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5.1.5 Evaluation Metrics

To evaluate the performance of CNT forest classification, the standard overall accu-

racy (OA) metric was used,

OA =

∑K
k=1Ck,k∑K

q=1

∑K
r=1Cq,r

(5.6)

where K is the number of classes, the K ×K confusion matrix with diagonal terms

being the correct classification probabilities and off-diagonal entries, Cq,r, are the

misclassification probabilities between the ground-truth class q predicted to belong

to class r.

To quantify the prediction of CNT forest mechanical properties, we use the coef-

ficient of determination R2 and Root Mean Square Error (RMSE) metrics. The R2

score is computed as,

R2(y, ŷ) = 1−
∑n

i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2

(5.7)

ȳ =
1

n

n∑
i=1

yi (5.8)

where yi is the true CNT forest property value, ŷi is the predicted CNT forest property

value, and n is number of samples. The RMSE metric between the true and predicted

property values is computed as,

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (5.9)
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5.2 DMNet for Cell Segmentation

Cell segmentation is an important task in biomedical domain. The challenges of

segmenting cells include cells are small and low resolution, and many cells are clustered

together. To tackle these challenges, we propose a dual-stream marker guided network

(DMNet). Our network won the second place on ISBI 2021 sixth Cell Tracking

Challenge (CTC, http://celltrackingchallenge.net/).

There are two networks in our algorithm, one network is designed for cell centroids

(markers) detection, and the other is designed for mask detection. We use the HRNet

[261] as the CNN model to learn the centroid localization and cell segmentation

mask. Transform distance maps are computed in training and used for penalizing the

boundary region for accurate cell segmentation. Centroids are used to locate the cells

and segment the segmentation mask to multiple cells.

Table 5.1: Performance of DMNet on ISBI 2021 6th Cell Segmentation & Tracking
Challenge.

Dataset
BF-C2DL

-HSC
BF-C2DL

-MuSC
DIC-C2DH

-HeLa
Fluo-C2DL

-MSC
Fluo-N2DH
-GOWT1

Fluo-N2DL
-HeLa

PhC-C2DH
-U373

PhC-C2DL
-PSC

OPCTB 0.828 0.849 0.854 0.591 0.939 0.953 0.947 0.821
6/10 2/10 6/19 12/26 2/35 1/33 3/24 4/26

SEG 0.699 0.742 0.802 0.522 0.931 0.923 0.923 0.708
6/10 2/10 6/19 13/26 1/35 1/33 3/24 4/26

TRA 0.957 0.957 0.907 0.661 0.946 0.983 0.972 0.933
4/10 4/10 9/19 12/26 7/35 10/33 11/24 8/26

The input images are pre-processed contrast adjustments with z-score distribution.

For the training process, marker localization is trained with centroid supervision, and

segmentation mask is supervised by silver truth of annotations. Both the marker

localization network and cell segmentation network are trained on eight 2D datasets

and five 3D datasets with an input size of 256×256 with distance penalty loss. During

training, regular data augmentation strategies including rotation, flip, and scale from

0.8 to 1.5 are applied for each sample. During inference, both centroids and segmenta-

tion masks are generated, and then the morphology operations are used to split cells
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guided by our generated centroids. We report the DMNet performance on CTC chal-

lenge benchmarks in Table 5.1. For details of evaluation metrics, please refer to the

CTC challenge website and [262]. For detailed descriptions of our algorithm, please re-

fer to MU-BA-US (http://celltrackingchallenge.net/participants/MU-Ba-US/). Our

DMNet ranked top 3 in four datasets among the eight 2D cell segmentation datasets.
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Chapter 6

Summary and Concluding Remarks

I have presented my work towards designing deep learning architectures for 2D and

3D challenges in scene perception.

For 3D point cloud understanding tasks, we develop several networks. We pro-

pose the novel dual-stream networks GLSNet and its extension GLSNet++ to capture

multiscale structural information and handle large variations in object sizes typical

of urban scenes. The proposed GLSNet++ incorporates a unique and effective graph

convolutional network for demixing or unmixing voxel boundary regions composed

of a mixture of object classes using spatial context-dependent feature fusion simi-

lar to conditional random fields. We propose PointGrad, a new graph convolution

gradient operator. The PointGrad encodes point-based directional gradients into a

high-dimensional multiscale tensor space to capture the salient structural information

in the point cloud across spatial and feature scale space, enabling efficient learning.

Integrating PointGrad with several deep network architectures demonstrates the the

efficiency, effectiveness, and robustness of PointGrad for large-scale 3D point cloud

segmentation, indoor scene segmentation, and object part segmentation.

For 2D recognition tasks, we propose MDXNet in emulation of the human visual

system, which learns embeddings of texture visual primitives, shape visual primitives,
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and object-appearance visual primitives from nature image domains to capture human

explainable perceptual latent attributes and integrates them for tasks in multiple new

application domains. The proposed MDXNet is successfully extended to tasks in zero-

shot learning. We applied deep networks in multiple application domains, including

the material science domain and biomedical domain.

All the above methods demonstrate favorable results compared with other state-

of-the-art deep learning and few-shot learning methods. In the future, we plan to

extend PointGrad to various 3D tasks such 3D point cloud denoising, 3D point cloud

completion. Besides, the MDXNet can be extended to more application domains. We

also plan to extend MDXNet to tackle the long-tail problem in AI.
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