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Abstract 

Objective:   Heart failure with preserved ejection fraction (HFpEF) is a disease 

associated with significant clinical pathophysiological heterogeneity in which 

maladaptive cardiac fibrosis, in both the right and left ventricles of the heart, plays a 

unique role in the manifestation of disease. Fibrotic remodeling quantified in this project 

occurs in a chamber-dependent manner on both sides of the heart. Extracellular matrix 

(ECM) remodeling is the core of this pathological process. The prevalence of HFpEF is 

greater in postmenopausal women with hypertension. Therefore, the goal of this study 

was to assess the role of female sex hormones on chamber-dependent differences i.e., left 

ventricle (LV) vs. right ventricle (RV), in ECM remodeling and regulation in a mini-

swine model of pressure overload-induced heart failure (HF).  To gain insight about the 

regulation of fibrosis in this model, biological inputs were measured in both the right and 

left ventricles and used as input variables in an artificial neural network model (ANN).  

This model will identify best predictors for experimental group status i.e., the 

combination of the loss of female sex hormone and/or pressure overload status, as an 

indication for the biological roles they play in the fibrotic remodeling process.  

Hypothesis: I hypothesized molecular markers involved in the bioregulation of the 

cardiac ECM can predict experimental group status in a chamber-specific manner. 

Methods:  

a) Animal model: An ovariectomy (OVX) model of surgically induced menopause 

was used to model the loss of female sex hormones.  Separately, aortic banding 

(AB) was used to induce pressure-overload and mimic HFpEF. Animals that did 
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not undergo ovariectomy were assigned to the intact (INT) groups and animals 

that did not undergo AB were assigned as control (CON).  

b) Data: 24 six month old female swine were categorized into 4 groups by 

ovariectomy and aortic-banded status: 1) Control, intact (CON-INT; n=6); 2) 

CON-OVX (n=5); 3) AB-INT (n=7) ;and 4) AB-OVX (n=6).  

c)  Ninety-six biological measurements from both the LV and RV were considered 

including different mRNA, proteins, activity and/or abundance levels of various 

extracellular matrix components including structural proteins and regulatory 

pathways.  

d) Data preprocessing: Missing data were mean imputed and the min-max 

normalization method was used for all measures. One-way ANOVA models were 

used to identify mRNA or protein targets associated with group status for 

consideration in the ANN. Data were split into testing and training sets with one 

observation from each group (n=4 total) retained for later model testing i.e., 84% 

training and 16% testing 

e) Artificial neural network model: Measurements associated with group status were 

then used as input features in the ANN model. Multiple activation functions were 

considered.  Different combinations of hidden layers and nodes within each layer 

were optimized. Cross-validation, confusion matrices, and F1 scores, percentage 

accuracy and balanced accuracy for each experimental group were used to 

describe the accuracy of the developed ANN model. 

Results:  One-way ANOVA models indicated that in the LV, total collagen content, 

TIMP-1 mRNA, total JNK protein level, MMP-14 activity, MMP-2 activity and 
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collagen I mRNA were associated with group status (p<0.1). In the RV, total collagen 

content and collagen I and III mRNA levels were associated with group status 

(p<0.1). These nine molecular markers were used to develop the ANN model. Cross-

validation and confusion matrices indicate all nine targets formed a linear relationship 

predictive of group with an overall accuracy of 70.7% and F1 score of 0.81.  

Conclusion: Molecular mechanisms involved in the bioregulation of the ECM have 

analytical power to determine sex hormone and aortic-banding status in a pre-clinical 

model of pressure overload-induced HF. These findings indicate that nine biological 

measures could predict experimental group status in our pre-clinical swine model. 

Therefore, I identified these variables as potential biomarkers of fibrotic remodeling 

in a HFpEF phenotype with loss of female sex hormones and pressure overload. I also 

highlight the importance of these nine variables in the fibrotic remodeling process on 

both sides of the heart.  
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Figure 1-1: Overall study outline illustrates animal model and fibrotic remodeling assessment and artificial 

neural network model building and evaluation. Acronyms: CON-INT; Control-intact, AB-INT; Aortic 

banded-Intact, CON-OVX; Control-ovariectomized, AB-OVX; Aortic bended-ovariectomized, MMP2; 

Matrix metalloprotease 2, MMP14, Matrix metalloprotease 14, TIMP 1; Tissue inhibitor of matrix 

metalloprotease 1, JNK; c-Jun Amino-Terminal Kinases, LV; Left ventricle, RV; Right ventricle, ANN; 

Artificial neural network.  
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CHAPTER I: INTRODUCTION TO HEART FAILURE AND MACHINE 

LEARNING IN BIOMEDICAL SCIENCES 

Heart failure with preserved ejection fraction: scattered pieces of the puzzle 

Heart failure (HF) is an ongoing epidemic that is responsible for substantial mortality 

rates, health care resource utilization, and poor quality of life.1 In the United States, heart 

failure is the most frequent cause for hospitalization.2 Among the different markers used 

for diagnosis of heart failure, left ventricular ejection fraction (LVEF) was established as 

a phenotypic marker to explain the unique pathophysiological changes and responsivity 

to therapeutic regimens among HF patients. Therefore, a LVEF based criteria divides HF 

patients into three categories; heart failure with reduced ejection fraction (HFrEF) with 

LVEF ≤40% which is characterized by overt systolic dysfunction, heart failure with mid-

range ejection fraction (HFmrEF) LVEF 41–49%% and heart failure with preserved 

ejection fraction (HFpEF) LVEF ≥50%.1,3,4 Over the past decade, evidence shows that the 

prevalence of HFrEF is decreasing, yet the proportion of HFpEF cases is significantly 

increasing.5 The quality-of-life in HFpEF patients is on par or worse than HFrEF and 

their average levels of physical activity are similar to moderate-to-severe chronic 

obstructive pulmonary disease.6 It is critical that more research should focus on HFpEF in 

attempt to answer these questions, which I summarize here.  
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Heart failure with preserved ejection fraction (HFpEF) is a major cardiovascular issue 

that is arguably the biggest unmet need in cardiovascular medicine.7 HFpEF accounts for 

50% of all HF patients and the prevalence is increasing with increasing rates of obesity, 

diabetes and an aging population. Generally, heart failure is diagnosed based on common 

signs and symptoms, which may be identified by structural or functional abnormalities 

using chest X-ray or echocardiography.7,8 Potential underdiagnoses of HFpEF is 

suspected based on the overlap of the symptoms between heart failure patients coupled 

with the lack of consistent diagnostic criteria due to pathological and phenotypical 

heterogeneity of HFpEF.9  

Various hypotheses have been proposed for the pathogenesis of the multifactorial nature 

of HFpEF. Circulating inflammatory biomarkers including interleukin- 1, tumor necrosis 

factor- alpha and C- reactive proteins are higher in HFpEF than HFrEF. 10,11 Compared to 

the inflammatory state in HFrEF characterized by factors including ischemia induced 

necrosis, acute trauma, blood volume loss, coronary artery disease or limited number of 

infections, the inflammatory state in HFpEF remains misunderstood. The etiology of the 

systematic inflammatory state in HFpEF is not limited to a number of factors mainly 

affecting cardiovascular system but it includes pulmonary, vascular, renal, liver disease 

and metabolic syndrome affecting a broad range of systems and biological functions.12 

These multi-organ functions are altered in each patient such that various combinations 

manifest different phenotypes across heterogeneous groups of patients. In addition to the 

inability to determine the temporal sequence of pathogenic events, this heterogeneity 

makes HFpEF more challenging to understand.  Consequently, effective treatments for 

HFpEF are limited.13  
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For example, assessment of for B-type natriuretic peptide (BNP) or N-terminal pro-BNP 

(NT-proBNP) is one of the main diagnostic tools used to assess heart failure. However, 

BNP and NT-proBNP vary among known HFpEF phenotypes. Obese HFpEF patients 

typically show normal levels of each, consistently below the threshold for heart failure 

diagnosis. However, atrial fibrillation – present in 30% of HFpEF patients – is associated 

with high BNP, levels regardless of HFpEF status.14 To add to the complexity of HFpEF, 

a number of predisposing risk factors exist, specifically, female sex and older age are the 

most consistently reported.  

Age- and sex-specific prevalence of HFpEF in European individuals greater than 80 years 

of age is approximately 8–10 % in women and 4–6 % in men.5,15,16 Further, the risk for 

HF incidence at older age is decreasing for HFrEF but the same trend is not seen in 

HFpEF. Some argue that the sex discrepancy is not as pronounced as previously reported, 

given that age is considered the dominant risk factor for HFpEF and in statistics from 

2012, 60% of the US population aged ≥75 years were women.17 The gap between the 

male to female ratios widen with increasing age. In statistics from 2016 in the US, the 

ratio between males and females between 65 and 74 years of age was 79 male for every 

100 females. In the age group above 85 years of age, there was only 53 males for each 

100 females.18  

However, previous clinical studies suggested a linkage between female sex hormones and 

the development of a profibrotic phenotype.17,19,20 

In summary, HFpEF is major cardiovascular challenge due to multifactorial nature of the 

disease, the increasing prevalence, poor quality of life and prognosis across patients, lack 

of effective treatment, and failure of the currently available treatment of other 
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cardiovascular problems like HFrEF to show any efficacy. Better understanding of the 

pathogenesis towards the development of diagnostic and predictive tools for clinical 

management is needed. Regarding this broad goal, we aim to focus on a particular part of 

the pathogenesis, the maladaptive cardiac fibrotic remodeling in HFpEF.  

Fibrotic remodeling in heart failure with preserved ejection fraction  

Among the many factors contributing to the pathogenesis of HFpEF, fibrotic remodeling 

plays a unique role in the manifestation of the HFpEF. It has been established that fibrotic 

remodeling is correlated to the development of one of the most common HFpEF 

hallmarks, diastolic dysfunction.21 Pathological fibrotic remodeling contributes to passive 

ventricular stiffness and reduced compliance, impairment of myocardial relaxation, and 

to the overall diastolic dysfunction.22 Fibrotic remodeling is also correlated to higher 

hospitalization and mortality rates in HFpEF patients, compared to control subjects in the 

same age and sex categories.23 During the early development phases of HFpEF, this type 

of interstitial diffuse fibrotic remodeling is among the significant structural changes in the 

heart that accumulates over time without overt symptoms until the development of 

HFpEF. This makes reversing or slowing fibrotic changes an attractive target to 

ameliorate HFpEF symptoms.24,25  

Fibrotic remodeling is the quantitative and qualitative changes in collagen synthesis, 

degradation and deposition that determine the biomechanical properties of extracellular 

matrix (ECM) in the myocardium. Extracellular matrix is a dynamic network composed 

of fibrous protein, glycosaminoglycan, and glycoconjugate that plays a fundamental role 

in maintaining myocyte orientations, structural integrity, and myocardial adaptation to 

any stress; hence, mediating pathological structural remodeling. 26  



  

6 
 

For the heart, the two main collagen subtypes are collagen I, accounting for 85-90% of 

total collagen, and collagen III, accounting for 5 to 10%.  Other subtypes comprise a 

small percentage for the remaining collagen. In pathological conditions like HFpEF, the 

ratio between the collagen subtypes changes such that the less compliant collagen I ratio 

to the more elastic collagen III ratio increases, playing a role in diastolic dysfunction 

development.27,28  

Fibronectin (FN) is another component in the extracellular matrix microenvironment that 

plays an essential role in controlling cell-cell and cell-matrix adhesion through integrins 

receptor bindings.  In addition, FN has a protective role regulating fibrillary collagen and 

extracellular and intracellular communication. 29 Fiber stretch-assay studies revealed that 

collagen I’s FN-binding domain is responsible for a mechano-regulated interaction 

between the two proteins. Relaxed FN fibers are required for collagen 1 assembly but 

once assembled, collagen 1 fibers act as shield for FN fibers from cellular traction 

force.30,31 Fibronectin polymerization is necessary for collagen deposition and fibrotic 

remodeling incidence. Therefore, fibronectin remodeling and interaction with collagen 

has been suggested as a target to alleviate fibrotic remodeling in the heart.32 Interstitial 

fibrotic remodeling is a unique form of fibrosis in which collagen‐rich ECM deposits in 

the interstitial space between cells.  This type of remodeling is most commonly 

associated with abnormal loading conditions on the heart.33  

In a remarkable resemblance to the complicated nature of HFpEF, fibrotic ECM 

remodeling as a part of the pathogenesis shows a complex nature that integrates multiple 

factors from different physiological levels. Despite the essential role played by cardiac 

fibroblasts in fibrotic remodeling, recent studies of metabolic diseases indicate that an 
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increase in ECM synthesis could occur in the absence of cardiac fibroblast activation.34,35 

In addition, multiple molecular pathways are known to provide profibrotic signals 

including Tumor growth factor β (TGFβ), Renin Angiotensin Aldosterone system 

(RAAS) through Angiotensin II receptors in addition to mineralocorticoids and sex 

hormone receptors that activate downstream pathways.36–39  These pathways activate a 

cascade of kinases and phosphatases that affect ECM remodeling among other 

downstream targets. In this work I highlight the role of Mitogen Activated Protein 

Kinases (MAPK) including the extracellular signal-regulated kinase (ERK), c-Jun N-

terminal kinase (JNK) and Dual activity Phosphatases (DUSP) that collectively add 

another layer of regulation on ECM. 40,41 

Extracellular matrix regulation  

Extra cellular matrix (ECM) protein synthesis and degradation falls under the tight 

regulation of a complex network of proteins and regulatory enzymes amongst which 

matrix metalloproteases (MMPs) and their inhibitors (tissue inhibitor of matrix 

metalloprotease or TIMPs) play an indispensable role in ECM protein homeostasis and 

fall under the regulation on the previously described kinases.42 MMPs are a family of 

proteolytic enzymes that regulate the degradation of ECM and inflammatory signaling. 

MMPs share a common structural framework acting on ECM substrates like collagen 

subtypes and fibronectin according to their catalytic domain.  These commonalities 

highlight significant overlap in their activities.43 Their transcription is tightly regulated by 

bioactive molecules and mechanical stimuli in a constitutive or induced manner through 

multiple signaling pathways including the aforementioned MAPK, cJNK and ERK 

pathways.43 TIMPs are specific inhibitors that digest and stop the proteolytic activity of 
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MMPs. The exact kinetics of this process and nature of different interactions between 

MMPs and TIMPs is not fully understood.44 MMPs and TIMPs can also contribute to the 

expression, post transcriptional modification and/or activation of one another. 

Inflammatory signals like pro-inflammatory cytokines result in MMPs activation, 

however, long term activation increases TIMPS level in parallel to MMPs.45 Various 

MMPs and TIMPs have been studied as predictive markers for the development of many 

cardiovascular diseases. Although multiple reviews indicate the potential importance of 

MMPs and TIMPs expression and activity levels as diagnostic or prognostic tools, data 

about the exact roles of MMPs and TIMPs in HFpEF is still lacking.46 

Left ventricular diastolic dysfunction has been extensively studied in the setting of 

HFpEF. Diastolic dysfunction in the LV which is correlated with fibrosis, progress into 

increased LV end diastolic pressure which can be combined with left atrial remodeling 

showing overt HFpEF symptoms.47 Looking into clinical studies results, right ventricle 

dysfunction imposes a significant importance in HFpEF pathogenesis as well.  

A meta-analysis estimates that 18-28% of the overall HFpEF population show signs of 

right ventricular dysfunction which is associated with poor prognosis and more severe 

phenotypes. 48 Other studies indicate that right ventricular ejection fraction (RVEF) alone 

can be used as a predictor for survival in other cardiovascular diseases like congestive 

heart failure, unfortunately, this was not investigated in HFpEF. HFpEF patients with 

right ventricular dysfunction show higher natriuretic peptide levels, more severe 

pulmonary and coronary vascular disease, lower RVEF and more right ventricular 

stiffness. 49 In a clinical trial on HFpEF patients, right side heart failure was associated 
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with 91.4 % of all deaths due to cardiovascular causes. 50 Adding the risk of pulmonary 

hypertension and right side heart failure raises the mortality rates for HFpEF patients by 

ten fold.47  

The focus of my thesis study shows an overt difference between the fibrotic remodeling 

process in the right and left ventricle. It was previously reported that the right ventricle 

collagen content is higher than left ventricle on a normal physiological level.51 Yet, for 

other ECM components, a comparison was not conducted. Most studies investigating 

ECM composition and remodeling have focused on the LV. Relative to the ventricular 

size, the collagen content percentage in the right ventricle was more than twice the 

percentage in the LV. 51  On a healthy physiological level, cell-generated mechanical 

stresses of varying magnitude are exerted on ECM fibers on both sides of the heart 

leading to possible differences in the regulatory process for ECM assembly into an 

interwoven structure which is rarely studied.52  
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A machine learning approach for cardiology. 

Machine learning (ML) can be defined as how computers make sense of data and make 

decisions or classify tasks with or without human supervision. The basic concept for the 

framework of most ML models is receiving input data (e.g., images, numerical values, or 

text) and, through a combination of mathematical optimization and statistical analysis, 

the model can predict outcomes, classify, or describe data.53 Several ML models, or 

algorithms, have been applied in cardiovascular science to improve several available 

diagnostic tools, such as the electrocardiogram and echocardiogram. However, the 

clinical application of individual ML models remains limited.54  

When considering the clinical application of any statistical tool for cardiology, the 

challenging nature of cardiovascular problems must be considered, such as that in 

HFpEF. Integrating data from various physiological levels, generated using different 

quantifying methods and systems, to make predictions or identify important factors and 

solutions is extremely challenging. The different phenotypes of HFpEF makes applying 

any model’s outcomes on individual patients more complicated.54–56    

In general, a standard statistical approach is to test a hypothesis and make conclusions 

from those results. When the hypothesis is a straightforward one, e.g. the existence of a 

type of relationship between two variables, these statistical methods have advantages 

over ML techniques. However, when this is not the case, ML models may be more 

advantageous and include many options to explore different types of relationships 

simultaneously. 54,55  ML models have been widely utilized in bioinformatics and 

biomedical sciences with the proliferation of big data because it allows the modeling of 

systems and risk factors with a greater level of complexity.57,58  
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The model fit can be evaluated using differences between the predicted and true 

classification, i.e., accuracy, precision. Model fit is influenced by model’s robustness to 

noise (variance) and the inability to capture or simulate the situation it is addressing 

(bias). An overly complicated or overfitted model may demonstrate low bias and high 

variance such that it performs perfectly on a training dataset, i.e. the data used to create 

the model, but very poorly when using new data.59–61 The model building process entails 

selection of inputs, creating testing and training datasets to avoid model overfitting, and 

ensuring that the model captures the clinical or physiological perspective so it is relevant.  

A recent meta-analysis53 evaluated fifty-five different machine learning prediction 

models used in cardiology, on the same data from one million patients.  Included models 

were designed to represent coronary artery diseases, heart failure, arrhythmias, and 

stroke. Most of the studies were focused on risk assessment and the meta-analysis 

concluded that ML models have reliable accuracy and satisfactory area under the curve 

(AUC) results. However, they are not yet optimal for clinical practice as most show 

significant heterogeneity in the model building process or lack of transparency for the 

modeling building process.  

Another notable observation for ML applications in cardiovascular medicine is that 

model selection is not well described and models are not validated.53 It is possible that 

several models were developed and only the most accurate model was reported.  This is 

particularly a concern when models are not validated. Validation helps to eliminate 

concern regarding overfitting and reproducibility. Therefore, it is recommended that the 

stages of model designing and interpretation should be clear, transparent and if possible, 

replicated on other studies or a validation dataset.53,62  
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To decipher our questions about the fibrotic remodeling pathways in a phenotype of 

postmenopausal women at older age with pressure overload in HFpEF, we chose an 

artificial neural network machine learning model.  This model allows us to explore 

different types of relationships and to perform classification modeling.  

Artificial Neural Networks  

General structure: Artificial neural networks (ANN) are a type of machine learning 

model inspired by how the human brain processes information and have been applied for 

over four decades in cardiovascular field and other medical fields in general.63–65 An 

artificial neural network works to mimic a biological neural network through an 

interconnected network formed of processing units called nodes or neurons. The neurons 

can be divided according to their roles (i.e. input, hidden and output neurons) and their 

communication is achieved through weighted connections, or functions, between the 

neurons in different layers, or groups of neurons. Input layer neurons are presented with 

“signals” or input data from different features.  The input neurons of each feature use 

functions to add weights and bias terms to each and then that information is sent to the 

next layer of neurons.  Layers which are not input or output layers are called hidden 

layers. The neurons in a hidden layer activate a transfer function, or activation function, 

and then sum the weighted, processed data to the next layer of neurons.  This transfer 

occurs in a similar fashion to the signal processing within neurons and signal transfer 

through synapses. A neural network can have one or more hidden layers which add more 

processing units and add to the pattern recognition capacity of the neural network. Data is 

then transferred to the output layer neurons which activates a transfer function and sums 

all signals generating an output. Unlike their biological counterparts, ANNs calculate an 
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error and repeat the same process again. The calculated error is used to alter the weights 

in the next iteration until the neural network reaches the best set of interconnections or 

weights for each input data.  This occurs when the error is minimized.66–68 

Activation function: The transfer functions, or activation functions, can be selected and/ 

or tailored which allows the neural network to perform several types of tasks. For 

example, the logarithmic activation function can be used to explore linear relationships, 

while the hyperbolic tangent function can be used to explore non-linear relationships.  

For more complicated models, a combination of several activation functions can be used 

on different layers, but this must align with the purpose of the ANN model. 67,69 

Weights and the learning stage: The neurons in the network are assigned weights, as 

information moves from layer to layer. These weights are optimized with each iteration to 

obtain a correct output for each input. After calculating the output, error is defined as the 

difference between the output and the true data value from the training dataset.66 After 

training is complete, the final values of weights associated with the data from each 

neuron, connecting input and output layers, are stored for the model trained using a given 

dataset.67 The error calculation and iterative weighting process determines the learning 

ability of the model.  In addition, changing the rate and the number of iterations 

performed by the ANN can influence a model’s performance.  

Model testing / performance evaluation: After training, the ANN model is evaluated 

using a testing dataset, a new set of data with the same input features as the training 

dataset. Using the testing data, the ANN model performance is considered satisfactory if 

the model’s ability to analyze the data patterns during the training stage could be 
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generalized so as the model can predict an output from the testing dataset is in agreement 

with the actual output. 68 

Advantages and disadvantages of ANN: ANN are advantageous for problems that 

involve complex systems, with limited known information, and can detect possible 

interactions between input variables. In addition, ANNs are resistant to noise and can 

perform pattern recognition, abstraction, and generalization on both categorical and 

continuous variables.69 In contrast to many other prediction techniques, ANNs do not 

inflict restrictions on the distribution for the input features, from different probability 

distributions, and data with non-constant variance. Utilizing different activation functions 

allows the ANN to perform both classification and prediction problems with similar 

efficacy.70   

However, ANNs require greater computational resources than simpler statistical methods.  

With current computational capacities, this is no longer an obstacle. There is no specific 

rule for determining the structure of ANN, therefore model training and developing is 

empirical. Further, ANNs like other machine learning models, are prone to 

overfitting.63,70,71   
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Large animal models in HFpEF  

Most of our current knowledge about the cellular and molecular mechanisms identified in 

cardiovascular medicine comes from small animal models, murine models in particular. 

However, a common limitation in expanding this knowledge to clinical application is the 

discrepancy between small animal models and humans, in terms of metabolism and 

oxygen consumption, heart rate, contractile protein abundance and the excitation 

contraction coupling, besides the evident heart and body size difference between 

species.72 Small animal models provide many advantages relative to other animal models 

including the low cost and space requirements, availability, ease of generating transgenic 

models and short life span. This allows the modeling of diseases over the entire animal 

lifespan and increasing sample size conveniently.72,73  

Large animal models provide a relatively closer approximation to human physiology, 

anatomy and multiple systems, neural and hormonal connections. On the other hand, the 

long lifespan of animals mandates a longer generation time for the model. In addition, 

fewer available transgenic models are available, while large animal models require more 

intense labor, specialized facilities and associated costs.  All these issues limit large 

animal model utilization in basic and translational research. Nevertheless, the 

translational value and advantages provided by large animal models is necessary for 

modulation of many diseases, especially for diseases like HFpEF.74  

Swine models have been popular in cardiovascular research. The heart size, immune 

response, physiology and anatomy of heart and coronaries resemble the humans to a 

greater extent relative to any other animal model. It is argued that the swine heart 

resembles a young human heart in terms of vascular anatomy and coronaries that do not 
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develop collateral circulation. Swine models used for surgical modeling of various 

cardiovascular conditions like ischemia and pressure overload, manifest variability 

between procedures in a better simulation to clinical setting. On the down side, swine 

models are associated with relatively higher rates of post-operative complications and the 

incidence of tachyarrhythmia and sudden death.74  

Despite the urgency of gaining better understanding and developing effective treatment 

for HFpEF, the lack of translational animal models hinders research ability to 

comprehend the various systems contributions, coexisting comorbidities and predisposing 

factors associated with the disease. Therefore, development of preclinical models that 

include different phenotypes of HFpEF has been a challenge in order to advance the 

understanding of the heterogeneous, growing population of HFpEF patients.75  

 An ideal animal model for HFpEF should have the potential to recapitulate all the key 

phenotypes and comorbidities observed in HFpEF patients which could be an unrealistic 

goal for a single model. Large animal swine models can recapitulate human physiology, 

encompassing cardiac and non-cardiac contributors in HFpEF which is essential to 

elucidate the pathophysiology of the disease phenotypes, molecular mechanism and 

incorporate this knowledge into clinical interventions.6,76 Therefore, a preclinical swine 

model for HFpEF was chosen to generate the dataset for fibrosis evaluation.  

Conclusion 

Understanding the fibrotic remodeling process on both ventricles is an important missing 

piece of the puzzle for linking hemodynamic changes between systemic and pulmonary 

circulation as a part of the overall pathogenesis of HFpEF.  Developing tools for 
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elucidating cellular and molecular mechanisms responsible for accumulation of ECM is 

essential for designing cardioprotective and therapeutic strategies to prevent or regress 

fibrosis, a main factor in HFpEF pathogenesis.77 In order to address this complex, 

pathological process with differing disease phenotypes, many predisposing factors, and 

the intertwined nature of the fibrotic remodeling process itself, computational modeling is 

a logical next step.  These types of models allow integration of several results, can model 

molecular level data in tandem with organ level outcomes, and are not unique to specific 

translational models of disease. .6,78,79 The model development must reflect the 

physiology as well as be meaningful for clinical application.  

My study combines these two recommended approaches to address maladaptive fibrotic 

remodeling process in HFpEF (i.e. large animal models and computational machine 

learning analysis) as summarized in figure 1-1. Given significant sex disparities noted in 

HFpEF prevalence, a preclinical swine study was conducted to assess the role of female 

sex hormones on chamber-dependent differences i.e., left ventricle (LV) vs. right 

ventricle (RV), in cardiac fibrosis, using measurements of extracellular matrix (ECM) 

components. Specifically, a mini-swine Yucatan model of pressure overload-induced 

heart failure and menopause is used to model these conditions. Using data collected from 

this pre-clinical experiment, the aim of this study is to build an ANN model using a 

selected number of ECM variables to test their importance in the fibrotic remodeling 

pathways in the presence of pressure overload and loss of female sex hormones 

phenotypes of HFpEF.  These results will elucidate these potential mechanisms through 

this pre-clinical swine model of HFpEF. 

  



  

18 
 

Chapter two: METHODS 

Female Yucatan swine model of HFpEF and fibrotic remodeling assessment and 

dataset generation. 

Experimental design: A pre-clinical mini-swine Yucatan model of HFpEF was used.  

HFpEF is induced through surgical interventions of aortic banding and ovariectomy to 

model aortic pressure overload and loss of female sex hormones, respectively. The 

experimental study was designed as a two factor, crossed study with two independent 

factors, aortic banding (AB) and ovariectomy (OVX). Animals that did not undergo 

aortic banding were defined as controls (CON) and animals that did not undergo 

ovariectomy were defined as intact (INT). Sexually mature, female swine at 7 months of 

age (N = 24) were assigned to four experimental groups: 1) control-intact (CON-INT) 

(n=6), 2) aortic-banded intact animals (AB-INT) (n=7), 3) control (non-aortic banded) 

ovariectomy (CON-OVX) (n=5), and 4) aortic-banded with ovariectomy (AB-OVX) 

(n=6). These are the same animals used in Olver et al 80.  

Ovariectomy was performed at 7 months of age, one month before aortic-banding, to 

confirm the loss of endogenous sex hormones before initiation of the pressure overload 

intervention at 8 months of age. At 14 months of age, terminal surgeries were performed 

after 6 months of pressure overload. After euthanasia, tissue samples were obtained from 

both right and left ventricles.  Measurements from qRT-PCR, Western blot, and 

zymography and fluorogenic substrate assay were used to generate all data. All 

experimental animal protocols used in this study were in accordance with Principles for 

the Utilization and Care of Vertebrate Animals for Testing Research and Training 
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approved by the University of Missouri (Columbia, MO) Animal Care and Use 

Committee. 

Ovariectomy: Animals were sedated with Telazol (tiletamine hydrochloride and 

zolazepam hydrochloride)/xylazine (5.0/2.25 mg/kg) and maintained under anesthesia 

with 3.0% isoflurane. A midline incision was used to expose left and right ovaries. 

Ovaries were excised completely after arteriovenous complex ligation with 0 absorbable 

suture. After transection, the ovarian bursa was opened to inspect the ovaries and confirm 

complete ovarian removal. 81 

Aortic Banding: The aortic band was placed around the ascending aorta to achieve a 

systolic trans-stenotic gradient of approximately 70 mm Hg. The procedure was 

conducted under equivalent hemodynamic conditions for all pigs. Mean arterial pressure 

(MAP) under anesthesia was maintained at approximately 90 mm Hg using 

phenylephrine and heart rate was ≈100 beats per minute.  There was no statistically 

significant difference in hemodynamic conditions between the four groups as reported 

previously in Olver et al80. Left ventricular brain natriuretic peptide mRNA was 

measured to assess heart failure as previously reported by our laboratory.82,83 

Fibrotic remodeling dataset generation 

qRT-PCR: Samples were flash frozen using liquid nitrogen and stored at -80°C until 

processed. Quantitative Real Time-PCR (qRT-PCR) of total homogenate from RV and 

LV was performed using the 2-∆∆Ct method as previously described.84,85 Targets 

included mRNA levels of estrogen (isoforms 1, 2) , progesterone receptors and 

progesterone receptor membrane component 1; ERK/JNK pathway signaling and 
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regulation including MAPK isoforms 1, 3, 8, and 9, MAPKK isoforms 1, 2, 4, and 7, and 

dual specificity phosphatases (DUSP) isoforms 1, 4, 6, 9, and 10; matrix 

metalloproteinase (MMP) isoforms 1, 2, 3, 9, 13, and 14; tissue inhibitors of MMP 

(TIMP) isoforms 1, 2, and 4; the ECM components collagen (isoforms 1 and 3) and 

fibronectin. All quantified targets can be found in table S-1.  

Western Blot: Proteins from RV and LV homogenized samples were extracted using 

sonication in Laemmli buffer (62.5 mM Tris, pH 6.8, 6 M urea, 160 mM dithiothreitol, 

2% SDS, and 0.0001% bromophenol blue). NanoOrange assay (ThermoFisher) was used 

to determine protein concentration to be used. Proteins were run in SDS loading buffer on 

4-20% SDS/PAGE acrylamide gels before transfer to PVDF membranes. Membranes 

were blocked in 2.5% non-fat milk, then incubated at 4°C in primary antibodies 

overnight. Horseradish peroxidase-linked secondary antibodies were applied to the 

membrane prior to imaging using Luminata Forte Western Chemiluminescent HRP 

substrate reagent (EMD Millipore). For normalization of detected protein levels, the 

loading control utilized was Coomassie blue. The detailed western blots process was 

previously described in detail.49,86  Quantified protein levels included protein levels of 

Estrogen receptor alpha and beta isoform , Progesterone receptor isoform(A,B) , 

Progesterone receptor membrane component ERK/JNK (total and phosphorylated), 

MMP14, TIMP2, and fibronectin.  

Zymography: Gelatin zymography was used to analyze activity and abundance of MMP 

isoforms 2 and 9. Protein concentration in the homogenized RV and LV tissue samples 

was determined using BCA protein assay. 100µg total protein was prepared in 4x sample 

buffer (250 mM Tris-HCl, pH 6.8, 40% v/v glycerol, 8% SDS w/v, 0.01% w/v 
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bromophenol blue). Total proteins of each sample were run on 10% zymography gel 

(Invitrogen) for 110 minutes at 125 V which were incubated in zymography renaturing 

buffer (Invitrogen) for 30 minutes at room temperature with slight agitation. This was 

followed by incubation in zymography developing buffer and staining with Coomassie 

blue (0.5% w/v Coomassie, 5% v/v methanol, and 10% v/v acetic acid in H2O) for one 

hour followed by destaining using buffer (10% v/v methanol and 5% v/v acetic acid in 

H2O) to obtain the optimum resolution of bands. Gel imaging was performed using 

Azure Biosystems c600 Imager and quantified with ImageJ software.49,87  

Statistical analysis: Statistical analysis was conducted using RStudio version 4.0.3 and 

GraphPad Prism 9.2.0. Two-way ANOVAs were used to identify main effects or 

interaction between the experimental interventions (OVX and AB) on each measurement. 

Uncorrected, Fisher's least significant difference was used for post hoc analysis. All data 

is presented as mean  SEM.  Significance level is reported at the P < 0.10 and P < 0.05 

levels.  

Artificial neural network building and performance evaluation 

Data preprocessing: In general, missing data can have a negative impact on the 

statistical power of the study and produce biased estimates, leading to invalid or 

unreliable conclusions.88 The R software default in most functions is case-wise deletion, 

which introduces loss of power, decreases sample size, and increases potential bias.89 

Specific to this study, artificial neural networks are not able to accommodate missing 

data. Therefore, we must impute missing values prior to model development for the 

ANN.90,91  
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Mean imputation is one of the most widely used imputation methods, although it is only 

recommended when there is a small proportion of missing data to replace92, as observed 

here. Mean imputation is the process of replacing missing data with estimated mean 

values. In this approach, the mean value for all of the non-missing values of a 

measurement is calculated and then this value is substituted for all missing values for that 

variable. 92 

The main concerns for using mean imputation are the underestimation of variance 

between measurements and the smaller standard errors.  These smaller errors are due to 

the increased sample size from imputation which may not adequately reflect the 

uncertainty.92,93 As a deterministic imputation method, it offers the advantage of more 

efficient estimates than imputation methods which use random selection, as the 

variability introduced by random selection is avoided.94 In this study, these drawbacks 

were addressed by using within-group mean imputation.  This method replaces the 

missing value with the mean for each homogenous group, here defined by the 

experimental group status .95 This method, which lessens the reduction of variance, is a 

reasonable imputation method due to the relatively low amount of missing data and the 

physiological nature of the dataset. 

Three subjects had a significant amount of missing data (~ 46 %) from LV 

measurements, due to limited tissue availability, therefore, these three subjects were 

excluded from further analysis. The remaining dataset was composed of 2,304 separate 

measurements from 24 subjects and the few remaining missing data points (0.0013 % of 

the total data points) were mean imputed using within-group mean imputation.   
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After imputation, a complete data set for the 24 subjects was obtained.  From these 2,304 

non-missing measurements, large differences in units or scales considered across 

measurements was observed.  Because ANNs are sensitive to these differences, one must 

account for these differences in scale. One universally recommended method is to 

normalize the dataset.  The normalization process can be implemented in different ways 

but among the most frequently applied approaches is the min–max normalization method.  

This method separately re-scales each measurement from the data by subtracting the 

minimum value of the measurement and dividing the difference by the range of that 

measurement (Eq. 1).96  

𝒙′ = ((𝒙 − 𝑿𝒎𝒊𝒏)/ (𝑿𝒎𝒂𝒙 –  𝑿𝒎𝒊𝒏)),     Eq.(1) 

where, x is the attribute value to be normalized, Xmax is the maximum value of attribute x, and 

Xmin is the minimum value of attribute x. 

More broadly, min-max normalization is a linear transformation of each measurement, 

mapping each value to the [0,1] domain. The main advantage of min-max normalization 

is that it preserves the monotonic relationships among the original data values. 97  Data 

assessment, imputation, and normalization was conducted using RStudio version 4.0.3 

using packages “ggplot2” and “tidyverse”.  

Feature selection: The goal of this study is to build a classification model for the 

experimental group status, such that results would provide useful insight for human 

cardiac clinical care.  As the clinical presentation for HFpEF is multifactorial, it was 

important to structure the ANN such that it reflects the likely unknown disease status.  To 

build an ANN which reflects this, we must first select the input features to be included.  

This selection should be influenced by the nature and goals of the original research 

question being assessed and consider the biological meaning and clinical relevance. For 
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example, if we design a model that needs 50 input variables for satisfactory performance, 

the burden and cost of obtaining that information will limit the utilization and 

translational potential of the model, even if we maximize the overall accuracy. Therefore, 

feature selection, or model input, is of utmost importance.   

One method to identify features for inclusion is to identify those which show significant 

variation among the important outcomes, here experimental group status.  One way 

ANOVA was used to determine mean differences for each measurement by experimental 

group status. These differences serve as an indication for physiological change and 

contribution to the remodeling process following these interventions of aortic banding 

and/or ovariectomy. The chosen cutoff for statistical significance was set at a two-sided 

p-value of 0.1, to be more inclusive with potential features of interest. Measurements 

identified as different using these one-way ANOVAs were used as input features for the 

ANN.   

Among the many machine learning models, neural network models are attractive for 

diagnostic tasks, because of the challenging interconnected, complex nature of 

physiological data for classification problems. ANNs can be represented as a set of 

connected networks between inputs and outputs in which each connection is associated 

using an assigned weight. ANNs consists of one input layer, one or more intermediate 

layers called the hidden layers (where most calculations take place), and one output layer. 

The learning process of a neural network is performed by adjusting the weight for 

connections in an iterative process, to improve overall performance. One such learning 

method, backpropagation, is a gradient descent (partial derivative) based method for error 

minimization. Backpropagation is the most commonly used and the simplest feedforward 
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algorithm, or algorithm with one direction of information flow, used for classification. 98–

101 

Model optimization 

The dataset was randomly partitioned such that at least one subject from each 

experimental group is included in the testing dataset (at least 4 subjects out of 24) while 

the rest of the subjects (at least 18) were used in the training dataset. The training data is 

used to create the ANN while the testing data would be used for model validation.  Four-

fold cross validation was used to induce variation in both testing and training datasets and 

each fold resulted in a complete ANN with a defined accuracy.  Across the folds, the 

accuracy was averaged to calculate the overall accuracy of the ANN (figure 2-1). 

Splitting the dataset into different folds of  

To optimize the ANN, model fitting and accuracy criteria had to be determined; for this 

model, the overall model's accuracy and simplicity, for reproducibility purposes, 

prioritized accuracy scores (F1 score, percent accuracy, and balanced accuracy). For this 

ANN, a confusion matrix was used to determine the model’s accuracy.   

ANN model development included calculating model accuracy, optimizing the model’s 

number of hidden layers, separately, optimizing the number of nodes in each layer, 

considering different activation functions, and different rates of learning.  The number of 

layers considered ranged from one to two layers in order to adhere to machine learning 

approach and not deep learning, the number of nodes for each layer ranges from eight to 

two. Activation functions considered included the linear logistic, nonlinear Tanh, and a 

combination of the nonlinear Relu on the hidden layers and Softmax for the output layers.



  

26 
 

 

 

 

Figure 2-1:  An illustration of four-fold cross validation and accuracy calculations. 



  

27 
 

A confusion matrix (figure 2-2) contains all the predictions made by a model labeled 

according to the actual (true) classification they fall under in the original data and their 

predicted classification made by the ANN model. 102 Figure 2-2 presents the basic form 

of a confusion matrix for a multi-class classification task, with the classes A, B, and C 

and where V is the predicted value for each combination of classes.  To calculate 

accuracy, these combinations must be coded to give a score which reflects the number of 

the “correct” predictions as a ratio of the total number of predictions.  Based on this 

information, we can obtain the percent accuracy, sensitivity, specificity, precision, recall, 

F1 score, and prediction accuracy by experimental group. Among all these scores, the 

selection of the most appropriate accuracy measurement or score depends upon the 

broader goals for the model. For this research, we selected three accuracy scores to 

compare the performance of the model: percent accuracy, balanced accuracy, and F1 

score. These scores provide an understanding for the model ability to classify the input 

values into the experimental group status collectively and the in each individual group.  

Percent accuracy is the number of correctly classified subjects divided by the total 

number of predictions. It provides an easy to perceive numerical value to describe the 

model performance, although it can misleading if not considered in context, especially 

with a small testing dataset like ours. Percent accuracy does not consider class 

imbalances, or the differing “costs” of false negatives and false positives; these are all 

considered equivalent. For example, if the ANN can predict the classes of 4 out of 4 

subjects it will have a 100% accuracy and if another classifier predicts the classes of 30 

out of 40 subjects it will have an accuracy of 75%. To address this, balanced accuracy for 

each experimental group was also considered to provide insight on differences in 
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predictions accuracy for classes. For example, a model used to predict classification of 

two groups A and B might be able to predict group A with an accuracy of 100% while 

group B is predicted with 0% accuracy.  

F1 score can be defined as the harmonic mean of precision and recall for a model. 

Precision is a measure of the accuracy for a specific class that has been predicted (Eq 2). 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
             Eq.(2) 

where TP denotes the number true positives and FP denotes the number of false negatives 

 

In a more direct definition, precision is the percentage of true positive predictions for all 

positive predictions. Recall measures the ability of the model to select retrieved instances 

among all relevant instances, i.e.  sensitivity.  Recall can be defined simply as the 

percentage of the actual positive predictions that were classified correctly. 103 

𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝐓𝐏

𝐓𝐏 +𝐅𝐍 
                        Eq. (3) 

where TP denotes the number of true positives and TN denotes the number of true negatives 

 

Balancing both precision and recall, the F1 score provides a more nuanced accuracy 

score.  

Feature selection and model building was performed using RStudio version 4.0.3 with 

package “neuralnet” for neural network algorithm and “caret” for confusion matrix and 

cross fold validation. One way ANOVA was conducted using GraphPad prism 9.2.0. 
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Figure 2-2: An illustration of accuracy calculation from a classification model using a confusion matrix.  A) illustrates the typical structure of a 

confusion matrix where A,B and C denote the groups / classes predicted by the model and V is the predicted classes by the model. Only the 

outputs with matching actual and prediction classes are predicted correctly, B) is showing a confusion matrix produced by a classification model 

where some of the possible combinations between actual/predicted classes were not predicted, C) illustrates a simplification step where the 

number of predictions are made for each combination  are listed, assigning count to the predicted combinations and a zero to the combinations that 

was not predicted by the model. D) Using the true and false positive and negative predictions to calculate the accuracy scores. Acronyms: TP; True 

positive, FP; False positive, FN; False negative, TN; True negative. 
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Chapter Three: RESULTS 

 

Feature selection using one-way ANOVA identified nine ECM measurements that 

showed statistically significant differences between experimental group status (p-value < 

0.1). The identified features were measurements from both the RV and LV and represent 

different steps of the fibrotic remodeling pathway. Table 1 and figure 3-1 displays the 

nine identified features and their level of significance. Since the number of input features 

identified was not relatively large, all were used as input features in the designed ANN 

model.  

One way ANOVA results 

statistical significance for variability among experimental groups  

Variable  Chamber p-value 

Total collagen content  Left ventricle 0.016 

Collagen I mRNA level Left ventricle 0.094 

MMP14 activity and/or abundance Left ventricle 0.072 

MMP2 activity and/or abundance Left ventricle 0.086 

TIMP1 mRNA level Left ventricle 0.042 

Total JNK protein Left ventricle 0.070 

Total collagen content  Right ventricle 0.017 

Collagen I mRNA level Right ventricle 0.092 

Collagen III mRNA level Right ventricle 0.064 

Table 1:  One Way ANOVA results of 9 measurements identified from 96 total ECM inputs that 

show statistically significant differences between experimental group status. Acronyms: MMP; 

Matrix metalloprotease, TIMP; Tissue inhibitor of matrix metalloprotease, JNK; c-Jun Amino-

Terminal Kinases 
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Figure 3-1:  One Way ANOVA results showing nine extracellular matrix components with 

statistically significant mean differences between experimental group status (p-value < 0.1). 

Figures A-F show the components identified in the left ventricle and G-I show the right ventricle 

components. Acronyms: CON-INT; Control-intact, AB-INT; Aortic banded-Intact, CON-OVX; 

Control-ovariectomized, AB-OVX; Aortic bended-ovariectomized, MMP2; Matrix 

metalloprotease 2, MMP14, Matrix metalloprotease 14, TIMP 1; Tissue inhibitor of matrix 

metalloprotease 1, JNK; c-Jun Amino-Terminal Kinases, LV; Left ventricle, RV; Right ventricle.  
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The ANN model with the highest accuracy scores contained two hidden layers with eight 

and five nodes in the first and the second layers, respectively, and used the logistic 

activation function. The corresponding accuracy was 70.7% with F1 score of 0.81. The 

model features and results are shown in Figure 3-2.  

To better understand potential physiological mechanisms, two-way ANOVA model 

results, with aortic-banding and ovariectomy as factors, were revisited from the original 

experiment but revised to only include data from the 24 subjects considered in the ANN.  

The results from these two-way ANOVAs confirm the discrepancy in the response of the 

individual variables between the two ventricles and the pathological conditions of 

pressure overload and loss of female sex hormones. As shown in Table 2 and Figure 3-3, 

loss of female sex hormones through ovariectomy was the main effect that led to a 

significant increase in the levels of total collagen content, and a decrease in levels of total 

JNK protein and MMP2 activity and/or abundance independently from pressure overload 

status in the LV. Pressure overload led to an increase in Collagen I mRNA level and a  

decrease in MMP 14 activity and/or abundance in the LV independently from loss of 

female sex hormone status. In the RV, ovariectomy significantly decreased collagen III 

mRNA levels. A main effect of pressure overload induced through aortic-banding led to 

an increase in total collagen content along with collagen I mRNA level in the RV. 

Changes in TIMP-1 mRNA levels resulting from pressure overload were dependent on 

female sex hormone status (interaction), with an increase observed in AB-INT animals. 



  

33 
 

 



  

34 
 

Figure 3-2:  Artificial neural network with the most optimum outcomes for prediction of experimental group status based on 9 ECM identified 

variables.  The nine identified input features included ECM components from different levels of the regulatory cascades including ECM fibrous 

proteins, Matrix metalloproteases and their tissue inhibitors and upstream kinases like c-Jun Amino-Terminal Kinases. The model predicted the 

experimental group status with an accuracy of 70%, 0.81 F1 score and balanced accuracy for each group was 71% for control-intact, 73% in aortic 

banded-intact, 93% in control-ovariectomized animals and 91% in aortic banded-ovariectomized animals. Figures A-F show the variables 

identified in the left ventricle and G-I show the Right ventricle variables. 

Acronyms: CON-INT; Control-intact, AB-INT; Aortic banded-Intact, CON-OVX; Control-ovariectomized, AB-OVX; Aortic bended-

ovariectomized, MMP2; Matrix metalloprotease 2, MMP14, Matrix metalloprotease 14, TIMP 1; Tissue inhibitor of matrix metalloprotease 1, 

JNK; c-Jun Amino-Terminal Kinases, LV; Left ventricle, RV; Right ventricle.
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Figure 3-3: Two-way ANOVA results for the 9 ANN features, followed by uncorrected Fisher’s 

least significant difference post-hoc test, where significant p-values are < 0.05.  Figures A-F show 

the variables identified in the left ventricle and G-I show the right ventricle variables. A) 

Ovariectomy increases total collagen content in the LV regardless of aortic banding status. B) A 
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main effect of aortic banding induced pressure overload that increases mRNA levels of collagen I 

in the LV independently from ovariectomy. C and F) Ovariectomy decreased the activity and/or 

abundance level of MMP2 and JNK levels in the left ventricle regardless of aortic banding status 

in the LV. D) Aortic banding reduced MMP14 activity and/or abundance level in the LV 

independently from Ovariectomy effect. E) Change in TIMP1 mRNA levels by aortic banding 

was dependent on ovariectomy status. G) and H) Main effect of aortic banding that increases total 

collagen content and mRNA levels in the RV regardless of ovariectomy status. I) Ovariectomy 

increases collagen III mRNA level in the RV regardless of aortic banding status.    

Acronyms: CON-INT; Control-intact, AB-INT; Aortic banded-Intact, CON-OVX; Control-

ovariectomized, AB-OVX; Aortic bended-ovariectomized, MMP2; Matrix metalloprotease 2, 

MMP14, Matrix metalloprotease 14, TIMP 1; Tissue inhibitor of matrix metalloprotease 1, JNK; 

c-Jun Amino-Terminal Kinases, LV; Left ventricle, RV; Right ventricle.   
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Type of Effect 

Chamber 

LV RV 

OVX 

Main effect P<0.05 

↑ Total collagen content ↓ mRNA level of Collagen III 

↓ total JNK protein level 

 

↓ MMP2 activity 

AB 

Main effect P<0.05 

↓ MMP14 activity ↑ in Total collagen content 

↑ mRNA level of Collagen I ↑ mRNA level of Collagen I 

OVX and AB 

Interaction 

P = 0.06 

The Δ in TIMP1 mRNA level is 

dependent on the ovariectomy 

status   

 

Table 2: Interpretation of two way ANOVA results in each ventricle based on the main effect of 

each independent variable i.e., aortic banding (AB) or ovariectomy (OVX) or an interaction 

between the two variables (ABxOVX).  

Acronyms: CON-INT; Control-intact, AB-INT; Aortic banded-Intact, CON-OVX; Control-

ovariectomized, AB-OVX; Aortic bended-ovariectomized, MMP2; Matrix metalloprotease 2, 

MMP14, Matrix metalloprotease 14, TIMP 1; Tissue inhibitor of matrix metalloprotease 1, JNK; 

c-Jun Amino-Terminal Kinases, LV; Left ventricle, RV; Right ventricle. 
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Chapter Four: DISCUSSION 

 

The aim of the developed ANN was to predict experimental group status, i.e., pressure 

overload and loss of female sex hormones, using features measured from the ECM.  One 

way ANOVA results identify key ECM components including structural proteins, 

regulatory enzymes, and cellular signaling pathways that may be associated with pressure 

overload and loss of female sex hormones in a preclinical model of HFpEF. The results 

obtained from ANN using these ECM components as predictors provide new insight on 

the importance of these variables in the ECM remodeling pathways.  Furthermore, these 

results reinforce that chamber-specific differences play a role in the pathological fibrotic 

remodeling process.  

Using a statistical method with higher resolution and power is one approach for 

identifying the input variables, yet choosing one method or the other depends on the 

objectives of the model. The overall purpose of this ANN model is to find a number of 

biventricular variables in the fibrotic remodeling pathway that can be used as a start for 

future investigation to get a better understanding about the pathogenesis. While the study 

design followed a two by two cross design, using two way ANOVA on each variable in 

the dataset indicated that many ECM variables show a main effect of one of the 

independent variables (ovariectomy or aortic banding), or an interaction between the 

effects of the two interventions which identify a large number of variables. Using one 

way ANOVA which has less resolution require a larger difference in the mean between 

groups in order to have a statistically significant difference and therefore allows us to 

identify a more limited number of variables to satisfy the reproducibility and future 
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validation of the model. The utilization of more input variables limits the reproducibility 

of the model in future studies and clinical practice, and most importantly, doesn’t 

guarantee better model accuracy. On the contrary, it limits our ability to detect the most 

important features.  

The reported ANN with the best performance used a linear logistic activation function 

which aligns with the linear nature of the feature selection process used, i.e. one way 

ANOVA method.  Nine features included in the ANN were from mRNA levels of 

collagen I and III, the quantified total collagen proteins in both ventricles, regulatory 

enzymes like MMP-2 and -14 and TIMP-1, and upstream kinases like total JNK.  

Without further computational work, the ANN model does not give clear understanding 

of feature importance. To address these points, the two way ANOVA was conducted for 

the included data to give a clearer insight into magnitude and directionality of association 

for each feature and the experimental group status.  

As summarized in Table 2, pressure overload was the main effect for total collagen 

content accumulation on the RV while in the LV, it was loss of female sex hormones. 

The exact reason behind this difference in response is still unknown, although our limited 

dataset shows a significant difference in sex hormone receptor levels between the two 

ventricles in normal healthy animals. i.e. the control-intact group. Using paired student t-

test, the left ventricle showed a higher levels of female sex hormone receptors mRNA 

than the right ventricle. Specifically, estrogen receptor (ESR-1) mRNA levels (P = 0.041) 

and ESR2 mRNA (P = 0.0148) were greater in the LV. There were no differences in 

progesterone receptors mRNA levels between the two ventricles. In addition, two way 

ANOVA results on ESR1 receptors mRNA in the LV show an increase in their levels as a 
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result for a main effect of pressure overload independent from loss of female sex 

hormones condition (P = 0.042).  ESR1 mRNA in the RV and ESR 2 in both RV and LV 

show no significance difference between groups. Despite these findings, none of the sex 

hormone receptors or membrane components showed a significance difference between 

the experimental groups when evaluated using the one way ANOVA and therefore, were 

not included in the model. This illustrates why feature selection process is essential for 

the model building and why we chose narrowing down the input features using one way 

ANOVA and how the biological value of an input variable alone in no indication for how 

it will affect the machine learning model’s performance unlike what’s expected in the 

statistical approaches.  

Estrogen plays a role in many remodeling pathways in the cardiac tissues including 

hypertrophic signaling, ROS production, density and expression of calcium channels in 

addition to extracellular matrix104–106. Estrogen receptor density correlation to the 

function of each ventricle needs investigation in the setting of healthy conditions versus 

pathological remodeling and could provide further understanding about the left and right 

ventricles fibrotic pathological remodeling in a postmenopausal phenotype of HFpEF. 

Progesterone receptors also play a protective cardiovascular role. Progesterone receptors 

pathways play a role in regulation of blood pressure inducing vasodilation, have a 

protective effect against cardiac fibroblast activation, regulates contractile properties and 

oxidative metabolism in the heart although it is not as extensively studied compared to 

estrogen effect.107–109 While sex hormone receptors were not included as predictors in our 

ANN model, the results do not deny the overt role they play through the loss of female 

sex hormones in HFpEF especially given the model had higher accuracy in prediction of 
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ovariectomy groups (93% and 91% for control-ovariectomy and aortic banding- 

ovariectomy groups respectively). 

The mRNA levels of both quantified collagen subtypes also showed a different response 

to our two experimental interventions. Collagen I represents approximately 80% of total 

collagen content and is associated with more stiffness while collagen III constitutes 

approximately 11% and is more predominantly responsible for elasticity of cardiac 

ECM.46,110 In our pre-clinical model, collagen III subtype mRNA levels decreased in the 

RV due to loss of female sex hormones while Collagen I mRNA levels in both LV and 

RV increased with AB. The translation of these results into a change in the ratio of 

collagen I/collagen III protein levels in still under investigation.  

The remaining features represent regulatory pathways for ECM remodeling and arguably 

have important value from a clinical perspective, due to the accessibility and availability 

for these measures which uses a non-invasive method of data collection. Our results agree 

with the findings of a recent meta-analysis46 conducted on 23 animal studies focused on 

left ventricular diastolic dysfunction and HFpEF. Results indicated it is unlikely that an 

individual MMP or TIMP levels or activity would have a sufficient predictive value and 

that the activity of these regulatory enzymes have a more established predictive role over 

their quantified circulating levels. This supports the overall clinical purpose of our model 

as we show that MMP 2 and 14 activity and/or abundance were among the identified 

predictors. The difference shown in the changes and directionality between MMPs and 

TIMPs levels and activities in our results also support that using ECM regulatory 

enzymes as predictors or biomarkers for fibrotic remodeling cannot depend on a single 

variable and it needs to be addressed in a chamber dependent manner.  
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One limitation for this ANN model is that non-linear relationships between other 

measurements and the experimental group status could exist. Another limitation is the 

cross-sectional nature of the data, as all measurement were collected after euthanasia, 

which was six months after induction of pressure overload.  This limits the understanding 

of the sequential process of the ECM fibrotic remodeling in each of the experimental 

groups. Investigating potential non-linear relationships for feature selection will be 

addressed in future work to identify mechanisms in the ECM remodeling pathway in 

HFpEF phenotypes, using pre-clinical models of pressure overload and loss of female sex 

hormones. Future work will also consider improving the overall model’s predictive 

accuracy. Investigating the interrelationships between these nine predictors will provide a 

long needed understanding of the fibrotic remodeling pathogenesis on both sides of the 

heart in HFpEF which can be used to identify biomarkers or therapeutic targets tailored 

according to the present phenotype. 

 Noninvasive biomarkers for fibrotic remodeling have been investigated as prognostic 

markers in HFpEF and have shown predictive value over standardized markers for 

myocardial stretch and stress like BNP and NT-proBNP.111–113  In a clinical setting, 

quantifying some of the identified ECM regulatory components used in our model (e.g 

MMP2, MMP14 and TIMP1) in patients presented with hypertension, post-menopausal 

women and/or belong to an older age group can be used as an indication for the activation 

of fibrotic remodeling pathway and myocardial stiffness and therefore as a risk 

assessment for HFpEF. In a cross sectional study on hypertensive patients MMP2 was 

proposed as a predictive marker for HFpEF with equal or better sensitivity and specificity 

to BNP.111 In previous clinical study on plasma biomarkers for fibrotic remodeling 
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associated with exacerbation of HFpEF symptoms, It was concluded that MMP2 plasma 

levels is an independent marker for extracellular volume that’s significantly associated 

with global interstitial fibrotic remodeling. TIMP1 in the same study showed higher 

levels in HFpEF patients with myocardial fibrosis assessed through cardiac magnetic 

resonance imaging.114 TIMP1 was also a significant predictor for diastolic dysfunction in 

HFpEF in another clinical study on patients with atrial fibrillation.115  

In addition, right ventricle predictors can have a higher importance in particular 

phenotypes of HFpEF with pulmonary hypertension and right side heart failure.  

Overall, this ANN model using data from a preclinical animal model identified nine 

important ECM components that can be used as a start in future research to understand 

the fibrotic remodeling pathway in HFpEF pathogenesis. The results also indicate the 

importance of addressing right and left ventricles remodeling differences especially for a 

disease like HFpEF where hemodynamic linkage between the two sides of the heart could 

play an essential role in the manifestation of disease phenotypes.   
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Supplementary material 

Artificial neural network code 

#Loading necessary packages  

library("neuralnet")  

library("caret") 

 

#preprocessing 

## removing subjects with incomplete data (that cannot be imputed) 

dat <- dat[-c(7, 20, 27), ] 

View(dat) 

 

### Replacing any missing values with NA  

dat <- replace(dat, dat == 0, NA) 

 

#finding missing data  

#apply(is.na(dat), 2, which) 

 

#Within group mean imputation  
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dat$DUSP4_18S1e5_mr_RV<-

ave(dat$DUSP4_18S1e5_mr_RV,dat$group,FUN=function(x)  

  ifelse(is.na(x), mean(x,na.rm=TRUE), x)) 

 

dat$ColI_18S1e5_mr._LV<-ave(dat$ColI_18S1e5_mr._LV,dat$group,FUN=function(x)  

  ifelse(is.na(x), mean(x,na.rm=TRUE), x)) 

 

dat$Col_ug.mg_pr_LV <-ave(dat$Col_ug.mg_pr_LV,dat$group,FUN=function(x)  

  ifelse(is.na(x), mean(x,na.rm=TRUE), x)) 

 

#Testing existence of any missing values  

test <- length(TRUE[is.na(dat)]) 

test 

 

#Min-max normalization 

## all values normalized  

normalize <- function(x) 

{ 

  return((x- min(x)) /(max(x)-min(x))) 
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} 

 

#Replacing the data with the normalized values 

dat[3:length(dat)] <- as.data.frame(lapply(dat[3:length(dat)], normalize)) 

View(dat) 

 

#One way ANOVA 

#Setting experimental groups as levels  

levels(dat$group) <- dat[1] 

#Identifying the independent variable (experimental groups status)  

dat$group <- as.factor(dat$group) 

#Setting the experimental groups status as factor 

is.factor(dat$group) 

dat$group 

 

#Extraction of variable names from dataset  

ind_var1 <- colnames(dat)[unlist(sapply(2:ncol(dat), function(i) 

if(length(unique(dat[,i]))>20) return(i)))] 

ind_var1 <- ind_var1[2:97] 
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print(ind_var1) 

 

#Setting lists to store results  

pvalue_anova <- NULL 

model_matrix <- NULL 

 

#ANOVA 

for (i in ind_var1){ 

  #model <- lm(i ~ dat$group, data = dat) 

  model <- lm(as.formula(paste0("`",i,"`~",paste0("dat$group", collapse = "+"))), 

data=dat) 

  sumres <- summary(model) 

  pvalue_anova <- pf(sumres$fstatistic[1L], sumres$fstatistic[2L], sumres$fstatistic[3L], 

lower.tail = FALSE) 

  model_matrix <- rbind(model_matrix, pvalue_anova) 

} 

model_matrix <- t(model_matrix) 

model_matrix <- data.frame(variable = ind_var1, 

                           pvalue_anova = as.numeric(model_matrix)) 
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View(model_matrix) 

 

#Preparing variables for ANN  

#Subset of the dataset with only the predictors 

dats <- data.frame(dat$group, dat$Col_ug.mg_pr_LV, dat$Col_ug.mg_pr_RV,     

    dat$TIMP1_18S1e5_mr._LV, dat$ColIII_18S1e5_mr_RV, dat$JNK_pr._LV,     

    dat$MMP14_ACTIVITY_LV_90, dat$MMP2_activity_LV,  

    dat$ColI_18S1e5_mr_RV,  dat$ColI_18S1e5_mr._LV) 

colnames(dats) <- c("group", "Col_ug.mg_pr_LV", "Col_ug.mg_pr_RV",  

"TIMP1_18S1e5_mr._LV",  "ColIII_18S1e5_mr_RV", "JNK_pr._LV", 

"MMP14_ACTIVITY_LV_90",  "MMP2_activity_LV", "ColI_18S1e5_mr_RV", 

"ColI_18S1e5_mr._LV") 

View(dats) 

 

#Setting input variables for the ANN  

names <- colnames(dats[-1]) 

 

#Setting 4 fold cross validation  

K <- 4 
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index <- 1:nrow(dats) 

for(i in 1:length(unique(dats$group))){ 

  i_loc <- which(dats$group==unique(dats$group)[i]) 

  set.seed(i) 

  folds <- caret::createFolds(1:length(i_loc),4) 

  for (j in 1:K) { 

    index[i_loc[unlist(folds[j])]] <- j 

  } 

}   

 

#Modeling 

confusion_list <- rep(list(matrix(NA,4,4)),5) 

acc <- NULL 

f1score <- NULL 

bacc <- NULL 

layer1 <- 8 

layer2 <- 5 
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#ANN using neuralnet package 

for(k in 1:K){ 

  test_<-dats[which(index==k),] 

  train_ <- dats[-which(index==k),] 

  f <- as.formula(paste("group ~", paste(names, collapse = " + "))) 

   

  for (l in layer1) { 

    for (h in layer2){ 

       

      set.seed(12345) 

      nn <- neuralnet(f,data=train_ ,hidden= c(l,h) ,act.fct = "logistic", linear.output = 

FALSE, 

            stepmax =    1e+11) 

      plot(nn)  

 

      #Transforming model prediction into 0, 1 format for the confusion matrix  using 

base R 

      pred <- predict(nn, test_) 

      pred_label <- names(table(unique(test_$group)))[apply(pred, 1, which.max)] 
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      confusion_list[[k]] <- table(test_$group, pred_label) 

      print(confusion_list[[k]]) 

      #Using caret package confusion matrix function  

      #Setting the experimental groups and predicted groups as ordered factors  

      pred_label <- as.factor(pred_label) 

      pred_label <- ordered(pred_label, levels = c("Con-Int", "AB-Int", "Con-OVX", "AB-

OVX")) 

      test_$group <- ordered(test_$group, levels = c("Con-Int", "AB-Int", "Con-OVX", 

"AB-OVX")) 

     #Storing confusion matrices into cm variable  

      cm <- confusionMatrix(pred_label, test_$group) 

      print(cm) 

      #Extraction of accuracy stores from each fold and storing them in separate 

dataframes  

      acc<- rbind(cm$overall['Accuracy'], acc) 

      f1score <- rbind(cm[["byClass"]][ , "F1"], f1score) 

      bacc <- rbind(cm[["byClass"]][, "Balanced Accuracy"], bacc) 

    } 

  } 
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} 

  

#Mean percentage accuracy 

print(mean(acc)) 

 

#Averaged F1 score per fold then across all folds  

F1sc <- NULL 

F1sc <- rbind(rowMeans(f1score, na.rm = TRUE))     

print(mean(F1sc)) 

 

#Balanced accuracy for each experimental group averaged across the folds  

print(bacc) 

balac <- rbind(colMeans(bacc, na.rm = TRUE)) 

print(balac) 

 

#Custom Activation function equation for softmax  

softmax = custom <- function(x) {log(1+exp(x))} 
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#Logistic, tanh,  and RelU are available as part of neuralnet package in R. 

More information can be found in 116   
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ECM component variables quantified in both Right Ventricle and left ventricle and type of 

quantification through qPCR, Western Blot, and Zymography 

Category   Variable name mRNA  Protein 
Activity and/ 

or abundance 

ECM structural 

proteins 

Total collagen content  ✔   

Collagen subtype I ✔    

Collagen subtype III ✔    

Fibronectin ✔ ✔   

Matrix 

Metalloproteases 

MMP1 ✔     

MMP2 ✔  ✔ 

MMP3 ✔    

MMP9 ✔  ✔ 

MMP13 ✔    

MMP14 ✔ ✔ ✔ 

Tissue inhibitors 

of Matrix 

Metalloproteases  

TIMP1 ✔     

TIMP2 ✔ ✔   

TIMP4 ✔     

Mitogen 

activated protein 

Kinases 

MAPK1 ✔     

MAPK3 ✔    

MAPK8 ✔    

MAPK9 ✔     

Mitogen 

activated protein 

Kinase Kinases 

MAP2K1 ✔     

MAP2K2 ✔    

MAP2K4 ✔    

MAP2K7 ✔     

Extracellular 

signal-regulated 

Kinase 

ERK   ✔   

Phosphorylated ERK  ✔   

Phosphorylated ERK/ERK   ✔   
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c-Jun Amino-

Terminal 

Kinases 

JNK   ✔   

Phosphorylated JNK  ✔   

Phosphorylated JNK/JNK   ✔   

Dual-Specificity 

Phosphatases 

DUSP1 ✔     

DUSP4 ✔    

DUSP6 ✔    

DUSP9 ✔    

DUSP10 ✔     

Sex hormone 

receptors  

Estrogen Receptor 1 ✔ ✔   

Estrogen Receptor 2 ✔ ✔   

Progesterone Receptor  ✔    

Progesterone Receptor -

Isoform A 
 ✔ 

  

Progesterone Receptor -

Isoform B 
 ✔ 

  

progesterone receptor -

membrane component 1 
✔ ✔ 

  

 

Table s-1 : A list of all quantified extracellular matrix components  


