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ABSTRACT 

Although nursing is physically and mentally strenuous, not many studies have been done 

yet to find the impact of the key groups of tasks on nurses’ average fatigue level and 

workflow. So, this study aims to understand the relationships among the key activities that 

impact the nurses’ average fatigue level in an Intensive Care Unit (ICU). 

Nurses’ time-study and real-time location data have been used to develop a simulation 

model in two different periods: February to March 2020 and July 2020. Two Hierarchical 

Task Analysis charts were generated from the collected data, one for each period, and used 

as the foundation for the fatigue-recovery simulation model. Both simulation models have 

been statistically tested and validated by comparing the time study observation data. 

Different scenarios of all nursing activities’ frequencies (number of conducted tasks during 

a shift) and task sequences (number of times tasks are conducted continuously prior to a 

break) were simulated as independent variables. The dependent variable is their impacts 

on the nurses’ predicted average fatigue levels during a shift.  

The main contribution of this work is that the model could provide a new way to estimate 

the nurses’ fatigue levels in different workload conditions and to establish specific nurse-

patient ratios dynamically to improve patient care in a medical ICU. In this study, it was 

found that the major drivers for nurses’ fatigue in an ICU shift is the number of times nurses 

conduct tasks in sequence without a break (number of task sequences), followed by the 

number of patient care or procedures, and peer support activities conducted in shift. 

However, the limitations in this study are the lack of the ratio number of nurses/number of 

patients during the shifts, the number of patients assigned to the assessed nurses, and 
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regarding to the fatigue and recovery indexes. In this study, it is assumed three levels for 

the indexes, low, medium, and high, depending on the nature of the activity. It is 

recommended that, for the sake of more accurate results, in future studies, fatigue is 

monitored by a real-time method, in that way, there will be an estimated fatigue and/or 

recovery index for every single nurse task.  
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CHAPTER 1: INTRODUCTION 

According to Düzkaya and Kug"uog"lu (2015), nurses are the members of the 

medical team who are with the patients for a longer time. Within typical health 

organizations, nurses are the largest workforce and play a vital role in the quality of care 

and health promotion, making up most of the hospital staff (Moghadam et al., 2020). 

Generally, the nursing workload is determined by the time spent on patient care, nursing 

activities, and the skills needed to care for the patient. This study is focused on the ICU 

nurses’ workflow, which is analyzed based on three main characteristics: Sequence of tasks 

under the same subgroup, frequency of the tasks, and tasks’ durations. According to 

Moghadam et al. (2020), the ICU is an environment that provides care for patients with 

severe clinical conditions. ICU nurses are exposed to extremely high physically and 

mentally demanding workloads. 

Nursing is physically and mentally strenuous, and performance loss and fatigue are 

expected during the shift (Sagherian et al., 2017). Fatigue and performance decrements are 

safety hazards for both patients and nurses in an intensive care unit (ICU); that is why this 

research is interested in the average fatigue reached by a nurse during a working shift. 

This study is based on the ICU nurses’ workflow using the Near Field 

Electromagnetic Ranging (NFER) System and time study manual observation data 

collected during two different periods. The first period refers to February and March 2020, 

and the second one refers to July 2020. The tasks observed during the data collection were 

based on the task descriptions in Song and Kim’s research (2017). NFER System is an 

indoor global positioning system (GPS) and Kolodziej and Hjelm (2006) present several 
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applications to local positioning systems, particularly in healthcare. They are used to find 

assets, caregivers, and patients, implying less time needed to look for people and medical 

equipment, reducing inventory and labor, and increasing patient satisfaction. Another 

healthcare application is for emergency calls, for fast and automatic locating of the caller. 

So, the motivation for this work is the lack of studies about the impact of the key 

groups of tasks and sequence of tasks on nurses’ average fatigue level during a shift, the 

dependent variables, and this study aims to analyze that impact by simulated experiments 

varying the frequencies and sequences of nursing tasks randomly, the independent 

variables, in a screening experiment. Then, the objective here is to find the frequency and 

sequence task configurations that turn out high levels of risk both for patients and nurses. 

In this study, the instantaneous fatigue level is measured as a function of the task duration 

and its fatigue index, which in its turn, depends upon how mental, physical, and effort 

demanding the task is. Actually, the fatigue index determines how much time a worker is 

completely exhausted if s/he conducts the task without interruption. During the working 

shift, nurses switch between periods of fatigue accumulation and few recovery periods, 

such as lunch time. So, the average fatigue level is measured by 𝐹!"# =

$
%!
∑ ∫ 𝐹&(𝑥)𝑑𝑥

&
&'$

%!
&($ , 𝑖 = 1, 2, … , 𝑛), where 𝑛) is the total number of tasks in a simulated 

shift “k”. Moreover, the longer the task duration and the greater the task fatigue index, the 

greater is 𝐹&(𝑥). On the other hand, during a break, 𝐹&(𝑥) is negatively correlated to the 

task recovery index. 

Two HTA (Hierarchical Task Analysis) charts were developed to develop 

simulation models using the Micro Saint Sharp software. With the models on hand, the 
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second part of the study is to compare the main simulation outcomes with the collected 

data. To compare the ICU nurse shifts during the period that goes from February to March 

2020 and the period of July 2020, this study will use a hypothesis test, checking whether 

there is statistical evidence that task frequency and duration averages from observed and 

simulated data are equivalent, using RStudio software. 

Third, the next step is to run screening experiments followed by a sensitivity 

analysis, simulating 1,000 runs for each scenario, varying the independent variables’ levels, 

using an experiment with random factors, and the JMP software as the application tool. 

Finally, this study aims to understand the contribution of each key factor to fatigue 

level. Then, task sequences before and after lunch, performing procedures, patient care, 

and peer support are the most important drivers of fatigue during a nurse shift in an 

Intensive Care Unit (ICU) for both periods. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Occupational Fatigue Screening 

Lu et al. (2017) detailed the several existing fatigue scales, questionnaires, and 

surveys in the literature, the assessed type of fatigue and target population as well. 

Regarding the working population, they listed the Swedish Occupational Fatigue Inventory 

(SOFI) of Åhsberg (1998), the Occupational Fatigue Exhaustion Recovery (OFER) of 

Winwood et al. (2005), and the Chalder Fatigue Scale (CFQ 11) of Jackson (2015). On the 

other hand, Lu et al. (2017) aim to screen manufacturing workers for the severity of fatigue. 

They designed a survey to investigate: Demographics (age, gender, height, and weight), 

fatigue-related characteristics (amount of sleep, smoking habits, alcohol intake, exercise 

frequency, and experience/length of stay in the same position), work-related exposures 

(repetitive tasks and duration of work), self-perceived fatigue, perceived fatigue level, 

frequency and interference, body parts affected, and individual fatigue coping mechanisms. 

They found that the top three perceived fatigue causes were lack of sleep, work stress, and 

shift schedule. Their method could be applied to the ICU environment, but this study is 

more interested in how a work shift affects nurses than how nurses perceive their fatigue 

causes. 

According to Åhsberg (1998), fatigue can take many forms: mental fatigue, lack of 

alertness, specific muscular fatigue, or general body fatigue. Dode et al. (2016) added that 

human factors modeling is concerned with muscular fatigue accumulation and recovery. 

Different aspects of fatigue can be included in human reliability analysis to identify 

potential risks, such as mental demand, physical demand, period performing a task, 

performance, and effort. That study aimed to present a systematic attempt to reach a general 
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understanding of perceived fatigue in occupational settings using a questionnaire with 172 

verbal expressions describing fatigue. That instrument is called the Swedish Occupational 

Fatigue Inventory (SOFI). That experiment reduced the expressions to 25 divided into five 

factors: Lack of energy, physical exertion, physical discomfort, lack of motivation, and 

sleepiness. Finally, that study found a correlation between those five factors and the nature 

of the work. In summary, fatigue due to physical work is correlated to lack of energy, 

physical exertion, and physical discomfort; fatigue due to mental work is correlated to lack 

of energy, lack of motivation, and sleepiness; and fatigue from night work is correlated to 

sleepiness. In comparison to the present work, Åhsberg (1998) did a qualitative analysis of 

fatigue. This study needs a methodology for measuring fatigue to understand the impact of 

the key groups of tasks and sequence of tasks on nurses’ average fatigue level during a 

shift. 

Winwood et al. (2005) stated that the most serious issues of occupational fatigue 

are when it becomes chronic. So, in their study, they developed the Occupational Fatigue 

Exhaustion Recovery (OFER) scale to measure work-related fatigue. OFER scale assesses 

physical and emotional health, including energy level, sleep health, emotional health, social 

isolation, and functional health. It also estimates work-demand features, such as work pace, 

mental and emotional demand, physical effort, peer support, and supervisor support. 

Although it is quite comprehensive, it is hard to adapt it to the real-time fatigue prediction 

demand of the present work.  

The CFQ 11 scale of Jackson (2015) is a self-administered questionnaire for 

measuring the extent and severity of fatigue within both clinical and non-clinical, 
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epidemiological populations. It may be used in studies about occupational research and 

allows for straightforward comparisons between studies and populations. 

Sagherian et al. (2017) investigated whether nurses’ acute and chronic fatigue 

levels were significantly associated with nursing performance, specifically the 

performance of physical and mental nursing care activities. The work-related fatigue was 

measured by the Occupational Fatigue Exhaustion Recovery (OFER 15) scale, which has 

15 items on a 7-point interval scale with responses ranging from strongly disagree (0) to 

strongly agree (6). Nurses’ performance was also measured by an interval scale, using the 

Nursing Performance Instrument (NPI), a developed scale that measures nurses’ own 

perceptions of their physical and mental performance while providing patient care. They 

also investigated the impact of fatigue on work performance and well-being in the close 

past. Their results showed that nurses were mostly female, single, in the twenties, and with 

a baccalaureate degree. In the work domain, most nurses worked on an 8-hour shift, with 

common overtime. Regarding fatigue, nurses’ acute and chronic fatigue levels were 

significantly associated with nursing performance. Low recovery between shifts was 

related to inadequate hours of sleep, waking not fully refreshed, and working overtime. 

These findings indicate nurses have insufficient time to restore depleted energy levels 

outside work hours. Despite that study presents some similarities with the present study, as 

both investigate the same relation work/fatigue, the outcomes do not provide any forecast 

of fatigue during a work shift. That study did not identify the main fatigue drivers during a 

shift. That is why the assessment of the impacts on nurses’ fatigue level and workflow 

makes this work innovative. 
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Lim and Son (2022) assessed two questionnaire-based methods of measuring 

fatigue: The Korean version of the Multidimensional Fatigue Inventory (MFI-K) and the 

modified Chalder Fatigue Scale (mKCFQ), which was motivated by the absence of 

biological parameters for fatigue and appropriate instruments for assessing people’s fatigue 

level. Lim and Son’s (2022) methodology was based on a statistical experiment, a survey 

with 70 respondents, divided into three groups of fatigue levels, according to their 

responses. They found that both methods were significantly correlated and equally useful. 

Although their results prove that both MFI-K and mKCFQ are effective in measuring 

fatigue, none of those are suitable to be applied in this work because they do not offer a 

tool or method to predict the real-time nurse fatigue level. 

According to Min et al. (2021), occupational fatigue is prevalent among nurses and 

adversely affects nurse and patient outcomes. They measured occupational fatigue and 

recovery using the Korean version of the Occupational Fatigue Exhaustion/Recovery 

Scale, consisting of 15 items with three subscales: Acute fatigue, chronic fatigue, and 

intershift. They found that overtime hours and number of night shifts were significant 

influential factors of acute and chronic fatigue, and recommended policies limiting the 

number of working hours per week. Once more, they do not offer a tool or method to 

predict the real-time nurse fatigue level, which is not useful in this work. 

2.2 Measuring Nursing Workload 

According to Miranda et al. (2003), the nursing activities score (NAS) can be used 

to measure nursing workload at an individual patient level, regardless of the severity of 

illness, case mix, and type of ICU. Their study aimed to determine the nursing activities 

that best describe workload in the ICU and attribute weights to these activities. The score 
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describes the average time consumption instead of the severity of illness. Miranda et al. 

(2003) suggest that the NAS measures the consumption of nursing time in the ICU. 

Although the greater the NAS, the greater will be how faster a nurse gets fatigued during 

an activity, that is, the fatigue index, it is not possible to derive a direct correlation of fatigue 

index and NAS, at least without an experiment. 

According to Padilha et al. (2008), it is important to identify nurses’ requirements 

in an ICU environment not only for purposes of patients’ quality care, but also for their 

safety. Their study investigated the association between NAS and some patient variables, 

such as gender, age, length of stay, ICU discharge, treatment, illness severity, and 

Therapeutic Intervention Scoring System-28 (TISS- 28). They used multiple logistic linear 

regression analyses to determine which variables would work as predictors of higher ICU 

nursing workload. The study concluded that length of stay, illness severity, and TISS-28 

are all associated with higher NAS. Moreover, the most important finding is that higher 

NAS was associated with increased mortality. So, the takeaway is that nurses’ fatigue in 

an ICU must be managed for the sake of the care quality and safety of patients and nurses 

as well. However, like in the study of Miranda et al. (2003), it is still not possible to derive 

a direct correlation of fatigue index and NAS without an experiment. 

2.3 Measuring Fatigue Analytically 

Givi et al. (2015) correlates human error and the interactions learning-forgetting 

and fatigue-recovery analytically. Their model is able to dynamically measure the human 

error rate and reliability with time. They used the mathematical model developed by Jaber 

et al. (2013) called the learning–forgetting–fatigue–recovery model, which provides 

analytical measures to capture the effects of the human learning–forgetting and fatigue–
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recovery on the productivity and process time. In the present study, concerns about nurses’ 

and patients’ safety are much more important than productivity, that is, the goal is to 

perform nursing tasks well rather than fast, in order to heal patients. The learning-

forgetting-fatigue-recovery model answers why a worker cannot carry out a work routine 

with a steady performance. Learning because if someone performs a task several times, 

every time s/he repeats it, s/he will do it faster. However, under fatigue, the worker is 

supposed to make more mistakes, and the completion time tends to increase. On the other 

hand, forgetting is because, after a break, the worker loses part of his/her expertise, and the 

task completion time is supposed to increase. And finally, after a break, due to recovery, 

s/he is supposed to make fewer mistakes, so the completion time tends to decrease. 

However, the present study does not aim to find or predict any worker error rate, but as 

mentioned before, to assess the impacts on nurses’ fatigue level and workflow, since 

fatigue is a safety hazard that has implications for both nurses and patients (Sagherian et 

al., 2017). Vargas and Kim (2021) have applied the same mathematical model to simulate 

fatigue in a maintenance routine. 

To calculate the accumulated fatigue, Givi et al. (2015) carried out a factorial 

experiment, varying the model’s independent variables: Learning rate, time for total 

forgetting, fatigue rate, recovery rate, and weights for the learning/forgetting and 

fatigue/recovery effects, which will depend on the nature of the work routine. In the present 

work, due to the low repetitiveness/frequency aspect of nursing activities compared to an 

industrial production system, it is focused only on the fatigue/recovery effects. Givi et al. 

(2015) assume three levels of fatigue (or recovery) index, which determines how fast a 

worker gets exhausted (or recovered) under a work routine (or break): Slow, medium, and 
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fast fatigue accumulation index levels. The slow index assumes that the worker is 

completely exhausted after a 12-hour working shift. Medium and fast indexes assume 8-

hour and 4-hour working shifts, respectively. The recovery index has the same 

assumptions, that is, for the slow index, the worker will be completely recovered after a 

12-hour break, and so on. In the present study, for each task, the adopted fatigue/recovery 

index, being it slow, medium, or fast, aims to represent the six ratings used by NASA TLX, 

mental demand, physical demand, temporal demand, performance, effort, and frustration, 

in three qualitative factors, representing the original NASA TLX’s ratings: Mental demand, 

physical demand, and effort. According to NASA’s website, NASA-TLX is a subjective 

workload assessment tool that allows users to perform subjective workload assessments on 

a worker. 

2.4 Real-time Fatigue Monitoring 

Some studies for real-time fatigue monitoring, such as Ji et al. (2006), have 

developed a probabilistic framework for monitoring real-time fatigue based on three 

cognitive behaviors: Eye movement, head movement, and facial expression. Also, Zhu and 

Ji (2004) developed a non-intrusive driver fatigue monitoring system, using cameras to 

acquire driver images.  

Ji et al. (2006) developed a probabilistic framework based on the Bayesian 

networks for modeling and real-time inferring human fatigue by integrating information 

from various sensory data and certain relevant contextual information. The contextual 

information refers to binary conditions, and the correspondent probabilities, such as sleep 

environment (random noise, light, heat, and humidity), sleep state (anxiety), work 

environment (temperature, weather, and noise), sleep quality (sleep environment, sleep 
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time, napping, and sleep state), physical conditions (sleep disorders), circadian (time-zone 

and time), and work conditions (workload and work type). Under those contextual 

conditions, fatigue is predicted/measured by some indicators, such as facial expression 

(yawn frequency and facial muscle), eye movement (eyelid movement and gaze), and head 

movement. The framework of Ji et al. (2006) allows to conduct fatigue inference over time 

and under uncertainty, but still needs some improvements. The challenge here is to find 

and adapt the most adequate method for an ICU environment. A real-time fatigue 

monitoring system would allow a much more accurate prediction of the fatigue/recovery 

indexes.  
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CHAPTER 3: METHODOLOGY 

3.1 Data Collection 

The data used in this study was collected using the same architecture (see Figure 

3.1) as Song and Kim (2017) did. The Near Field Electromagnetic Ranging (NFER) system 

was used to record the real-time location of nurses in an ICU, while the observers recorded 

the start time and end time of each task done by the ICU. 

 

Figure 3.1. The architecture of the NFER system. 

According to Schantz (2007), NFER technology is emerging as a preferred real-

time locating system (RTLS) solution for operation in complicated indoor propagation 

environments, such as ICU. Schantz et al. (2011) present results that NFER systems yield 

an accurate location to within 1 m about 83% of the time, with potential for 30 cm, which 

is completely acceptable for this study. 

The NFER system architecture consists of tracking servers covering the whole ICU 

area, a tracking software installed in an appropriate laptop, and sensors that recognize 
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nurses’ location by tags they carry during their shifts. The servers receive and process the 

data to calculate a position of a tag. 

The observers followed and monitored nurses’ activities, recorded the start time 

and end time of each task, and made notes of any special events during the observation. 

The observers organized the activities using the same codes used by Song and Kim (2017), 

as shown in Appendix A. 

3.2 HTA Charts 

According to Stanton (2006), there are three principles governing the theory of 

Hierarchical Task Analysis (HTA). The first principle states that HTA is meant to describe 

a system in terms of its goals. The second principle is that HTA allows a system to be 

broken down into sub-operations in a hierarchical manner. The final principle refers to an 

existing relationship among goals and sub-goals, and the rules to achieve sub-goals and the 

final objective. Based on that description, the development of the HTA will allow building 

the simulation models as closer as possible to reality. 

The data set of the two periods were organized in two different HTA charts, 

Appendixes B and C represent the charts for Feb, Mar-20 and Jul-20 periods, respectively. 

The HTA charts aim to represent the nurses’ workflow as a function of two main 

characteristics. The first one is the task frequencies, which are the number of times a task 

is repeated during a shift. The HTA charts order the tasks as a function of the greatest 

frequencies within each group of activities. The second feature refers to the task sequences, 

and the HTA charts reproduce those by the accomplishment plans for each group or 

subgroups of tasks. 
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The HTA charts organize both period workflows in the same seven main activity 

categories: Handoff, In-room activities, Out-of-room activities, Peer support, Patient 

clinical processes’ conversations, Teaching residents/students, and Non-nursing activities. 

However, as mentioned above, the activities within the main tasks are placed in a different 

order in each period as a function of their frequencies, from the highest to the lowest one. 

For example, in the HTA chart of Feb, Mar-20, the task Patient Care is labeled as 2.1.3, 

while in the HTA chart of Jul-20, it is labeled as 2.1.4. Appendix D presents the procedure 

(Plan 0) to carry out the nurse workflow, which is the same for both periods. 

3.2.1 Handoff 

Handoff happens when the off-going nurse provides the oncoming nurse with a 

detailed review of the important issues about the patient’s health condition. It may be 

conducted outside of the patient room (V2) or inside the patient room (V2+PC1), when the 

verbal report is conduct along with patient initial assessment. Figure 3.2 shows the 

procedure to carry out handoffs (Plan 1), which is the same for both periods. 

 

Figure 3.2. Do Handoff for both periods. 
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3.2.2 In-room Activities 

In-room activities contain all nursing tasks performed inside the patient room and 

the tasks that support those kinds of activities. They are divided into seven sub-categories: 

Regular Primary Care, Verification of Supplies of a Room (getting supplies/preparing for 

a procedure and stocking a room), Comforting/Teaching/Talking with Patients, Electronic 

Medical Record (EMR) Charting, Cleaning the Patient’s Room, Attending Clinical 

Rounds, and Preparing to/Transporting of Patient. Figures 3.3 and 3.4 show the plans to 

carry out the in-room activities in Feb, Mar-20 and Jul-20, respectively. After careful 

observation, it is noted that the tasks are presented in different orders, reflecting that the 

task frequencies are different in the periods of analysis. 

 

Figure 3.3. Do in-room activities (Feb, Mar-20). 
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Figure 3.4. Do in-room activities (Jul-20). 

3.2.2.1 Regular Primary Care Activities 

The regular primary care is the most important nursing task category. It refers to 

the in-room activities except the support tasks. In this simulation model, the regular 

primary care category consists of seven sub-categories: Medication (getting, preparing, and 

administering medication to patients), Performing Procedure, Patient Care, Working on 

Monitors and Equipment, Closed Curtain (tasks unknown), Lab Specimen Activities 

(taking lab specimen from a patient and transporting the lab specimen), and Patient’s 

Assessment (initial or focused assessment). Figures 3.5 and 3.6 show the plans to carry out 

the regular primary care activities in Feb, Mar-20 and Jul-20, respectively. After careful 

observation, it is noted that the tasks are presented in different orders, reflecting that the 

task frequencies are different in the periods of analysis. 
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Figure 3.5.Do regular primary care (Feb, Mar-20). 

 

 

Figure 3.6. Do regular primary care (Jul-20). 

3.2.2.1.1 Lab Specimen Activities 

Lab specimen activities are composed of taking lab specimens from a patient and 

transporting the lab specimen. Figures 3.5 and 3.6 show the plans to carry out the regular 

primary care activities, including the lab specimen kinds in Feb, Mar-20 (Plan 2.1.6) and 

Jul-20 (Plan 2.1.7), respectively. 
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3.2.2.1.2 Medication Activities 

Medication activities involve getting, preparing, and administering medication to 

patients. Figures 3.5 and 3.6 show the plans to carry out the regular primary care activities, 

including the medication kinds in Feb, Mar-20 (Plan 2.1.1) and Jul-20 (Plan 2.1.2), 

respectively. 

3.2.2.1.3 Patient’s Assessment 

Patient’s assessment is composed of initial and focused assessments. Figures 3.5 

and 3.6 show the plans to carry out the regular primary care activities, including the 

patient’s assessment in Feb, Mar-20 (Plan 2.1.7) and Jul-20 (Plan 2.1.3), respectively. 

3.2.2.2 Verification of Supplies of a Room 

Verification of supplies of a room is composed of getting supplies/preparing for a 

procedure and stocking a room. Figures 3.4 and 3.5 show the plans to carry out the in-room 

activities, including the verification of supplies of a room in Feb, Mar-20 (Plan 2.2) and 

Jul-20 (Plan 2.3), respectively. 

3.2.3 Out-of-room Activities 

Out-of-room activities are related to patient care, but ICU nurses perform those 

tasks out of the patient rooms. They are composed of EMR charting, performing unit tasks, 

document revisions, washing hands, staff meetings, electrocardiogram strips revision, and 

taking notes about patients. Figures 3.7 and 3.8 show the plans to carry out the out-of-room 

activities in Feb, Mar-20 and Jul-20, respectively. After careful observation, it is noted that 

the tasks are presented in different orders, reflecting that the task frequencies are different 

in the periods of analysis. 
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Figure 3.7. Do out-of-room activities (Feb, Mar-20). 

 

 

Figure 3.8. Do out-of-room activities (Jul-20). 

3.2.4 Peer Support 

Peer support activities are conducted in the patient rooms, but the nurse works as a 

peer supporter this time. Those activities include patient care support, procedure support 

(physician- or nurse-led), and closed curtain (unknown task). Figures 3.9 and 3.10 show 

the plans to carry out peer support in Feb, Mar-20 and Jul-20, respectively. After careful 

observation, it is noted that the tasks are presented in different orders, reflecting that the 

task frequencies are different in the periods of analysis. 



 
20 

 

Figure 3.9. Do peer support (Feb, Mar-20). 

 

 

Figure 3.10. Do peer support (Jul-20). 

3.2.5 Patient Clinical Processess’ Conversations 

Patient clinical processes’ conversations are related to patient care, but the patients 

are not part of those tasks. They consist of talking with other nurses, using ASCOM or 

table phone, talking with physicians, and talking with patient’s family. Figures 3.11 and 

3.12 show the plans to carry out patient clinical processes conversations in Feb, Mar-20 

and Jul-20, respectively. After careful observation, it is noted that the tasks are presented 

in different orders, reflecting that the task frequencies are different in the periods of 

analysis. 
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Figure 3.11. Do patient clinical process conversations (Feb, Mar-20). 

 

 

Figure 3.12. Do patient clinical process conversations (Jul-20). 

3.2.6 Teaching Residents/Students 

Teaching residents/students is one part of nurses’ duties at the University of 

Missouri Hospital. Although it is a single task, not a group of tasks, it also belongs to the 

HTA chart main categories, so its performing procedure is under Plan 0 (Appendix C). 

3.2.7 Non-nursing Activities 

Finally, non-nursing activities refer to all activities unrelated to patient care. During 

those activities, nurses recover from fatigue. They are non-valuable activities (web, phone, 
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etc.), non-valuable conversation, leaving the unit for restroom/break, lunch break, and 

waiting for other nurses or healthcare professionals. Figure 3.13 shows the plans to carry 

out non-nursing activities and represents those tasks for both periods, Feb, Mar-20 and Jul-

20. 

 

Figure 3.13. Do non-nursing activities. 

3.3 Simulation Model 

Discrete event simulation has been a standard technique in the analysis of 

manufacturing systems for more than 50 years (Barnes and Laughery Jr., 1997). The Micro 

Saint Sharp software has many applications such as optimization problems, analysis, and 

results to provide insight to or answer specific questions about a system or process. In the 

manufacturing industry, variables such as throughput rate and cycle time may be 

monitored, as well, looking for optimal schedules and new facility layouts. Also, Micro 

Saint Sharp software is applied to the health care industry, human factors, and ergonomics, 

which are the focus of this work. 

The developed HTA charts (Section 3.2) are the foundation for developing two 

simulation models, one for each period. The only difference between the HTA charts and 

the simulation models is that the latter has an additional task: Unknown Activities. The 
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reason for adding this task in the simulation models is that during the data collection, the 

observers used to have breaks, check the system accuracy, have lunch, or do any other tasks 

that preclude them from collecting data. During those breaks, nurses were performing one 

of the described tasks in the HTA chart, but it ended up recorded as unknown. The observed 

unknown tasks were 4.96 minutes and 19.26 minutes from February to March 2020 and 

July 2020, respectively. 

The simulations start with the initialization codes that call for four functions: 

Shift_Beginning (section 3.3.5.1), Staff_Meeting_End (section 0), Tasks_to_Lunch 

(section 3.3.5.3), and Time_to_Handoff (section 3.3.5.4). Those are basic functions for 

running the simulations. 

3.3.1 Plan 0 

As mentioned before, the HTA charts are the foundation to build the simulation 

models. The models start with Plan 0 (Appendix D), which was designed to dismember the 

shift in 4 phases: phases 0, 1, 2, and 3. Phase 0 lasts until all handoffs are completed. From 

Plan 0, the model starts the shift and asks, “Is the former shift nurse available for handoff?”. 

If it is true, go to Plan 1 (Handoff), and if it is false, do at least one of the Plans from 1 to 

7. Phase 0 will continue until the answer to the next question (“Did nurse complete all 

necessary handoffs?”) is true, then the model goes to phase 1. Both phases 1 and 2 refer to 

the regular shift, that is, the activities carried out between morning and afternoon handoffs. 

The transition from phase 1 to phase 2 will happen when all necessary patient initial 

assessment (PC1) is done. If there is no PC1 task to be done, the model jumps straight from 

phase 0 to phase 2. The PC1 activities are carried out under Plans 2.1.7 (Figure 3.5) and 

2.1.3 (Figure 3.6) for February to March 2020 and July 2020, respectively. 
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Under Plan 0, the simulation models choose which plan to perform next based on 

the probabilities to carry out a plan. This logic does not work only for Plan 0, but for all 

plans within the HTA charts. Those probabilities come from the scheduled number of tasks 

previously defined by the function Events (see Section 3.3.5.5). The number of tasks 

scheduling is stored in variables according to Equations (3.1 to (3.6. Then, under Plan 0, 

the probability for the models going to Plan 3 is 𝑎* 𝑁⁄ , or under the Plan 2.1, the probability 

for the models performing the task 2.1.4 is 𝑎+_$_- 𝑎+_$⁄ . It is worthwhile mentioning that 

those probabilities are dynamic, that is, if 𝑎+_$_- = 2, 𝑎+_$ = 45, 𝑎+ = 62, and 𝑁 = 154 

initially, after conducting the task 2.1.4, then 𝑎+_$_- = 1, 𝑎+_$ = 44, 𝑎+ = 61, and 𝑁 =

153, until all tasks are completed (𝑁 = 0). 

𝑎+_$_) =9𝑎+_$_)_.

+

.($

, :𝑘 = 1, 6, 7,	for	Feb,	Mar-20	model
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)($
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+
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+
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0($
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𝑖𝑓	𝑖 = 2	𝑜𝑟	3, 𝑛 = 7
𝑖𝑓	𝑖 = 4	𝑜𝑟	5, 𝑛 = 4
𝑖𝑓	𝑖 = 7, 𝑛 = 6

2 

(3.5) 

𝑁 =9𝑎&

/

&($

+ 𝑢 
(3.6) 

Where,  
 

1 Tasks 5.2, 5.3, and 5.4 can be carried out inside or outside the patient room. For out-of-room tasks 
k=1, and for in-room tasks k=2. For example, a5_4_1 means the scheduled number of tasks for out-of-room 
5.4 activity, that is O5 in both HTA charts. 

2 Task 6 can be carried out inside or outside the patient room. For out-of-room k=1, and for in-room 
k=2. For example, a6_2 means the scheduled number of tasks for in-room 6 activity, that is PC10 in both HTA 
charts. 
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𝑎&_0_)_. =number of scheduled tasks for the activity i.j.k.l 
𝑁 =total number of scheduled tasks 
𝑢 =number of scheduled unknown tasks 
 

Besides, other than the probabilities to carry out Plans 1, 2, until 7, there are two 

possible special cases in the Plan 0: When it is time for a staff meeting (do Plan 3) and 

whether the nurse has already done all tasks prior to a lunch break (do Plan 7). The staff 

meeting starts at 9:00 am and ends according to the function Staff_Meeting_End (see 

Section 0), and the simulation models control the moment to go to lunch break by the 

function Tasks_to_Lunch (see Section 3.3.5.3). 

While the simulation models do not reach the time to go to handoff (see Section 

3.3.5.4), calculated by the sum of the time the shift begins (see Section 3.3.5.1) and the 

simulation ongoing duration, the simulation models keep running under phase 2, that is, 

the answer to the question in Plan 0 “Is next shift nurse available for handoff?” is false. 

However, when the simulation models reach the time to go to handoff, the answer to that 

question is true, and phase 3 begins. Phase 3 will continue until all required handoffs are 

done, that is, the answer to the second question, “Did the nurse complete all necessary 

handoffs?” is true, and the shift is over. Also, in some simulation runs, the scheduled total 

number of tasks is done, and the simulation has not already reached the time to go to 

handoff. When this happens, the simulation models call for the function Add_Events (see 

Section 3.3.5.6) and may do it repeatedly until the time to go to handoff is reached, and the 

simulation models go to phase 3. 

Moreover, in the level 1 routines (Plans 1, 2, …, 7) and lower levels of the HTA 

charts, after the nurse has finished one task/sub-routine, the next task/sub-routine to be 

carried out will follow conditional probabilities based on the time-study data set. Figure 
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3.14 presents one of the many possible sequences in the simulation models. From the 

Figure, as the sequence gets longer, the number of the possible paths decreases, and the 

conditional probabilities get larger. It is important to mention that the simulation models 

also treat the cases where there are no more scheduled tasks to be conducted. So, in these 

cases, the conditional probability becomes 0. In other words, if under Plan 2.1, the model 

went to task 2.1.2 and there is no more PC4 task to be conducted, the probability of going 

to task 2.1.3 is going to 0 instead of 0.016. 

 

Figure 3.14. Conditional probabilities to conduct the sequence 2.1.2-2.1.3-2.1.6 (Feb, Mar-20 simulation model). 

Furthermore, the simulation models use the equation (3.7 to control the task 

sequence under a plan. For instance, using the sequence 2.1.2-2.1.3-2.1.6 (Figure 3.14) 

once more, 𝑖𝑑+.$" = 0, 𝑖𝑑+.$# = 10𝑥0 + 2 = 2, 𝑖𝑑+.$$ = 10𝑥2 + 3 = 23, and 𝑖𝑑+.$% =

10𝑥23 + 6 = 236. 

𝑖𝑑&& = 10𝑖𝑑&&'# + 𝑗 
Where, 
𝑖𝑑&& = the variable that tracks the task sequence under Plan	“i".	
𝑖𝑑&" = 0. 
𝑖 =	the	plan	index.	
𝑛 =	the	counter	of	the	number	of	tasks	under	Plan	“i".	
𝑗 =	the	jth	task	to	be	conducted	under	Plan	“i".	

(3.7) 
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Also, besides task frequencies and sequences, the simulation models calculate the 

task durations by the function Task_Duration (see Section 3.3.5.7). Moreover, every time 

the simulation models perform a valuable activity (Plans 1 to 6), they call for the Fatigue 

function (see Section 3.3.5.8). Every time they complete a non-valuable activity (Plan 7), 

they call for the Recovery function (see Section 3.3.5.9). 

3.3.2 Plans 1, 3, 4, and 5 

Plans 1 (Figure 3.2), 3 (Figures 3.7 and 3.8), 4 (Figures 3.9 and 3.10), and 5 (Figures 

3.11 and3.12) are quite similar to each other, which is to exhaust all the possible tasks 

sequences under those plans. For instance, the questions “Is there another handoff to 

perform?” (Plan 1), “Is there any other out-of-room activity to perform?” (Plan 3), “Does 

any other nurse/physician need support?” (Plan 4), and “Does the nurse need to talk with 

someone else about a patient’s condition?” (Plan 5) are for the simulation models return to 

the beginning of the plan and cover any possible sequence. It is important to highlight that, 

since the HTA charts were designed to exhaust all the sequences under a plan, it is 

impossible to repeat the same plan in sequence; that is, the sequence 5-5 is not possible. 

What is allowed is to conduct the same single task twice in a sequence, but not the same 

plan/routine. 

3.3.3 Plans 2 and 2.1 

Plans 2 (Figures 3.3 and3.4) and 2.1 (Figures 3.5 and 3.6) are similar to each other, 

not only to exhaust all the possible task sequences under those plans, but also to separate 

the sub-routines from the single tasks under them. They recalled that the HTA charts were 

designed to exhaust all the sequences under a plan and not allow the repetition of the same 

plan in sequence. For example, under Feb, Mar-20 model, Plan 2 (Figure 3.3), it is possible 
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conducting the sub-routines 2.1 or 2.2 alone, as well the sub-routine sequences 2.1-2.2 and 

2.2-2.1, but there is no way to repeat them unless any tasks from 2.3 to 2.7 are conducted 

before. On the other hand, tasks from 2.3 to 2.7 may be conducted in sequence while the 

simulation stays in Plan 2 and the conditional probabilities allow them to do so (see Section 

3.3.1). 

3.3.4 All Other Plans 

Plans 2.1.1, 2.1.6, 2.1.7 (Figure 3.5), 2.2 (Figure 3.3) from Feb, Mar-20 model, 

2.1.2, 2.1.3, 2.1.7 (Figure 3.6), 2.3 (Figure 3.4) from Jul-20 model, are also similar in the 

extent they have got only two tasks subordinate to them. All possible task combinations 

are described in the HTA charts. 

Finally, Plan 7 (Figure 3.13) is unique within the HTA charts. This plan has six 

tasks subordinate to it, although only tasks 7.1, 7.2, and 7.3 may configure a task sequence; 

the other require special conditions to be conducted. Task 7.4 (Have Lunch) is defined 

under Plan 0 (Section 3.3.1). Task 7.5 is possible only during shift phase 3, and Task 7.6 

only during shift phase 0. 

3.3.5 Functions 

3.3.5.1 Shift_Beginning 

The nurse shift does not begin at the same time every day, so this function returns 

the exact time a nurse starts her shift. Table 3.1 shows the cumulative frequency of the time 

nurses used to start the shift based on the time-study data. The simulations generate a 

random number between 0 and 1, 0.34, for example. Based on Table 3.1, the shifts would 

start at a random time from 7:11 to 7:12 am and from 7:10 to 7:11 am in the Feb, Mar-20 
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and Jul-20 simulation models, respectively. This function is necessary because some tasks 

depend on clock time, for example, the staff meeting is scheduled to start at 9:00 am. 

Table 3.1. Cumulative frequency for the time nurses start their shifts. 

Minutes after 7:00 am Feb, Mar-20 Jul-20 
6 – 7 - 2.7% 
7 – 8 5.6% 8.1% 
8 – 9 16.7% 13.5% 
9 – 10 22.2% 32.4% 
10 - 11 30.6% 59.5% 
11 - 12 50.0% 62.2% 
12 - 13 58.3% 64.9% 
13 - 14 63.9% 75.7% 
14 - 15 75.0% 97.3% 
15 - 16 94.4% 98.0% 
16 - 17 95.8% 98.7% 
17 - 18 97.2% 99.3% 
18 - 19 100.0% 100.0% 

 

3.3.5.2 Staff_Meeting_End 

The staff meeting does not end at the same time every day, so the simulations use 

the cumulative frequency distribution for returning the time the staff meeting used to end 

(see Table 3.2). The simulations generate a random number between 0 and 1, 0.03, for 

example. Based on Table 3.2, the staff meeting would finish at a random time from 9:02 to 

9:03 am and from 9:05 to 9:06 am in the Feb, Mar-20 and Jul-20 simulation models, 

respectively. 

Table 3.2. Cumulative frequency for the time staff meeting ends. 

Minutes after 9:00 am Feb, Mar-20 Jul-20 
2 - 3 3.7% - 
3 - 4 7.4% - 
4 - 5 11.1% - 
5 - 6 14.8% 12.0% 
6 - 7 22.2% 24.0% 
7 - 8 29.6% 36.0% 
8 - 9 59.3% 60.0% 



 
30 

Minutes after 9:00 am Feb, Mar-20 Jul-20 
9 - 10 70.4% 68.0% 
10 - 11 85.2% 80.0% 
11 - 12 88.9% 88.0% 
12 - 13 91.7% 92.0% 
13 - 14 94.5% 96.0% 
14 - 15 97.2% 100.0% 
15 - 16 100.0% - 

 

3.3.5.3 Tasks_to_Lunch 

Nurses do not have a scheduled time to have lunch, so this function returns the 

number of tasks done before the lunch break. The simulations generate a random number 

between 0 and 1, 0.18, for example. Based on Table 3.3, the nurse is ready to go to the 

lunch break after a number of tasks between 61 and 70, and a number of tasks between 71 

and 80 in the Feb, Mar-20 and Jul-20 simulation models, respectively. 

Table 3.3. Cumulative frequency for the number of tasks conducted before the lunch break. 

Number of Tasks Feb, Mar-20 Jul-20 
41 - 50 3% - 
51 - 60 8% 6% 
61 - 70 19% 9% 
71 - 80 31% 25% 
81 - 90 64% 56% 
91 - 100 78% 81% 
101 - 110 86% 91% 
111 - 120 92% 97% 
121 - 130 100% 98% 
131 - 140 - 100% 

 

3.3.5.4 Time_to_Handoff 

The nurse does not do handoff at the end of the day at the same time every day. It 

will depend on if the next shift nurse is available for handoff. A good reason a next shift 

nurse is not available for handoff is that she is doing a handoff with another nurse. So, this 

function returns the exact time a nurse starts her handoff with the next shift nurse. Figure 
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3.15 outlines the cumulative frequency for nurses' time to start the handoff at the end of 

the day based on the time-study data. The simulations generate a random number between 

0 and 1, 0.45 for example. Based on the time-study data, the handoff would start randomly 

from 7:11 to 7:12 pm and from 7:08 to 7:09 pm in the Feb, Mar-20 and Jul-20 simulation 

models, respectively. 

 

Figure 3.15. Cumulative frequency for the time the nurse starts handoff in the end of the day. 

3.3.5.5 Events 

The function Events has as input the shift’s phase and does not return any value but 

calls for all Task_Events functions (see Section 3.3.5.5.1). 

3.3.5.5.1 Task_Events 

For every single possible task during a shift (see Appendix A), there is a 

Task_Events function, with the phase number as the input, for example O4_Events, that 

returns the number of tasks the nurse will carry out during a phase shift, in this case O4 

(talking with other healthcare personnel). Figure 3.16 shows the frequency distribution of 

O4 activities as a function of the shift phase, which may be performed in all four phases 
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and in both periods’ simulation models. For instance, N3 task happens only in phase 0, 

some tasks only in phases 1 and 2 (N4, O5, O6, O7, O8, O9, O13, PC6, PC7, PC10, PC11, 

PC12, PC14, PC15, PC16, PC17, PC18, PC19, PS2, PS3, PS4), N2 only in phase 3, and 

others may take part in more than one phase (N1, N5, O1, 02, O3, O4, O10, O11, O12, 

O14, O15, PC1, PC2, PC3, PC4, PC5, PC8, PC9, PS1, V2, V2+PC1). 

 

Figure 3.16. Frequency distribution for O4 activities as function of the shift phase. 

3.3.5.6 Add_Events 

The function Add_Events updates the scheduled number of all tasks in the 

simulation models to the closest integer to the mean number of that task, performed in a 

shift from the time-study dataset. For example, during July 2020 the mean observed tasks 

for PC9 is 5.771 in a shift, so the function Add_Events is going to update 𝑎+_- = 6. 

3.3.5.7 Task_Duration 

For every single possible task of a shift (Appendix A), there is a Task_Duration 

function associated to it, for example PC8_Duration, that returns the task duration in 

minutes whenever a task is conducted in the simulation models, in this case PC8 (Talking 
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to Family). Figure 3.17 outlines the cumulative frequency for the PC8 duration based on 

the time-study data. The simulations generate a random number between 0 and 1, 0.3 for 

example. Based on the time-study data, PC8 will have a random time from 2 to 3 minutes 

and 1 to 2 minutes in the February to March 2020 and July 2020 simulation models, 

respectively. 

 

Figure 3.17. Cumulative frequency for PC8 duration. 

3.3.5.8 Fatigue 

Jaber et al. (2013) state that the way the human body accumulates fatigue remains 

an open research question to be addressed in the human physiology literature. However, 

they treated fatigue accumulation as an exponential function, also adopted in this study 

(see Equation (3.8). 

𝐹&(𝑡) = 𝐹&'$ + (1 − 𝐹&'$)c1 − 𝑒'3(4e,	0 < 𝑡 ≤ 𝑡& (3.8) 

Where: 
𝑖 = 1, 2, … , 𝑛) ,	refers	to	the	𝑖45	task	conduct	during	the	shift "k". 
𝑛) =  total number of tasks conducted during shift "k". 
𝐹&'$ = residual fatigue, accumulated after the previous task. 
𝐹6 = 0. 
𝑡& = time	to	complete	the	task	"i". 
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𝑗 = PC1,	…,	PC19,	O1,	…,	O15,	PS1,	…,	PS4	(see	Appendix	A). 
𝜆0 = the	fatigue	index	for	task	"j". 
If 𝜆0 = 0, then 𝐹& = 𝐹&'$. 
 

Be x a continuous variable that represents the proportion of a task is completed 

while the nurse is conducting that task, then 

𝑥 = 𝑖 − 1 +
𝑡
𝑡&
,	0 < 𝑡 ≤ 𝑡& 

 

𝐹&(𝑥) = 𝐹&'$ + (1 − 𝐹&'$)c1 − 𝑒'3((8'&9$)4)e, 𝑖 − 1 < 𝑥 ≤ 𝑖 (3.9) 

For example, given that 𝑖 = 6,	𝑡; = 11.575	min,	𝐹1 = 0.46,	𝜆<=$ = 0.0192: 
𝐹;(𝑥) = 0.46 + 0.54c1 − 𝑒'6.6$>+(8'1)$$.1/1e, 5 < 𝑥 ≤ 6 
 

According to Givi et al. (2015), both the fatigue accumulation index and the 

recovery speed index were determined using a test. They use three levels for the fatigue 

and recovery indexes, low, medium, and fast. The low fatigue index means that if a worker 

conducts a task, without interruption, after 12 hours s/he will be completely exhausted. For 

the medium level, 8 hours to exhaustion, and for the high level, 4 hours for exhaustion. 

In this study, for each task, the adopted fatigue/recovery indexes aim to represent 

the 6 ratings used by NASA TLX, mental demand, physical demand, temporal demand, 

performance, effort, and frustration, in three qualitative factors. 

The present assessment tool was developed to define if an activity demands, is 

neutral to, or is invigorating in terms of mental demand, physical demand, and effort, a 

qualitative analyzes instead of the quantitative NASA-TLX’s assessment. The analysis 

consists of classifying the three features as +1 if the characteristic increases fatigue, 0 if 

the characteristic is not significant to fatigue, and -1 if the characteristic decreases fatigue, 

or is invigorating. Then, if a task presents the three features increasing fatigue, it has a 

high-level fatigue index. If only two features increase fatigue, it has a medium level fatigue 
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level. And if only one feature increases fatigue, it has a low-level fatigue index. The same 

criteria are used to define the recovery indexes. Appendix A shows the adopted 

fatigue/recovery indexes for all nurse activities. It is worthwhile to mention that all tasks 

were analyzed with an expert support. 

Finally, the fatigue range is from 0, in the beginning of the shift, to 1 (100%), and 

the Fatigue function returns the nurse accumulated fatigue level after conducting an 

activity. 

3.3.5.9 Recovery 

Konz (1998) suggests that the human body recovery function is exponential, with 

maximum benefit in the earlier phases of the recovery period. This is consistent with the 

recovery equations used by Jaber et al. (2013) and adopted in this study (see Equation 

(3.10). 

𝐹&(𝑡) = 𝐹&'$𝑒'?(4 ,	0 ≤ 𝑡 ≤ 𝑡& 
Where: 
𝑖 = 1, 2, … , 𝑛) ,	refers	to	the	𝑖45	task	conduct	during	the	shift "k". 
𝐹&'$ = residual fatigue, accumulated after the previous task. 
𝐹6 = 0. 
𝑡& = time	to	complete	the	task	"i". 
𝑗 = N1,	…,	N6.	It	refers	to	the	task	code	(see	Appendix	A). 
𝜇0 =the recovery index for task “j”. 
 

(3.10) 

Be x a continuous variable that represents the proportion of a task is completed 

while the nurse is conducting that task, then 

𝑥 = 𝑖 − 1 +
𝑡
𝑡&
,	0 < 𝑡 ≤ 𝑡& 

 

𝐹&(𝑥) = 𝐹&'$𝑒'?((8'&9$)4) , 𝑖 − 1 < 𝑥 ≤ 𝑖 (3.11) 

For example, given that 𝑖 = 57,	𝑡1/ = 32.531	min,	𝐹1; = 09,	𝜇@; = 0.0192: 
𝐹1/(𝑥) = 0.9𝑒'6.6$>+(8'1;)*+.1*$, 56 < 𝑥 ≤ 57 
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The Recovery function returns the nurse accumulated fatigue level after conducting 

a non-nursing activity. 

3.4 Average Fatigue Level 

Equation (3.12 is the general equation for calculating the average fatigue level 

during the shift. Depending on whether a task increases, does not affect, or decreases 

fatigue, its contribution for the shift average fatigue level is calculated using the Equations 

(3.13, (3.14, or (3.15 respectively. 

𝐹!"# =
1
𝑛)
9r 𝐹&(𝑥)𝑑𝑥

&

&'$

%!

&($

 
(3.12) 

r 𝐹&(𝑥)𝑑𝑥
&

&'$
= r s𝐹&'$ + (1 − 𝐹&'$)c1 − 𝑒'3((8'&9$)4)et𝑑𝑥

&

&'$

= r s1 − (1 − 𝐹&'$)𝑒'3((8'&9$)4)t𝑑𝑥
&

&'$

= 1 −
(1 − 𝐹&'$)c1 − 𝑒'3(4)e

𝜆0𝑡&
 

(3.13) 

∫ 𝐹&(𝑥)𝑑𝑥
&
&'$ = 𝐹&'$, given 𝜆0 = 0 (3.14) 

r 𝐹&(𝑥)𝑑𝑥
&

&'$
= r 𝐹&'$𝑒'?((8'&9$)4)𝑑𝑥

&

&'$
=
𝐹&'$
𝜇0𝑡&

(1 − 𝑒'?(4)) 
(3.15) 

Where: 
𝐹!"# = the	average	fatigue	level	during	the	shift. 
𝑛) = the	total	number	of	tasks	conducted	during	the	shift	"k". 
𝑖 = 1, 2, … , 𝑛) ,	refers	to	the	𝑖45	task	conduct	during	the	shift "k". 
𝑡& = time	to	complete	the	task	"i". 
𝐹&'$ = residual fatigue, accumulated after the previous task. 
𝐹6 = 0. 
𝑗 = PC1,	…,	PC19,	O1,	…,	O15,	PS1,	…,	PS4,	N1,	…,	N6.	(see	Appendix	A). 
𝜆0 =	the fatigue index for task “j”. 
𝜇0 = the recovery index for task “j”. 
 

Figure 3.18 shows an example of fatigue level outcome based on the Fatigue and 

Recovery functions. It also shows the nurse average fatigue level for that shift. 
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Figure 3.18. Fatigue and Recovery functions during a shift. 

3.5 Comparing Observed with Simulated Data 

The observed data in both periods was compared to the simulation outcomes using 

the RStudio software, using t-tests for task frequency and duration comparisons. R is an 

open-source software for statistical computing and graphics (Verzani, 2011). Kronthaler 

and Zöllner (2021) add that R can be understood as a platform with which the most diverse 

applications of data analysis are possible. However, besides the tools offered by the pure 

R, RStudio offers an appealing and modern interface, according to Kronthaler and Zöllner 

(2021). 

3.6 Design of The Experiment 

According to Montgomery (2017), a full-factorial design is the most efficient type 

of experiment when it involves two or more factors associated to a response. However, in 

this study, it will not use a factorial design with fixed level, instead the independent 

variables will variate randomly. This is approach is due to all or almost all independent 
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variables are correlated to each other. Otherwise, suppose that a full-factorial design with 

fixed levels is chosen for this study. And now, it is time to simulate the run when all 

variables are in high level, but the shift still lasts in average 12 hours, then it is impossible 

to accommodate that. 

The model-dependent variable is nurses’ average fatigue level, and this study aims 

to analyze its pattern by simulated experiments varying all nursing tasks’ frequencies and 

sequences randomly, the independent variables, in a screening experiment. From Appendix 

A, the tasks within the categories Primary Care, Peer Support, and Out-of-room Activities, 

except by PC10 and O6, the teaching activities, are used as the frequency independent 

variables. Besides the frequency independent variables, this study uses two sequence 

independent variables, number of task sequences prior to lunch (seq0) and after lunch 

(seq1). A task sequence lasts while a nurse is conducting any activity related to the patient 

care, be it inside or outside the patient room, is supporting a peer, or is talking with someone 

else about a patient clinical condition. Then, when the nurse goes to a break, that is, does 

any kind of non-valuable activity, the task sequence finishes. It is important to clarify that 

if in a shift a nurse conducts 100 tasks using 5 task sequences, it turns out in average 20 

tasks/sequence. On the other hand, for the same 100 tasks, but using 10 task sequences, it 

turns out 10 tasks/sequence. So, for a 12-hour shift, the greater the number of task 

sequences, the greater the number of breaks between them. 

For the experiment’s accuracy, several adjustments were made. The three tasks 

performing procedure (PC3), patient care (PC4), and closed curtain (PC19) were combined 

in one new variable, called pc. This adjustment is due to PC19 might be both PC3 or PC4, 

since the observer cannot identify it. Also, the tasks within the category peer support were 
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combined in the variable, called ps, as PS4 also refers to a closed curtain task. Finally, tasks 

that might happen in- or out-of-room were counted together, as PC9 and O11 (EMR 

charting) turn out emr, PC11 and O2 (using ASCOM phone) turn out ascom, PC7 and O3 

(talking with a physician) turn out twp, and PC8 and O5 (talking with patient’s family) turn 

out twf. 

Each simulation model carried out 1,000 runs, and the simulated data were analyzed 

using JMP software, which turns out the response prediction expression (see Equation 

(3.16). JMP is a statistical software environment that enables scientists, engineers, and 

business analysts to make discoveries through data exploration (Jones and Sall, 2011). JMP 

offers several features for distribution analysis (including contingency tables, outlier 

analysis, and nonparametric statistics), and graphs (including contour, profile, and ternary 

charts), time series modeling, regression, logit analysis, cluster analysis, survival, design 

of experiments, and quality control (Altman, 2002). 

All independent variables were standardized using the transformation in Equation 

(3.17). That transformation makes all independent variables have mean=0 and 

standard	deviation=1, and the benefits of that are: 𝛽w6 represents the average response and 

the estimated coefficients represent their variables’ impact over the response, that is, the 

greater the coefficient, the larger the effect on the response. 

𝐹x!"# = 𝛽w6 +9𝛽w&

%

&($

𝑧& , 𝑖 = 1, 2, … , 𝑛	 

Where: 
𝐹x!"# = estimated average fatigue level during a shift. 
𝛽w6 = intercept (average response). 
𝛽w& = estimated coefficients for the main effects. 
𝑧& = standardized independent variables. 

(3.16) 
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𝑛 = number	of	independent	variables. 

𝑧&,B =
𝑥&,B − �̅�&
𝑆&

 

Where: 
𝑧&,B = standardized	variable	𝑧& 	at	run	r. 
𝑥&,B = variable	𝑥& 	at	run	r. 
�̅�& = 	mean	for	variable	𝑥& . 
𝑆& = standard	deviation	for	variable	𝑥& . 
 

(3.17) 
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CHAPTER 4: RESULTS 

4.1 Task Frequencies 

The simulation models were used to run 2 experiments, one for each period, and 

turned out the frequency for 40 different tasks, from the total of 46 (see Appendix A), 

simulated with 200 replicates. It is important to mention that only the nursing tasks carried 

out during the regular shift were compared. It means that verbal report (V2), verbal report 

along with patient initial assessment (V2+PC1), waiting to give report to nurse (N2), and 

waiting to receive report from nurse (N3) activities were not compared. Also, staff meeting 

(morning huddle, O8) and lunch break (N6) activities were not compared, because they do 

not happen as a function of frequency distributions, but they depend on the nurse 

availability. They are considered binary events (they happen or not during a shift). 

4.1.1 Comparing the Observed Data with the Simulation Outcomes for February to 
March 2020 

In this section, the observed data in Feb, Mar-20 is compared to the simulation 

outcomes using the RStudio software. For a statistical level of 0.05, all simulated tasks 

present the same pattern of the observed data, so the simulation model for February to 

March 2020 has significant evidence that represents the nurses’ workflow in terms of task 

frequency. 

In order to illustrate the results regarding the comparison the observed and 

simulated data, Figure 4.1 shows the out-of-room EMR charting (O11) frequency 

distribution, the most frequent task during a shift. Figure 4.2 shows the comparison 

between the average number of out-of-room EMR charting, with a p-value of 0.309. 
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Figure 4.1. Frequency distribution for out-of-room EMR charting (O11). 

 

 

Figure 4.2. Average number of O11 (out-of-room EMR charting). P-value of 0.309. 

4.1.2 Comparing the Observed Data with the Simulation Outcomes for July 2020 

In this section, the observed data in Jul-20 is compared to the simulation outcomes 

using the RStudio software. For a statistical level of 0.05, all simulated tasks present the 

same pattern of the observed data, so the simulation model for July 2020 has significant 

evidence that represents the nurses’ workflow in terms of task frequency. 
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In order to illustrate the results regarding the comparison the observed and 

simulated data, Figure 4.3 shows the out-of-room EMR charting (O11) frequency 

distribution, the most frequent task during a shift. Figure 4.4 shows the comparison 

between the average number of out-of-room EMR charting, with a p-value of 0.153. 

 

Figure 4.3. Frequency distribution for out-of-room EMR charting (O11). 

 

 

Figure 4.4. Average number of O11 (out-of-room EMR charting). P-value of 0.153. 
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4.2 Task Duration 

To assess the task durations, from the table in Appendix A (list of all possible 

activities in nurse shift), the task durations were aggregated by categories: Verbal Report 

(V2 and V2+PC1), Primary Care (from PC1 to PC19), Out-of-room (from O1 to O15), 

Peer Support (from PS1 to PS4), and Non-nursing (from N1 to N6).  

4.2.1 Comparing the Observed Data with the Simulation Outcomes for February to 
March 2020 

In this section, the observed data from February to March 2020 is compared to the 

simulation outcomes (200 runs) using the RStudio software. Table 4.1 shows the statistical 

t-tests, and for a statistical level of 0.05, all simulated category durations present the same 

pattern of the observed data, so the simulation model for February to March 2020 has 

significant evidence that represents the nurses’ workflow in terms of task duration. Figure 

4.5 also represents the comparison between the observed and simulated proportion of time 

nurses spend on task categories. 

Table 4.1. Comparison between observed and simulated data in terms of task category proportions (Feb, 
Mar-20). 

Category Sample Type Mean SD Statistic p 

Verbal Report Observed 4.3% 1.5% -0.211 0.833 Simulated 4.3% 1.8% 

Primary Care Observed 35.1% 10.3% -0.702 0.487 Simulated 36.3% 6.2% 

Out-of-room Observed 35.6% 6.2% 0.418 0.676 Simulated 35.1% 5.9% 

Peer Support Observed 6.9% 3.5% -0.646 0.519 Simulated 7.3% 3.4% 

Non-nursing Observed 18.2% 9.0% 0.825 0.414 Simulated 16.9% 5.1% 
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Figure 4.5. Proportion of time that nurses spend on task categories (Feb, Mar-20). 

4.2.2 Comparing the Observed Data with the Simulation Outcomes for July 2020 

In this section, the observed data from July 2020 is compared to the simulation 

outcomes (200 runs) using the RStudio software. Table 4.2 shows the statistical t-tests, and 

for a statistical level of 0.05, all simulated category durations present the same pattern of 

the observed data, so the simulation model for July 2020 has significant evidence that 

represents the nurses’ workflow in terms of task duration. Figure 4.6 also represents the 

comparison between the observed and simulated proportion of time nurses spend on task 

categories. 

Table 4.2. Comparison between observed and simulated data in terms of task category proportions (Jul-20). 

Category Sample Type Mean SD Statistic p 

Verbal Report Observed 5.1% 1.7% -1.666 0.097 Simulated 5.6% 1.8% 

Primary Care Observed 34.2% 11.4% 0.298 0.767 Simulated 33.6% 7.6% 

Out-of-room Observed 34.8% 6.9% -0.062 0.951 Simulated 34.8% 6.7% 

Peer Support Observed 6.7% 4.8% 0.411 0.682 Simulated 6.4% 3.5% 

Non-nursing Observed 19.3% 7.6% -0.228 0.820 Simulated 19.6% 6.3% 
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Figure 4.6. Proportion of time that nurses spend on task categories (Jul-20). 

4.3 Average Fatigue Level 
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dataset, two experiments, for simulating the average fatigue level reached during a shift, 
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to use the significance level of 0.01 and do not increase the probability of mistakenly 

conclude that both periods present the same average fatigue level patterns, when actually 

they do not. Table 4.3 shows that the average fatigue level is different for between the 

periods of interest (𝛼 = 0.01), and that Feb, Mar-20 shifts turned out a little bit more 

fatigue than the Jul-20 ones. 

Table 4.3. Comparison between simulated average fatigue level for Feb, Mar-20 and Jul-20 models. 
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4.3.1 Average Fatigue Level Screening 

Although the models are different in their average fatigue level, they have some 

similarities. They have in common that seq0, seq1, pc, and ps variables are significant in 

both periods, outstanding as the most important drivers of fatigue for nurses. 

4.3.1.1 Feb, Mar-20 Model 

Equation (4.1) is the predicted average fatigue level as function of the most 

significant independent variables (𝑝 = 0.01). 

𝐹x!"# = 0.636 − 0.040𝑧CDE# − 0.039𝑧CDE" + 0.010𝑧FG + 0.009𝑧DHB + 0.008𝑧FC
+ 0.005𝑧4IJ + 0.004𝑧FG$ 

 

(4.1) 

Table 4.4 presents the most significant independent variables for the significance 

level of 0.01, in order of significance. 

Table 4.4. Standardized parameter estimates (Feb, Mar-20 model). 

Variable Confidence Interval P 

𝒔𝒆𝒒𝟏 [-0.041, -0.038] < 0.001 
𝒔𝒆𝒒𝟎 [-0.041, -0.038] < 0.001 

pc [0.009, 0.012] < 0.001 
emr [0.007, 0.010] < 0.001 
ps [0.007, 0.009] < 0.001 
twf [0.003, 0.006] 0.0008 
pc1 [0.003, 0.006] 0.0024 

 

Table 4.5 shows the simulated outcomes for the most significant independent 

variables for the model. From the table, for example, the model simulated in average 10.48 

task sequences after lunch (seq1) and 23.211 pc tasks. 

Table 4.5. Simulated outcomes (Feb, Mar-20 model). 

Variable Mean Standard Deviation 
𝒔𝒆𝒒𝟏 10.480 5.721 
𝒔𝒆𝒒𝟎 8.847 4.799 

pc 23.211 5.377 
emr 25.289 6.541 
ps 10.630 4.206 
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Variable Mean Standard Deviation 
twf 2.843 2.256 
pc1 0.985 1.309 

 

Also, Equation (4.1 tells that, for the variable 𝒔𝒆𝒒𝟏, an increment of 1 standard 

deviation, that is, 5.721 task sequences after lunch (Table 4.5), should decrease the average 

fatigue level in 0.04, or it may be as great as 0.041 or as low as 0.038 (Table 4.4). For the 

variable 𝒔𝒆𝒒𝟎, an increment of 1 standard deviation, that is, 4.799 task sequences before 

lunch, should decrease the average fatigue level in 0.039, or it may be as great as 0.041 or 

as low as 0.038. For the variable pc, an increment of 1 standard deviation, that is, 5.377 

tasks, be it performing procedure (PC3), patient care (PC4), or closed curtain (PC19), 

should increase the average fatigue level in 0.01, or it may be as low as 0.009 or as great 

as 0.012. For the variable emr, an increment of 1 standard deviation, that is, 6.541 in EMR 

charting, be it conduct inside patient room (PC9) or outside patient room (O11), should 

increase the average fatigue level in 0.009, or it may be as low as 0.007 or as great as 0.010. 

For the variable ps, an increment of 1 standard deviation, that is 4.206 in peer support tasks, 

be it assisting in patient care (PS1), assisting in nurse-led procedure (PS2), assisting in 

physician-led procedure (PS3), or assisting in a closed curtain task (PS4), should increase 

the average fatigue level in 0.008, or it may be as low as 0.007 or as great as 0.009. For the 

variable twf, an increment of 1 standard deviation, that is, 2.256 in the number of times 

talking with patients’ families, be it inside a patient room (PC8) or outside a patient room 

(O5), should increase the average fatigue level in 0.005, or it may be as low as 0.003 or as 

great as 0.006. For the variable pc1, an increment of 1 standard deviation, that is, 1.309 in 

focused assessment should increase the average fatigue level in 0.004, or it may be as low 

as 0.003 or as great as 0.006. 
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4.3.1.2 Jul-20 Model 

Equation (4.2 is the predicted average fatigue level as function of the most 

significant independent variables (𝑝 = 0.01). 

𝐹x!"# = 0.627 − 0.036𝑧CDE# − 0.033𝑧CDE" + 0.018𝑧FG + 0.012𝑧FC
+ 0.006𝑧FG$+ 

 

(4.2) 

Table 4.6 presents the most significant independent variables for the significance 

level of 0.01, in order of significance. 

Table 4.6. Standardized parameter estimates (Jul-20 model). 

Variable Confidence Interval P 

𝒔𝒆𝒒𝟏 [-0.037, -0.034] < 0.001 
𝒔𝒆𝒒𝟎 [-0.035, -0.031] < 0.001 

pc [0.016, 0.019] < 0.001 
ps [0.010, 0.013] < 0.001 

pc12 [0.005, 0.008] < 0.001 
 

Table 4.7 shows the simulated outcomes for the most significant independent 

variables for the model. From the table, for example, the model simulated in average 10.48 

task sequences after lunch (seq1) and 23.211 pc tasks. 

Table 4.7. Simulated outcomes (Jul-20 model). 

Variable Mean Standard Deviation 
𝒔𝒆𝒒𝟏 7.206 5.422 
𝒔𝒆𝒒𝟎 13.900 5.899 

pc 20.841 5.315 
ps 10.201 4.598 

pc12 0.659 0.870 
 

Also, Equation (4.2 tells that, for the variable 𝒔𝒆𝒒𝟏, an increment of 1 standard 

deviation, that is, 5.422 task sequences after lunch (Table 4.7), should decrease the average 

fatigue level in 0.036, or it may be as great as 0.037 or as low as 0.034 (Table 4.6). For the 

variable 𝒔𝒆𝒒𝟎, an increment of 1 standard deviation, that is, 5.899 task sequences before 
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lunch, should decrease the average fatigue level in 0.033, or it may be as great as 0.035 or 

as low as 0.031. For the variable pc, an increment of 1 standard deviation, that is, 5.315 

tasks, be it performing procedure (PC3), patient care (PC4), or closed curtain (PC19), 

should increase the average fatigue level in 0.018, or it may be as low as 0.016 or as great 

as 0.019. For the variable ps, an increment of 1 standard deviation, that is 4.598 in peer 

support tasks, be it assisting in patient care (PS1), assisting in nurse-led procedure (PS2), 

assisting in physician-led procedure (PS3), or assisting in a closed curtain task (PS4), 

should increase the average fatigue level in 0.012, or it may be as low as 0.01 or as great 

as 0.013. For the variable pc12, an increment of 1 standard deviation, that is, 0.87 in the 

number of patient transportation tasks should increase the average fatigue level in 0.006, 

or it may be as low as 0.005 or as great as 0.008. 

4.4 Comparing the Key Factors’ Patterns in the Observed Dataset 

Both the number of times a sequence of tasks is conducted without a break, prior 

to or after lunch, are the most significant fatigue drivers in both periods. Although the 

models do not show how many tasks are performed during a sequence, the total number of 

tasks conducted during a shift may give a clue of this, that is, the greater the total number 

of tasks performed, the greater should be the number of tasks within a sequence. So, when 

the total number of tasks conducted in each period is compared, Table 4.8 shows that during 

July 2020, the total number of performed tasks in average decreased 9.5% in comparison 

to February and March 2020. 

The number of patient care or procedures conducted during a shift is a significant 

fatigue driver in both periods and the differences presented in the dataset are not significant 

for the significance level of 0.05. Peer support activities are other type of tasks that are 
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important fatigue drivers in both periods and do not present significant differences between 

periods for the significance level of 0.05 (see Table 4.8). The exception here is the number 

of patient transportation activities that do not present significant differences between 

periods (𝛼 = 0.05), but it is only a significant fatigue driver for July 2020, which requires 

further investigation. 

On the other hand, the number of EMR charting tasks are relevant only for the Feb, 

Mar-20 model, and when the periods’ patterns are compared to each other, it is possible to 

identify that the number of EMR charting decreased 16.5% in average during July 2020 in 

comparison to February and March 2020. Moreover, it is possible to identify the same 

pattern in the number of times nurses used to talk with patients’ families, that decreased 

74.3% in average, and the number of conducted initial assessments, that decreased 72.2% 

in average, during July 2020 in comparison to February and March 2020 (see Table 4.8). 

Table 4.8. Comparison of the nurses’ fatigue key drivers between periods. 

Factor Period Mean SD Statistic P3 

Total number of activities during the shift Feb, Mar-20 154.457 22.543 2.905 0.005* Jul-20 139.800 19.560 

Conducting a procedure or patient care (PC3 + PC4 + PC19) Feb, Mar-20 23.657 7.487 1.964 0.054 Jul-20 20.229 7.113 

EMR charting (PC9 + O11) Feb, Mar-20 25.829 6.913 2.415 0.018* Jul-20 21.571 7.808 

Peer support (PS1 + PS2 + PS3 + PS4) Feb, Mar-20 10.686 5.492 0.646 0.520 Jul-20 9.800 5.965 

Talking with patient’s family (PC8 + O5) Feb, Mar-20 2.886 2.988 3.842 <0.001* Jul-20 0.743 1.400 

Initial assessment (PC1) Feb, Mar-20 0.972 1.320 2.983 0.005* Jul-20 0.270 0.508 

Transport/prepare to transport a patient (PC12) Feb, Mar-20 0.943 0.998 1.691 0.095 Jul-20 0.543 0.980 
 

4.4.1 Comparing Patient Transportation Duration between Periods 

Although the number of patient transportation activities does not present significant 

differences between periods (𝛼 = 0.05), as shown in Table 4.8, during July 2020, that type 

 
3 P-values presenting an “*” are significant for 𝛼 = 0.05. 
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of activity used to be in average more than 3 times longer than during February and March 

2020 (see Table 4.9). 

Table 4.9. Comparison of patient transportation duration between periods. 

Period Mean (min) SD (min) Statistic P 
Feb, Mar-20 9.4 12.6 -2.259 0.035 Jul-20 31.3 41.3 

 

4.5 Key Factors in Simulation Outcomes 

Two more experiments were run in order to investigate the differences in the fatigue 

key factors between the two simulation model periods. They were conducted with 1,000 

runs for each period, and it was used the significance level of 0.01, which do not increase 

the probability of mistakenly conclude that both periods present the same pattern, when 

actually they do not. 

4.5.1 Simulated Time Spent in the Seven Main Task Categories 

Table 4.10 compares the simulated outcomes for the seven main task categories in 

the models. From the table below, it is possible to note that during February and March 

2020, nurses spent more time in in-room and out-of-room activities, similar time in peer 

support activities between periods, while during July 2020, they spent more time in 

handoffs, patient clinical processes’ conversations, and non-nursing activities. 

Table 4.10. Comparing the seven main task categories between periods. 

Factor Period Mean Duration/shift 
(min) 

SD 
(min) Statistic P 

Handoff Feb, Mar-20 32.549 14.101 -11.931 <0.001 Jul-20 40.150 14.386 

In-room Activities Feb, Mar-20 278.444 45.257 9.115 <0.001 Jul-20 259.197 53.721 

Out-of-room Activities Feb, Mar-20 135.434 34.678 15.435 <0.001 Jul-20 112.019 33.144 

Peer Support Activities Feb, Mar-20 52.602 23.729 2.107 0.035 Jul-20 50.155 28.040 
Patient Clinical Processes’ 

Conversations 
Feb, Mar-20 100.978 28.299 -20.871 <0.001 Jul-20 131.350 36.286 

Teaching Residents/Students Feb, Mar-20 9.063 19.681 -8.108 <0.001 Jul-20 16.486 21.238 
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Factor Period Mean Duration/shift 
(min) 

SD 
(min) Statistic P 

Non-nursing Activities Feb, Mar-20 131.318 40.688 -4.483 <0.001 Jul-20 139.559 41.517 
 

Figure 4.7 shows the outcomes of Table 4.10 in a graph with vertical bars. 

 

Figure 4.7. Comparing the seven main task categories between periods. 

4.5.2 Simulated Time for Performing Procedure or Patient Care 

Table 4.11 compares the simulated outcomes for the total duration of performing 

procedure or patient care (PC3 + PC4 + PC19), described by the variable pc. During the 

periods, the time spent in those type of activities is not statistically different. 

Table 4.11. Comparing the duration of procedures and patient care activities between periods. 

Period Mean Duration/shift (min) SD (min) Statistic P 
Feb, Mar-20 139.777 39.858 1.261 0.208 Jul-20 137.378 45.083 

 

Although, PC3, PC4, and PC19 were put together in the models, because it is 

impossible to determine which task PC19 (unknow, closed curtain) really is, Table 4.12 
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shows the simulated frequency distribution for the variable pc, comparing both periods, 

and the fatigue indexes used in the simulation models. 

Table 4.12. Simulated frequency distribution for the variable pc (PC3 + PC4 + PC19). 

Factor Fatigue 
Index Period Number of 

Tasks/shift SD Statistic P 

PC3 (Procedure) High Feb, Mar-20 10.880 3.823 3.084 0.017 Jul-20 9.640 4.208 

PC4 (Patient Care) Medium Feb, Mar-20 11.650 4.063 19.332 <0.001 Jul-20 5.030 2.635 

PC19 (Closed Curtain) High Feb, Mar-20 1.165 1.442 -11.579 <0.001 Jul-20 4.020 3.175 
 

4.5.3 Simulated Time for EMR Charting 

Table 4.13 compares the simulated outcomes for the total duration of EMR charting 

activities (O11 + PC9), described by the variable emr. During the periods, the time spent 

in those type of activities was 12% greater during February and March 2020 than during 

July 2020. 

Table 4.13. Comparing the duration of EMR charting activities between periods. 

Period Mean Duration/shift (min) SD (min) Statistic P 
Feb, Mar-20 129.646 36.826 8.554 <0.001 Jul-20 115.573 36.750 

 

4.5.4 Simulated Time for Peer Support Activities 

Although, PS1, PS2, PS3, and PS4 were put together in the models, because it is 

impossible to determine which task PS4 (unknow, closed curtain) really is, Table 4.14 

shows the simulated frequency distribution for the variable ps, comparing both periods, 

and the fatigue indexes used in the simulation models. 

Table 4.14. Simulated frequency distribution for the variable ps (PS1 + PS2 + PS3 + PS4). 

Factor Fatigue 
Index Period Number of 

Tasks/shift SD Statistic P 

PS1 (Assisting in Patient Care) Medium Feb, Mar-20 5.660 3.405 10.771 <0.001 Jul-20 2.625 2.070 
PS2 (Assisting in Nurse-led 

Procedure) High Feb, Mar-20 4.295 2.625 -1.358 0.175 Jul-20 4.770 4.192 
High Feb, Mar-20 0.235 0.425 1.100 0.272 
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Factor Fatigue 
Index Period Number of 

Tasks/shift SD Statistic P 

PS3 (Assisting in Physician-led 
Procedure) Jul-20 0.180 0.565 

PS4 (Closed Curtain) High Feb, Mar-20 0.630 0.852 -7.922 <0.001 Jul-20 1.685 1.679 
 

4.5.5 Simulated Time for Initial Assessment Tasks 

Patients’ initial assessment may be conducted in two ways: In the beginning of 

shift, along with the shift handoff (V2 + PC1), or during the regular shift (PC1), while the 

shift has already begun. The variable pc1 takes account only for the second case, during the 

regular shift. Table 4.15 shows that nurses used to take much more time in regular initial 

assessments during February and March 2020. 

Table 4.15. Comparing the duration of patients’ initial assessment between periods. 

Factor Period Mean Duration/shift 
(min) 

SD 
(min) Statistic P 

Initial Assessment (PC1) Feb, Mar-20 5.676 8.052 16.767 <0.001 Jul-20 1.237 2.229 
 

4.6 Sensitivity Analysis 

Recalling that seq0, seq1, pc, and ps variables are the most important drivers of 

fatigue for nurses in both models, Feb, Mar-20 and Jul-20. Also, seq0 and seq1 are not 

controllable, that is, they will depend on how many tasks a nurse will conduct during the 

shift. The greater the total number of tasks, the less the number of task sequences. 

Besides, it is important to recall that all simulation models’ independent variables 

were standardized using the transformation in Equation (3.17). That transformation makes 

all independent variables have mean=0 and standard	deviation=1. Then, here in the 

sensitivity analysis section, new experiments were run varying the variables pc and ps in 

order to understand the effects on the dependent variable, 𝐹!"#. 



 
56 

Finally, for a better understanding of the variable effects on the models, Equations 

(4.1 and (4.2 are rewritten using their variables without the standardization. 

4.6.1 Feb, Mar-20 Model 

Applying the transformation from Equation (3.17), Equation (4.1 may be written 

as: 

𝐹x!"# = 0.636 − 0.040
(𝑠𝑒𝑞$ − 10.5)

5.7 − 0.039
(𝑠𝑒𝑞6 − 8.8)

4.8
+ 0.010

(𝑝𝑐 − 23.2)
5.4 + 0.009

(𝑒𝑚𝑟 − 25.3)
6.5

+ 0.008
(𝑝𝑠 − 10.6)

4.2 + 0.005
(𝑡𝑤𝑓 − 2.8)

2.3 + 0.004
(𝑝𝑐$ − 1)

1.3 	
 

(4.3) 

Table 4.16 shows different scenarios of the key fatigue drivers, varying the 

variables pc and ps in steps about 1 standard deviation, from -3 to +3, and the average 

fatigue level from the simulation outcomes. Besides, Table 4.16 also shows that an (a) 

increase (decrease) in pc or ps implies less (more) task sequences and less (more) other 

task types. 

Table 4.16. Impact on the model outcomes due to changes in pc and ps (Feb, Mar-20). 

Scenario Independent Variables (Mean, SD) Average Fatigue 
Level 𝒔𝒆𝒒𝟏 𝒔𝒆𝒒𝟎 𝒑𝒄 𝒆𝒎𝒓 𝒑𝒔 𝒕𝒘𝒇 𝒑𝒄𝟏 

Normal shift (10.5, 
5.7) 

(8.8, 
4.8) 

(23.2, 
5.4) 

(25.3, 
6.5) 

(10.6, 
4.2) 

(2.8, 
2.3) 

(1.0, 
1.3) 

Mean: 63.6% 
SD: 7.0% 

-70.3% of pc 
(-3SD) 

(13.2, 
5.8) 

(9.7, 
5.2) 

(6.9, 
5.1) 

(28.9, 
6.4) 

(13.1, 
4.8) 

(3.8, 
2.3) 

(1.0, 
1.3) 

Mean: 58.2% 
SD: 7.0% 

-47.4% of pc 
(-2SD) 

(12.5, 
5.9) 

(9.2, 
5.1) 

(12.2, 
5.4) 

(27.6, 
6.4) 

(12.4, 
4.5) 

(3.5, 
2.4) 

(1.0, 
1.3) 

Mean: 59.8% 
SD: 7.0% 

-23.7% of pc 
(-1SD) 

(11.4, 
5.9) 

(8.9, 
4.9) 

(17.7, 
5.5) 

(26.3, 
6.6) 

(11.8, 
4.7) 

(3.2, 
2.4) 

(1.0, 
1.3) 

Mean: 61.9% 
SD: 6.8% 

+23.7% of pc 
(+1SD) 

(9.3, 
5.4) 

(8.5, 
4.5) 

(28.7, 
5.5) 

(23.8, 
6.6) 

(10.3, 
4.6) 

(2.7, 
2.4) 

(1.0, 
1.3) 

Mean: 65.3% 
SD: 6.7% 

+47.8% of pc 
(+2SD) 

(8.2, 
5.2) 

(8.3, 
4.5) 

(34.3, 
5.9) 

(22.3, 
6.2) 

(9.4, 
4.5) 

(2.5, 
2.3) 

(1.0, 
1.3) 

Mean: 66.9% 
SD: 6.3% 

+67.2% of pc 
(+3SD) 

(7.6, 
4.8) 

(8.0, 
4.3) 

(38.8, 
6.4) 

(21.3, 
6.0) 

(8.9, 
4.3) 

(2.3, 
2.2) 

(1.0, 
1.3) 

Mean: 68.2% 
SD: 6.2% 

-100% of ps (11.5, 
5.7) 

(9.6, 
5.0) 

(25.0, 
5.5) 

(26.9, 
6.5) 

(0.0, 
0.0) 

(3.3, 
2.4) 

(1.0, 
1.3) 

Mean: 61.0% 
SD: 6.9% 

-81.1% of ps 
(-2SD) 

(11.2, 
5.7) 

(9.3, 
5.0) 

(24.5, 
5.7) 

(26.6, 
6.5) 

(2.0, 
3.2) 

(3.3, 
2.4) 

(1.0, 
1.3) 

Mean: 61.6% 
SD: 6.9% 

-41.5% of ps 
(-1SD) 

(11.0, 
5.8) 

(9.3, 
5.0) 

(23.9, 
5.4) 

(26.1, 
6.7) 

(6.2, 
4.1) 

(3.0, 
2.3) 

(1.0, 
1.3) 

Mean: 62.2% 
SD: 7.0% 
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Scenario Independent Variables (Mean, SD) Average Fatigue 
Level 𝒔𝒆𝒒𝟏 𝒔𝒆𝒒𝟎 𝒑𝒄 𝒆𝒎𝒓 𝒑𝒔 𝒕𝒘𝒇 𝒑𝒄𝟏 

+40.6% of ps 
(+1SD) 

(10.1, 
5.5) 

(8.6, 
4.5) 

(22.6, 
5.3) 

(24.4, 
6.4) 

(14.9, 
4.2) 

(2.7, 
2.2) 

(1.0, 
1.3) 

Mean: 64.7% 
SD: 6.6% 

+82.1% of ps 
(+2SD) 

(9.3, 
5.5) 

(8.1, 
4.3) 

(21.5, 
5.4) 

(22.6, 
6.1) 

(19.3, 
4.8) 

(2.5, 
2.3) 

(0.9, 
1.2) 

Mean: 67.8% 
SD: 6.4% 

+117.0% of ps 
(+3SD) 

(8.9, 
5.4) 

(7.7, 
4.1) 

(21.2, 
5.5) 

(21.9, 
6.1) 

(23.0, 
5.1) 

(2.6, 
2.4) 

(0.9, 
1.2) 

Mean: 69.3% 
SD: 6.0% 

 

4.6.2 Jul-20 Model 

Applying the transformation from Equation (3.17), Equation (4.2 may be written 

as: 

𝐹x!"# = 0.627 − 0.036
(𝑠𝑒𝑞$ − 7.2)

5.4 − 0.033
(𝑠𝑒𝑞6 − 13.9)

5.9

+ 0.018
(𝑝𝑐 − 20.8)

5.3 + 0.012
(𝑝𝑠 − 10.2)

4.6 + 0.006
(𝑝𝑐$+ − 0.7)

0.9  
 

(4.4) 

Table 4.17 shows different scenarios of the key fatigue drivers, varying the 

variables pc and ps in steps about 1 standard deviation, from -3 to +3, and the average 

fatigue level from the simulation outcomes. Besides, Table 4.17 also shows that an (a) 

increase (decrease) in pc or ps implies less (more) task sequences and less (more) other 

task types. 

Table 4.17. Impact on the model outcomes due to changes in pc and ps (Jul-20). 

Scenario Independent Variables (Mean, SD) Average Fatigue 
Level 𝒔𝒆𝒒𝟏 𝒔𝒆𝒒𝟎 𝒑𝒄 𝒑𝒔 𝒑𝒄𝟏𝟐 

Normal shift (7.2, 5.4) (13.9, 5.9) (20.8, 5.3) (10.2, 4.6) (0.7, 0.9) Mean: 62.7% 
SD: 6.9% 

-78.4% of pc 
(-3SD) (8.2, 5.9) (15.5, 6.0) (4.5, 4.4) (12.5, 4.5) (1.0, 0.8) Mean: 56.9% 

SD: 7.1% 
-53.4% of pc 

(-2SD) (7.9, 5.8) (14.8, 5.9) (9.7, 5.6) (11.9, 4.6) (0.9, 0.9) Mean: 59.1% 
SD: 7.1% 

-27.9% of pc (-
1SD) (7.4, 5.5) (14.2, 5.8) (15.0, 5.5) (11.2, 4.8) (0.8, 0.9) Mean: 61.2% 

SD: 7.0% 
+25.5% of pc 

(+1SD) (6.1, 4.7) (12.7, 5.1) (26.1, 5.2) (9.3, 4.5) (0.4, 0.7) Mean: 67.4% 
SD: 6.3% 

+53.4% of pc 
(+2SD) (5.3, 4.2) (12.0, 5.0) (31.9, 5.8) (8.6, 4.4) (0.4, 0.7) Mean: 71.4% 

SD: 5.8% 
+67.2% of pc 

(+3SD) (4.7, 3.8) (11.4, 4.7) (37.2, 6.9) (7.9, 4.2) (0.3, 0.6) Mean: 75.3% 
SD: 5.2% 

-100% of ps (7.4, 5.6) (14.7, 5.7) (21.8, 5.2) (0.0, 0.0) (0.8, 0.9) Mean: 60.5% 
SD: 6.8% 

-89.2% of ps (-2SD) (7.4, 5.5) (14.5, 5.7) (21.7, 5.2) (1.1, 1.9) (0.8, 0.9) Mean: 60.7% 
SD: 6.7% 
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Scenario Independent Variables (Mean, SD) Average Fatigue 
Level 𝒔𝒆𝒒𝟏 𝒔𝒆𝒒𝟎 𝒑𝒄 𝒑𝒔 𝒑𝒄𝟏𝟐 

-37.3% of ps (-1SD) (7.2, 5.4) (13.9, 5.5) (21.2, 5.2) (6.4, 4.3) (0.7, 0.9) Mean: 62.1% 
SD: 6.9% 

+43.1% of ps 
(+1SD) (6.7, 4.9) (12.6, 5.2) (19.9, 5.4) (14.6, 4.8) (0.6, 0.9) Mean: 65.9% 

SD: 6.6% 
+94.1% of ps 

(+2SD) (6.3, 4.7) (12.1, 4.8) (19.3, 5.2) (19.8, 5.1) (0.5, 0.9) Mean: 68.4% 
SD: 6.5% 

+133.3% of ps 
(+3SD) (6.0, 4.4) (11.6, 4.6) (18.7, 5.2) (23.8, 5.4) (0.5, 0.9) Mean: 70.0% 

SD: 6.0% 
 

4.6.3 Comparing the Scenarios 

The first conducted test was to investigate if the different scenarios impact the 

simulated average fatigue level. Table 4.18 shows that the samples have different 

variances, turning out the Welch’s test as suitable for testing those. 

Table 4.18. Homogeneity of variances test (Levene’s). 

 F df1 df2 p-value 
Average Fatigue Level 8.792 25 25,774 <0.001 

 

Table 4.19 shows that there is at least one pair of different scenarios of key 

independent variables. 

Table 4.19. One-way Analysis of Variance. 

 Method F df1 df2 p-value 
Average Fatigue Level Welch’s 527.892 25 9,259.079 <0.001 

 

Then, post hoc tests are required to identify the nature of the differences. The 

objectives of these post hoc tests are to identify significant differences between pairs of 

scenarios while maintaining acceptable levels of Type I error (the probability of concluding 

that the samples are different, when they actually are not). For example, if instead 

controlling the overall Type I error after two consecutive Student’s t-tests, for a 

significance level of 0.01, the real probability of a nonsignificant result would be 

0.99𝑥0.99 = 0.9801 and the new Type I error would be 1 − 0.9801 = 0.0199. Although 

it still represents a low significance level, this study deals with 26 different scenarios, 



 
59 

making 325 different combinations of paired tests, with a new Type I error of 1 −

(0.99)*+1 = 0.96, that is, the conclusion would be that the scenarios are all different for 

the average fatigue level. 

So, this study used the Games-Howell method for the post hoc comparisons. Figure 

4.8, a summary of the results of those comparisons, has the following interpretations: 

Regarding the Feb, Mar-20 model, the scenario 𝒑𝒔 + 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗 does not imply 

significant difference to the normal shift. The further increments in ps are all significant 

different in the Feb, Mar-20 model. On the other hand, decrements on ps are all 

significantly different from the normal shift, although 𝒑𝒔 − 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗 is similar to 𝒑𝒔 −

𝟐𝑺𝒕𝒅	𝑫𝒆𝒗, which is similar to −𝟏𝟎𝟎%	𝒐𝒇	𝒑𝒔, but 𝒑𝒔 − 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗 and −𝟏𝟎𝟎%	𝒐𝒇	𝒑𝒔 

are different from each other. Besides, all variations (being positive or negative) in pc are 

significantly different from the normal shift and different from each other.  

Regarding the Jul-20 model, 𝒑𝒔 − 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗 does not imply significant difference 

to the normal shift. The further decrements in ps are all significant different to normal shift, 

despite 𝒑𝒔 − 𝟐𝑺𝒕𝒅	𝑫𝒆𝒗 and −𝟏𝟎𝟎%	𝒐𝒇	𝒑𝒔 are similar to each other. On the other hand, 

increments on ps are all significantly different from the normal shift and from each other. 

Besides, all variations (being positive or negative) in pc are significantly different from the 

normal shift and different from each other. 

Comparing the models, from the ps perspective, for the same type of variation, the 

results are all similar. For instance, the scenario 𝒑𝒔 − 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗 for Feb, Mar-20 is similar 

for the Jul-20 model. In the same manner, 𝒑𝒔 + 𝟐𝑺𝒕𝒅	𝑫𝒆𝒗 for Feb, Mar-20 is similar for 

the Jul-20 model, and so on. From the pc perspective, except by the scenario 𝒑𝒄 −
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𝟏𝑺𝒕𝒅	𝑫𝒆𝒗, which is similar in both models, negative variations imply lower fatigue levels, 

while positive variations imply higher fatigue levels for the Jul-20 model. 

Appendix E shows the p-values of the post hoc comparisons between pairs of 

samples using the Games-Howell method.  

 
Figure 4.8. Post hoc test summary. 

4.6.4 Risk of Exhaustion 

In this Section, it is conducted a simulated experiment with 1,000 runs in order to 

verify if it is expected that a nurse reaches exhaustion during a shift scenario. In this 

experiment, exhaustion means 99% of maximum fatigue level during the shift. The 

experiment consists of testing if the average maximum fatigue level reached in a scenario 

is less than 0.99 (one-tailed t-test, see Table 4.20). 
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Table 4.20. Probability of the average maximum fatigue is less than 0.99. 

Scenario Period Statistic P 

𝒑𝒄 + 𝟑𝑺𝒕𝒅	𝑫𝒆𝒗 Feb, Mar-20 -11.043 1.000 
Jul-20 6.542 <0.001 

𝒑𝒄 + 𝟐𝑺𝒕𝒅	𝑫𝒆𝒗 Feb, Mar-20 -33.972 1.000 
Jul-20 -30.124 1.000 

𝒑𝒔 + 𝟑𝑺𝒕𝒅	𝑫𝒆𝒗 Feb, Mar-20 -39.301 1.000 
Jul-20 -34.537 1.000 

 

Figure 4.9 shows an example of fatigue behavior, comparing the scenario Feb, Mar-

20 “𝒑𝒄 + 𝟑𝑺𝒕𝒅	𝑫𝒆𝒗” scenario, and Feb, Mar-20 normal shift. 

 

Figure 4.9. Comparing the Feb, Mar-20 normal shift and the scenario “pc +3Std Dev”.  

Figure 4.10 shows an example of fatigue behavior, comparing the scenario capable 

of leading nurses to exhaustion (see Table 4.20), the Jul-20 “𝒑𝒄 + 𝟑𝑺𝒕𝒅	𝑫𝒆𝒗” scenario, 

and Jul-20 normal shift. 
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Figure 4.10. Comparing the Jul-20 normal shift and the scenario “pc +3Std Dev”.  
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CHAPTER 5: DISCUSSION 

Besides to know the key factors responsible for nurse’s fatigue during an ICU shift 

in each period, it is also important to understand why some of them are present in both 

periods or in only one and how they differ in impact magnitude in both periods. 

5.1 Fatigue Due to the Total Number of Activities During a Shift 

From Table 4.8, the total number of activities conducted during a shift used to be 

greater during the February to March 2020, and since the shifts in both periods have the 

same average duration of 12 hours, that suggests that nurses might have more time spent 

in non-valuable activities during July 2020, which explains why the average fatigue level 

of the data from February to March 2020 was slightly higher than July 2020 (see Table 

4.3). 

Besides doing more activities during February and March 2020, nurses also used to 

spend more time in the activities with the greatest fatigue indexes (see Appendix A, 466.48 

minutes in average at in-room and out-of-room activities, and peer support put together, in 

comparison with 421.37 minutes during July 2020. Moreover, during July 2020, nurses 

used to spend about 8 minutes more in non-nursing activities (recovering activities) than 

during February and March 2020, that is, nurses used to have more time to recovery during 

July 2020. There are two possible reasons for nurses performing more tasks during 

February and March 2020: The first one is that it matches with the period pre-COVID-19 

pandemic, while July 2020 was in the middle of the pandemic. The second one is due to 

the “July effect”, when new interns begin learning patient care while senior residents take 

on additional responsibility in an academic hospital setting, creating inefficiencies in 
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patient care, which may negatively impact quality of care (Bahl and Hixson, 2020). On the 

other hand, Zogg et al. (2022) concluded in their study no evidence of a “July effect”, 

pointing out that the inefficiencies in patient care are due to health care systematic issues. 

In fact, during July 2020, nurses used to spend in average 16.5 minutes/shift teaching 

residents/students, while during February and March 2020, they used to send in average 

only 9 minutes/shift, that is, more time teaching, less time caring patients. 

From the perspective of the COVID-19 pandemic impact on the nurses’ workflow, 

recalling that the ICU in this study is a non-COVID-19 unit, other studies have shown that 

non-COVID units became less busy during the pandemic in some health care units around 

the world, such as Bodilsen et al. (2021), which shows that in a hospital in Demark 

admissions for all non-COVID-19 disease groups decreased during compared with the pre-

pandemic period. Moreover, Allison et al. (2021) found that during the British lockdown 

non-COVID medical emergencies nearly halved. Allison et al. (2021) added that social 

distancing may have heralded the significant reductions in non-COVID and non-

pneumonic infections in 2020 compared with 2017. Other studies also reinforce that non-

COVID-19 ICUs have been less busy during the pandemic, insofar as changes in working 

patterns reduce risks associated with both long working hours and shift working, according 

to Lemiere et al. (2012). It is worthwhile to mention that this concentrated effort on 

COVID-19 units could have entailed an increment of out-of-hospital mortality due to non-

COVID diseases, particularly during the lockdown weeks, as showed by Santi et al. (2021). 

5.2 Fatigue Due to Tasks Conducted in Sequence 

The number of times tasks are conducted continuously without a break (number of 

task sequences), both before and after lunch, are the most significant factors to nurses’ 
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fatigue during a shift in an ICU for both periods. It is worthwhile mentioning that for a 12-

hour shift, the bigger the number of task sequences, the shorter the sequences and the more 

often breaks between them. Then, if during a shift, a nurse conducts 100 tasks using 5 task 

sequences, it turns out in average 20 tasks/sequence. On the other hand, for the same 100 

tasks, but using 10 task sequences, it turns out 10 tasks/sequence. There is a negative 

correlation between the number of task sequences and the nurse average fatigue level. This 

study also shows that the total number of activities during a period magnifies the effect of 

the number of task sequences. While during the first period (February to March 2020), 

when the nurse used to be busier, Equation (4.1 shows that, for the variable 𝒔𝒆𝒒𝟏, an 

increment of 1 standard deviation over the mean should decrease the average fatigue level 

in 0.04, and for the variable 𝒔𝒆𝒒𝟎, an increment of 1 standard deviation over the mean 

should decrease the average fatigue level in 0.039, during the second period (July 2020), 

when nurses used to be less busy, Equation (4.2 shows that, for the variable 𝒔𝒆𝒒𝟏, an 

increment of 1 standard deviation over the mean should decrease the average fatigue level 

in 0.036, and for the variable 𝒔𝒆𝒒𝟎, an increment of 1 standard deviation over the mean 

should decrease the average fatigue level in 0.033.  

The sequence length may explain this effect, given that during the first period 

(February to March 2020), in average nurse used to perform a total of 154.457 tasks in 

19.327 task sequences (before and after lunch together) and during the second period (July 

2020), a total of 139.8 tasks in 21.106 task sequences (before and after lunch together), it 

turns out an average of 7.99 tasks/sequence during the first period (February to March 

2020) and of 6.62 tasks/sequence during the second period (July 2020, see Tables 4.4, 4.6, 

and 4.8). 



 
66 

5.3 Fatigue Due to Patient Care and Procedure 

The variables related to tasks’ frequencies are positively correlated to nurses’ 

fatigue levels, and in periods when nurses are less busy, as during the second period (July 

2020), an increase in the number of tasks impacts more the nurses’ fatigue than during 

periods when the nurses are busier, as in the first period (February to March 2020). For 

example, the variable pc (number of PC3, PC4, and PC19 tasks together) is significant for 

both periods and have coefficient estimates of 0.01 (Equation (4.1) and 0.018 (Equation 

(4.2) for Feb, Mar-20 and Jul-20 models, respectively. Moreover, it makes sense that those 

variables are significant in both models, since those activities do not present significant 

differences between periods, be it in number of tasks (see Table 4.8) or in duration (see 

Table 4.11).  

On the other hand, Table 4.12 shows that during July 2020, nurses used to perform 

more high-exhausting tasks, 13.66 in average, than during February and March 2020, 12.04 

in average. On the other hand, medium-exhausting tasks were more frequent during 

February and March 2020. It is important to note that high-exhausting tasks lead nurses to 

complete exhaustion two times faster than the medium-exhausting ones, and this feature 

explains why the Jul-20 model has a greater coefficient for pc. Nonetheless, PC19 is a 

source of uncertainty to the model, since it is impossible to guarantee whether it refers to 

an PC3 (high fatigue index) or an PC4 (medium fatigue index) task, and the simulation 

models assume for PC19 the worst case, high fatigue index. 

Moreover, that observed pattern difference, that is, procedures and contact with 

patients, should be strongly correlated to the need to avoid unnecessary contact with 

patients during the COVID-19 pandemic, in order to prevent any contaminations, as 
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described by precautionary measures that were disseminated during the pandemic such as 

the article of Huang et al. (2020). 

5.4 Fatigue Due to EMR Charting 

Some variables are significant in only one model. For instance, the variable emr 

(number of PC9 and O11 tasks together) is significant only for the Feb, Mar-20 model. So, 

in a further investigation, it is possible to note that during the Feb, Mar-20 period, nurses 

used to conduct more EMR charting activities than during the second period, July 2020 

(see Table 4.8), and those used to be longer at the same time (see Table 4.13). 

5.5 Fatigue Due to Peer Support Activities 

Like the variable pc, ps (peer support activities counted together) is significant for 

both periods and has coefficient estimates of 0.01 (Equation (4.1) and 0.018 (Equation (4.2) 

for Feb, Mar-20 and Jul-20 models, respectively. Moreover, it makes sense that ps is 

significant in both models since those activities do not present significant differences 

between periods (see Table 4.8). 

On the other hand, Table 4.14 shows that during July 2020, nurses used to perform 

more high-exhausting peer support tasks, 6.64 in average, than during February and March 

2020, 5.16 in average. On the other hand, medium-exhausting peer support tasks were more 

frequent during February and March 2020. It is important to note that high-exhausting tasks 

lead nurses to complete exhaustion two times faster than the medium-exhausting ones, and 

this feature explains why the Jul-20 model has a greater coefficient for ps. Nonetheless, 

PS4 is a source of uncertainty to the model, since it is impossible to guarantee whether it 

refers to an PS2 or PS3 (high fatigue index) or an PS1 (medium fatigue index) task, and 

the simulation models assume for PS4 the worst case, high fatigue index. 
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5.6 Fatigue Due to Talking with Patients’ Families 

Like the variable emr, which is significant only for Feb, Mar-20 model, the variable 

twf (number of PC8 and O5 tasks together), the number of times the nurse talks to a 

patient’s family is also greater during the first period (February to March 2020) compared 

to the second one (July 2020). This pattern suggests that during the second period (July 

2020), twf frequency ranges are not enough to impact the nurses’ average fatigue level. 

Moreover, during the pandemic, the nurses talked with the patient’s family much less than 

before. This data suggests that during the pandemic, the access of patients’ families to the 

hospital decreased considerably, because of organizational visiting policy changes. 

5.7 Fatigue Due to Patients’ Initial Assessment 

Once more, one variable is significant only for the Feb, Mar-20 model, pc1, the 

number of initial assessments, that presented more of this type of task than for the Jul-20 

model (see Table 4.8). This pattern suggests that during the second period (July 2020), 

those variables’ frequency ranges are not enough to impact the nurses’ average fatigue 

level. One reason for this effect may be the “July effect”, when new residents start working 

at the hospital. During July 2020, handoffs used to be longer than in February and March 

2020 (see Table 4.10) and using this time to conduct patients’ initial assessment may be 

very useful for teaching purposes. Then, in February and March 2020, patients’ initial 

assessments could be conducted later during the shift, and actually they used to be more 

frequent (see Table 4.8) and longer (see Table 4.15). 

5.8 Fatigue Due to Patient’s Transportation 

The only observed exception was that the variable pc12, the number of times the 

nurse transported or prepared a patient to be transported, does not present significant 
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differences in terms of frequency between periods (see Table 4.8), but it is only significant 

for the Jul-20 model. In a further investigation, it is possible to verify that during Jul-20, 

PC12 activities used to be much longer than during the first period (February to March 

2020, see Table 4.9). This difference might not be related to whether the data is from the 

first period (February to March 2020) or second one (July 2020), but rather to the patients’ 

clinical conditions in those specific periods, that is, the duration that a healthcare team 

takes to transport a patient might not be related to the period of the year the patient is in 

the ICU, but rather to its clinical condition. 

5.9 Sensitivity Analysis 

From the Tables 4.16 and 4.17, an increment in the variable pc means more 

procedures (PC3), patient care tasks (PC4), and closed curtain tasks (PC19), turning out 

less task sequences, that is, the task sequences become larger with less breaks between 

them. Also, the more procedures (PC3), patient care tasks (PC4), and closed curtain tasks 

(PC19), there will be less time to conduct other key tasks. Similarly, an increment in the 

variable ps means more peer support activities, turning out also less task sequences, with 

less time to conduct other key tasks. Recalling that an ICU nurse shift lasts in average 12 

hours, then if there is a greater number of one type of tasks, there should be less of others 

in order to fit in the shift duration. 

However, note that regardless any variation of pc or ps, the variable pc1 practically 

does not change (see Table 4.16). From the perspective of the simulation models, pc1 

happens only in phase 1 (see Section 3.3.1), that is, it is not affected by the other variables. 

From the perspective of a real shift, initial assessments (PC1) will be conducted regardless 

the nurse’s other duties. 
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Besides, from Table 4.8, the average number of procedures and patient care 

activities together (pc) is about 2.2 times the number of peer support activities (ps). This 

fact explains why pc impacts much more the other variables than ps does. Moreover, 

variations in the other variables due to pc or ps magnifies the effect in the	average	fatigue	

level. For example, using Equation (4.3 alone, if 𝑝𝑐 = 28.6, about the value in the scenario 

+23.7% of pc in Table 4.16, the average fatigue level should have changed from 0.636 to 

0.646, but that Table proves that all other key fatigue drivers are also impacted by pc 

variations and the simulated average fatigue level is 0.653. 

While decrements in the variables related to task frequencies (those with positive 

coefficients) imply in a negative contribution to the average fatigue level, the variables 

related to task sequences (seq0 and seq1) are responsible for the opposite effect, but larger 

than the previous one, because those variables have the greatest absolute values in 

Equations (4.3 and (4.4. Moreover, the opposite is also true: A decrement of pc or ps is 

magnified by seq0 and seq1 as well. 

It is important mentioning that the frequency distribution of the variable ps in both 

models is characterized by large standard deviations compared to the mean (see Tables 

4.16 and 4.17). It means that the scenarios 𝒑𝒔 − 𝟐𝑺𝒕𝒅	𝑫𝒆𝒗 and −𝟏𝟎𝟎%	𝒐𝒇	𝒑𝒔, in both 

models, present practically the same average fatigue outcome (see Figure 4.8). 

Recalling that in Section 5.3, this study discussed about the possible reasons why 

the coefficient of pc is greater for the Jul-20 model (Equation (4.4) than for the Feb, Mar-

20 model (4.3). This feature explains why, except by the scenario 𝒑𝒄 − 𝟏𝑺𝒕𝒅	𝑫𝒆𝒗, which 

is similar in both models, negative variations in pc imply higher fatigue levels for the Feb, 
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Mar-20 model, while positive variations imply higher fatigue levels for the Jul-20 model 

(see Figure 4.8). 

Finally, for the Feb, Mar-20 model, ps will significantly impact the average fatigue 

level only from an increment of 2 standard deviations on, while for the Jul-20, it will impact 

already from 1 standard deviation on. On the other hand, pc will significantly impact the 

average fatigue level in both models, starting by more 1 standard deviation, but with a 

stronger effect on the Jul-20 model. 

5.10 Risk of Exhaustion 

From Table 4.20, it is possible to note that there is only scenario capable to lead 

nurses to a complete exhaustion, the Jul-20 “𝒑𝒄 + 𝟑𝑺𝒕𝒅	𝑫𝒆𝒗” scenario. Despite, this 

scenario would happen in less than 1% of cases, it is important to identify which factors 

might make it feasible, in other words, how many patients assigned to a nurse might lead 

to this scenario. 

  



 
72 

CHAPTER 6: CONCLUSION 

This study shows that the developed simulation model could successfully predict 

the impact of the average fatigue level caused by the workload variation. Although the 

model requires further analysis tests to make a strong relationship between predicted 

fatigue levels and the workload variation, the main contribution of this work is a robust 

simulation model, which is statistically proven by comparing the observed dataset and the 

ICU nurse workflow main characteristics. Also, the major drivers for nurses’ fatigue in an 

ICU shift are the number of times nurses conduct tasks in sequence without a break 

(number of task sequences), followed by the number of patient care or procedures, and peer 

support activities conducted in shift. The latter two factors are very difficult or impossible 

to manage, since they depend on the number of patients assigned to the nurse, the ratio 

number of patients/number of nurses during a shift, and the patients’ clinical conditions. 

Although the number of task sequences is also affected by the same mentioned factors, the 

tasks with a high level of predictability, such as staff huddle, clinical rounds, medication 

scheduling, etc., might be organized in order they do not happen close to each other. Also, 

it is important that nurses keep in mind that the less tasks conducted in sequence, the safer 

it is for them and for patients. In other words, when it is possible to choose between 

conducting one more task and having a break, the second option is always preferable. 

One limitation in this study is that the dataset does not present the ratio number of 

nurses/number of patients during the shifts, and this ratio probably is strongly correlated to 

the peer support activities in an ICU. Another limitation is the lack of the number of 

patients assigned to the assessed nurses, probably strongly correlated to the patient primary 
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care activities. Then, in future research, it is recommended to include those missing data 

as new independent variables to the model. 

One more limitation in this study is regarding to the fatigue and recovery indexes. 

In this study, it is assumed three levels for the indexes, low, medium, and high, depending 

on the nature of the activity (see Section 3.3.5.8). It is recommended that, for the sake of 

more accurate results, in future studies, fatigue is monitored by a real-time method, in that 

way, there will be an estimated fatigue and/or recovery index for every single nurse task.  
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APPENDIX 

Appendix A: Possible activities to be carried out by an ICU nurse 

Category Code Description Mental 
demanding 

Physical 
demanding 

Effort 
demanding 

(focus) 

Time to 
exhaustion/recovery 

Verbal 
Report 

V2 One-to-One Meeting (Nurse 
Handoff) 1 0 0 12 hours 

V2+PC1 One-to-One Meeting (Nurse 
Handoff in Patient room) 1 0 1 8 hours 

Primary 
Care 

PC1 Initial Assessment (Vital) 1 1 1 4 hours 
PC2 Focused Assessment 1 0 1 8 hours 
PC3 Performing Procedure 1 1 1 4 hours 

PC4 Patient Care 
(Turning/Bathing/Etc.) 0 1 1 8 hours 

PC5 Comforting/Teaching/Talking 
to Patients 1 0 1 8 hours 

PC6 Preparing/Administering 
Medications 1 0 0 12 hours 

PC7 Talking to Physician 1 0 0 12 hours 
PC8 Talking to Family 1 0 1 8 hours 

PC9 Electronic Medical Record 
(EMR) Charting 1 0 1 8 hours 

PC10 Teaching Residents/Students 1 0 1 8 hours 
PC11 Using ASCOM Phone 0 0 0 null effect 

PC12 Transport Patient/Prepare for 
Transport 0 1 1 8 hours 

PC13 Not used in this study - - - - 
PC14 Taking Lab Specimens 1 0 0 12 hours 
PC15 Stocking Room 0 0 0 null effect 
PC16 Cleaning Room 0 1 0 12 hours 

PC17 Working on Monitors and 
Equipment 1 0 1 8 hours 

PC18 Attending/Participating in 
Clinical Rounds 1 0 1 8 hours 

PC19 Closed Curtain, Tasks 
Unknown 1 1 1 4 hours 

Peer 
Support 

PS1 Assisting in Patient Care 
(Turning/Bathing/Etc) 0 1 1 8 hours 

PS2 Assisting in Procedure (Nurse-
Led) 1 1 1 4 hours 

PS3 Assisting in Physician-Led 
Procedure 1 1 1 4 hours 

PS4 Closed Curtain, Tasks 
Unknown 1 1 1 4 hours 

Out-of-
room 

Activities 

O1 Printing EKG Strips 1 0 0 12 hours 

O2 Using ASCOM or Table 
Telephones 0 0 0 null effect 

O3 Talking with Physicians 1 0 0 12 hours 

O4 Talking with Other Healthcare 
Personnel 1 0 0 12 hours 

O5 Talking with Patients' Family 1 0 1 8 hours 
O6 Teaching Residents/Students 1 0 1 8 hours 

O7 Getting Supplies/Preparing for 
Procedures 1 0 0 12 hours 

O8 Staff Meeting (Morning 
Huddle) 1 0 0 12 hours 

O9 Washing Hands 0 0 0 null effect 
O10 Getting/Preparing Medications 1 0 0 12 hours 
O11 EMR Charting 1 0 1 8 hours 

O12 Taking Notes About Patients 
(Brains) 1 0 0 12 hours 
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Category Code Description Mental 
demanding 

Physical 
demanding 

Effort 
demanding 

(focus) 

Time to 
exhaustion/recovery 

O13 Transporting Lab Specimens 0 0 0 null effect 
O14 Performing Unit Tasks 1 0 0 12 hours 
O15 Reviewing Paper Documents 1 0 0 12 hours 

Non-
nursing 

Activities 

N1 Non-Valuable Activity (NVA) 
Conversation -1 -1 -1 4 hours 

N2 Waiting to Give Report to 
Nurse 0 -1 -1 8 hours 

N3 Waiting to Receive Report 
from Nurse 0 -1 -1 8 hours 

N4 Leave Unit (Restroom/Breaks) -1 -1 -1 4 hours 

N5 NVA Anything (Surfing 
Web/Phone/Etc) -1 -1 -1 4 hours 

N6 Lunch Break -1 -1 -1 4 hours 
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Appendix B: Feb, Mar-20 period overall HTA chart 
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Appendix C: Jul-20 period overall HTA chart 
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Appendix D: Carry out the nurse workflow (Plan 0) 
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Appendix E: P-values of the post hoc comparisons (Games-Howell) 

 


