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KINEMATIC ASSESSMENT FOR STROKE PATIENTS IN A STROKE 

GAME AND A DAILY ACTIVITY RECOGNITION AND ASSESSMENT SYSTEM 

Mengxuan Ma 

Dr. Marjorie Skubic, Dissertation Supervisor 

ABSTRACT 

Stroke is the leading cause of serious, long-term disabilities among which deficits 

in motor abilities in arms or legs are most common. Those who suffer a stroke can recover 

through effective rehabilitation which is delicately personalized. To achieve the best 

personalization, it is essential for clinicians to monitor patients’ health status and recovery 

progress accurately and consistently. Traditionally, rehabilitation involves patients 

performing exercises in clinics where clinicians oversee the procedure and evaluate 

patients’ recovery progress. Following the in-clinic visits, additional home practices are 

tailored and assigned to patients.  

The in-clinic visits are important to evaluate recovery progress. The information 

collected can then help clinicians customize home practices for stroke patients. However, 

as the number of in-clinic sessions is limited by insurance policies, the recovery 

information collected in-clinic is often insufficient. Meanwhile, the home practice 

programs report low adherence rates based on historic data. Given that clinicians rely on 

patients to self-report adherence, the actual adherence rate could be even lower. Despite 

the limited feedback clinicians could receive, the measurement method is subjective as well. 

In practice, classic clinical scales are mostly used for assessing the qualities of movements 
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and the recovery status of patients. However, these clinical scales are evaluated 

subjectively with only moderate inter-rater and intra-rater reliabilities.  

Taken together, clinicians lack a method to get sufficient and accurate feedback 

from patients, which limits the extent to which clinicians can personalize treatment plans. 

This work aims to solve this problem. To help clinicians obtain abundant health 

information regarding patients’ recovery in an objective approach, I’ve developed a novel 

kinematic assessment toolchain that consists of two parts.  

The first part is a tool to evaluate stroke patients’ motions collected in a 

rehabilitation game setting. This kinematic assessment tool utilizes body-tracking in a 

rehabilitation game. Specifically, a set of upper body assessment measures were proposed 

and calculated for assessing the movements using skeletal joint data. Statistical analysis 

was applied to evaluate the quality of upper body motions using the assessment outcomes.  

Second, to classify and quantify home activities for stroke patients objectively and 

accurately, I’ve developed DARAS, a daily activity recognition and assessment system 

that evaluates daily motions in a home setting. DARAS consists of three main components: 

daily action logger, action recognition part, and assessment part. The logger is implemented 

with a Foresite system to record daily activities using depth and skeletal joint data. Daily 

activity data in a realistic environment were collected from sixteen post-stroke participants. 

The collection period for each participant lasts three months. An ensemble network for 

activity recognition and temporal localization was developed to detect and segment the 

clinically relevant actions from the recorded data. The ensemble network fuses the 

prediction outputs from customized 3D Convolutional-De-Convolutional, customized 

Region Convolutional 3D network and a proposed Region Hierarchical Co-occurrence 
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network which learns rich spatial-temporal features from either depth data or joint data. 

The per-frame precision and the per-action precision were 0.819 and 0.838, respectively, 

on the validation set. For the recognized actions, the kinematic assessments were 

performed using the skeletal joint data, as well as the longitudinal assessments. The results 

showed that, compared with non-stroke participants, stroke participants had slower hand 

movements, were less active, and tended to perform fewer hand manipulation actions.  

The assessment outcomes from the proposed toolchain help clinicians to provide 

more personalized rehabilitation plans that benefit patients. 
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CHAPTER 1 INTRODUCTION 

1.1 Motivation 

In the United States, stroke is a leading cause of serious long-term disability [1]. 

Each year, more than 795,000 individuals experience a stroke [1].  Stroke-related costs, 

both direct (cost of care, medicines) and indirect (lose of wages) in the United States 

summed up to nearly $53 billion between 2017 and 2018 [1].Thanks to advancement in 

acute neurological care, nearly 85% of them live [2]. However, stroke reduces mobility in 

more than half of stroke survivors with the age of 65 and older, [1] which seriously impacts 

daily life and bring difficulty to areas such as bathing, dressing, feeding, leisure, and 

paid/unpaid work [2]. Clinicians can address limitations in function and participation 

through evidence-based rehabilitation interventions. A set of classic clinical scales [3] are 

frequently used to assess upper extremity function and independence in daily living tasks. 

These scales are standard for rehabilitation clinicians; however, these quantitative 

measures still have a high subjective component, and scores can differ depending on the 

clinician who rates and scores the assessment [3]. In addition, high demands are placed on 

the clinician’s time, and resources (insurance payments) are limited. Despite half of stroke 

survivors reporting some hemiparesis after 6 months, only 31% reported receiving 

outpatient rehabilitation [4]. Those that return to work and the community after a stroke 

strive to live daily life to the fullest. Once outpatient treatment programs are completed, 

few options exist to provide continuation of care for patients that still require much needed 

monitoring of progress.  

To overcome resource limitations such as no insurance coverage and high-

demanded clinician time, stoke patients are often prescribed with home programs [5] in the 
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form of a list of exercises with pictures and instructions. As these activities and exercises 

are the key to successful rehabilitation, patients are required to complete them accurately 

and report progress back to the clinician. However, previous studies show that the 

adherence to self-guided exercise programs in the home setting is not only notoriously low 

[6-8], but also very difficult to quantify due to the reliance on patients’ subjective feedback 

and the reliance on their accurate record maintaining of exercise sessions in an exercise 

diary. Factors such as fatigue, poor health, lack of motivation, and musculoskeletal issues, 

reported by previous research works [6-8], could prevent people with stroke from initiating 

and/or maintaining a structured exercise program. Studies also show that people may 

altogether avoid certain activities after a stroke due to the fear of failure or insecurity with 

having a disability [6]. As a result of decreased exercise participation and increased 

dependence in daily activities, burden of care could manifest on family members, 

caregivers and healthcare systems. Thus, indirect costs (e.g., caregiver time, lost wages) of 

stroke could account for up to one third of the total cost of stroke [2]. Fortunately, for those 

who participate in regular activity and exercise, the risk of a second stroke decreases 

significantly by 30-50% [9].  

Virtual reality (VR) and video games have grown in popularity in healthcare [10-

12] in the past decade and can address the limitations with standard home-based activity 

and exercise programs. VR and video games are fun, motivating, and can be tailored to 

meet the needs of a wide variety of individuals [11]. Specifically, physical rehabilitation 

has embraced novel VR applications in clinics, hospitals, nursing homes, and the 

community [11, 13, 14]. Robotic systems have long included game-based and VR-based 

user interfaces and most robotic devices provide some form of physical assistance to the 
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patient and/or haptic feedback [15, 16]. With the release of the Nintendo Wii in 2008, many 

VR applications for healthcare moved away from bulky, expensive robotics and embraced 

the portable nature of movement and gesture recognition devices and systems. Microsoft 

released the Kinect sensor in 2010 to accompany its Xbox console system. Since then, there 

has been an exponential increase in the number of studies that report the use of the Kinect 

as the input device for a VR-based rehabilitation game or feedback application [17-22]. In 

recently years, 3Divi Inc. released the VicoVR sensor [23] and TVico system [24], and 

Foresite healthcare developed the Foresite depth camera-based system [25]. These devices 

provide the full body positional tracking with SDKs. In addition, kinematic assessments of 

body movements can be achieved with these systems using the recorded skeletal joint data. 

There are several advantages of performing kinematic assessments. First, the kinematics 

study can provide accurate objective information of the upper extremity motion. Second, 

the analysis of kinematics has also been considered more sensitive than using clinical scales 

[26]. 

Mystic Isle is a virtual reality Kinect-based video game which targets balance 

training and upper limb reaching exercises for people with orthopedic and neurological 

injury or impairments, including stroke [27]. To assess the quality of the movement of a 

player, I propose a set of assessment measures for the Mystic Isle. The assessment measures 

consist of not only common methods such as hand speed, extent of reach, and smoothness, 

but also new methods such as hand efficiency measures and density measures. The 

statistical analysis is also performed on the game data recorded for each assessment metric. 

Motion data can only be captured when the patient is playing the game, but the 

movement information from game alone is still not sufficient, as clinicians have no 
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information on how much and how well patients perform in their daily activities. A system 

able to observe and quantify the movement quality of these daily activities at home can 

provide valuable feedback to improve the personalization and the refinement of the 

rehabilitation plan. However, currently, there is no such system. In this work, I propose a 

system for passively tracking and assessing daily upper body movements at home in a 

kitchen setting. The system comprises three modules: (1) daily activity data logging and 

(2) activity recognition and (3) assessment. The daily activity data logging module is a 

depth sensor system that logs depth frames and skeletal joint data of a patient’s daily 

activities; the depth sensor preserves privacy for in-home data logging. The activity 

recognition module utilizes a customized convolution-deconvolution neural network that 

learns the spatial features, preserves the temporal information and recognizes the actions 

from untrimmed videos. In the assessment module, motion evaluation metrics, such as hand 

speed, smoothness, and range of motion are applied to assess the quality of motion using 

skeletal joint data. 

1.2 Advantages of the proposed system  

The kinematic assessment toolchain proposed including an assessment tool for a 

VR-based rehabilitation game and a daily activity and recognition system (DARAS) has 

the potential contributions in both stroke rehabilitation area and action recognition area. 

In stroke rehabilitation area, clinicians design a rehabilitation treatment based on 

the scale-based assessment outcomes performed during the in-clinic visits and patients self-

reports of preserved home exercises. The number of in-clinic assessments is limited for a 

patient by insurance policies. Also, the scale-based assessment approach and self-reports 



5 
 

are sometimes subjective. Thus, the treatment outcome can be low due to the insufficient 

and potential subjective assessment feedback. 

(1)  The assessment tools in both rehabilitation game and the DARAS provide 

kinematic assessment using the skeletal joint data. Thus, the tools objectively quantify and 

qualify upper extremity movement for post-stroke players. 

(2)  The game and the DARAS collects skeletal joint samples at least 10 frames per 

second. The proposed kinematic metrics in the tools were calculated for each trial in the 

game and each recognized clinically relevant daily action using the collected joint data.  

With this large amount of motion data collected from a stroke individual, the assessment 

outcomes are potentially sensitive to performance impairments that are unobservable. Also, 

it is possible to statistically provide a comprehensive assessment of a stroke individual.  

(3)  Clinicians are able to provide more personalized treatment for each stroke 

individuals by analyzing the assessment outcomes from the game and the daily motions of 

a patient in a natural realistic setting. 

In the action recognition area, to the best of our knowledge, this is the first work to 

perform action recognition and temporal action localization on real daily motions in a 

realistic home environment of stroke population.  

(4)  The proposed DARAS has effectively collected daily activity data in actual 

home environments, running 24 hours/day for several months while preserving privacy 

through only depth sensing. 

(5)  A stroke population daily action dataset was generated by collecting daily 

activity data from sixteen stroke participants in realistic home environments. The data 
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collection time period of each participant was three months. This the first stroke-population 

dataset for action recognition and temporal localization. 

(6)  The proposed ensemble network is robust to accommodate different room 

layouts and light conditions. The algorithm accurately detects and segments the clinically 

relevant actions of stroke individuals. 

1.3 Content organization 

The proposal contents will be arranged as follow: 

Chapter Two: Literature survey of the stroke rehabilitation strategies and status 

including the classical rehabilitation assessment and kinematic assessment with 

rehabilitation technologies. Literature review of daily activity monitoring and 

assessment. 

Chapter Three: A detailed description of the kinematic assessment performed in 

Mystic Isle stroke rehabilitation game. 

Chapter Four: A detailed description of the proposed daily activity recognition and 

assessment system. The implementation of the action logging module is first 

presented. Then, datasets collected from the system are described. Next, action 

recognition algorithms developed for the system is presented. Finally, the 

assessment of the daily activities is presented. 

Chapter Five: In the discussion section, the main purpose of the study has been 

reviewed. The most important findings were explained. Limitations of the study 

has been discussed. Finally, the recommendations for future research were included.   

Chapter Six: The project progress was presented.  
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Chapter Seven: The published papers of this work have been listed in this section. 

Chapter Eight: In the appendix section, the detailed information of IRB protocol, 

recruited participants, and data collection was included. Then, the description of 

the collected data and the process of data processing and data labelling were 

included. The developed software, tools and source code of algorithms were 

summarized. Finally, the per-participant prediction accuracies were presented. 

Chapter Nine: References.  



8 
 

CHAPTER 2 LITERATURE REVIEW 

2.1 Stroke 

The World Health Organization defines stroke as a clinical syndrome consisting of 

rapidly developing clinical signs of focal (or global in case of coma) disturbance of cerebral 

function lasting more than 24 hours or leading to death with no apparent cause other than 

a vascular origin [28]. A stroke occurs when the blood supply to part of your brain is 

interrupted or reduced, depriving brain tissue of oxygen and nutrients. A stroke may be 

caused by a blocked artery (ischemic stroke) or the leaking or bursting of a blood vessel 

(hemorrhagic stroke). Some people may experience only a temporary disruption of blood 

flow to the brain (transient ischemic attack, or TIA) that doesn't cause permanent damage. 

Each year, approximately 795,000 people experience a new or recurrent stroke [1, 

2]. 87% of strokes are classified as ischemic. Most patients survive from a first stroke, but 

they often have significant morbidity [1, 29]. Stroke is a leading cause of serious long-term 

disability in the United States [1]. Seventy to eighty five percent of first strokes are 

accompanied by hemiplegia [30]. Only 60% of people with hemiparesis who need inpatient 

rehabilitation achieve functional independence in activities of daily living (ADLs) after 6 

months of a stroke [31]. 

2.2 Stroke rehabilitation 

Rehabilitation is a complex set of processes usually involving several professional 

disciplines and aimed at improving quality of life for people facing daily living difficulties 

caused by chronic disease [32]. Stroke survivors can relearn lost skills through stroke 

rehabilitation after a stroke affected part of brain. Stroke rehabilitation helps stroke patients 
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regain independence and improve their quality of life. Researchers have found that people 

who participant in a focused stroke rehabilitation treatment perform better than most people 

who don’t receive stroke rehabilitation [33].  

2.3 Scale-based assessment 

In attempting to discuss some of the commonly used measures available for use 

within the field of stroke rehabilitation, it is useful to have guidelines available for 

classifying these tools. The WHO International Classification of Functioning, Disability 

and Health (ICF: WHO, 2001, 2002) provides a multi-dimensional framework for health 

and disability suited to the classification of outcome instruments [34]. Outcomes may be 

measured at any  levels -- Body functions/structure (impairment); Activities (refers to the 

whole person – formerly conceived as disability in the old ICIDH framework) and 

Participation (formerly referred to as handicap). Activity and participation are affected by 

environmental and personal factors (referred to as contextual factors within the ICF) [34]. 

Table 1 lists the common outcome measures under each level. These measures are 

validated and standardized; however, many are self-report and observational measures 

(scored by a clinician) can have lower inter-rater and intra-rater reliability [34]. 

Table 1. Common scale-based outcome measures 

Body structure 
(impairments) 

Activities (limitations to 
activity-disability) 

Participation (barriers to 
participation-handicap) 

Canadian Neurological Scale 
Clock Drawing Test 
Frenchay Aphasia Screening 
Test 
Fugl-Meyer Assessment 
General Health Questionnaire 
Geriatric Depression Scale 

Action Research Arm Test 
Functional Independence 
Measure 
Motor Assessment Scale 

Stroke Adapted Sickness 
Impact Profile 
Stroke Impact Scale 
Stroke Specific Quality of 
Life 
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2.4 Rehabilitation technology and objective kinematic 

assessment 

Virtual reality (VR) and video games have grown in popularity in healthcare [10-

12, 35] in the past decade. Specifically, physical rehabilitation has embraced novel VR 

applications in clinics, hospitals, nursing homes, and the community [11, 13, 14]. Robotic 

systems have long included game-based and VR -based user interfaces and most robotic 

devices provide some form of physical assistance to the patient and/or haptic feedback [15, 

16]. With the release of the Nintendo Wii in 2008, many VR applications for healthcare 

moved away from bulky, expensive robotics and embraced the portable nature of 

movement and gesture recognition devices and systems. Microsoft released the Kinect 

sensor in 2010 to accompany its Xbox console system. Since then, there has been an 

exponential increase in the number of studies that report the use of the Kinect as the input 

device for a VR-based rehabilitation game or feedback application [17, 18, 36]. 3Divi Inc. 

released the VicoVR sensor [37] and TVico system [24]. The devices provide the full body 

positional tracking from Nuitrack SDK to Android and iOS smart devices. Kinematic 

assessments can be provided with the use of the technologies in rehabilitation. There are 

several advantages of performing kinematic assessments. First, they can provide accurate 

objective information of the upper extremity motion. Second, kinematic measures are more 

sensitive than traditional clinical measures [26].  

The idea of using kinematic measures to assess the upper extremity movement was 

introduced by Burdet et al. who quantified the reaching movements [38].  Since the 

kinematic assessment can provide accurate and objective information and it is sensitive to 

the outcome of interest, many kinematic studies have been performed in laboratory settings 
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with the aim of quantifying the upper extremity movements during the last twenty years 

[3]. The kinematic metrics which have been proposed [3] to evaluate the movement are 

listed in Figure 1. 

Proffitt et.al have provided feasible [39] and successful [40] virtual reality-based 

game Mystic Isle to maximize adherence to home exercise and activity programs.  Other 

developed rehabilitation technologies and devices, such as the Neofect Rapael® 

smartglove, report similar outcomes. Rehabilitation clinicians report that the data collected 

by these systems are clinically meaningful and relevant [41]. However, all of these 

technologies only assess patient performance when the patient is actively interacting.  

2.5 Activity monitoring 

Though VR-based rehabilitation technologies can provide objective assessments to 

individuals, unfortunately, we are only able to capture data on amount and quality of 

activity when the individual is in front of the motion capture device (e.g., Microsoft Kinect 

sensor). Stroke patients spend most of their time doing daily activities in their natural 

 

Figure 1 A set of kinematic metrics classified by the movement characteristics. 
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environment. A system able to monitor and quantify the movement quality of these 

activities at home could provide valuable feedback to improve the personalization and the 

refinement of the rehabilitation plan. There are many methods and sensors available to 

collect movement data and monitor activities. Each has its own unique strengths and 

drawbacks. 

2.5.1 Radio frequency identification 

Radio Frequency Identification (RFID) is a technology that transmits and receives 

unique serial information using radio frequency waves [42]. The key elements of RFID 

systems consist of RFID readers, tags. RFID readers are silicon-based radio transceivers, 

which interrogate and communicate with RFID tags by electromagnetic waves. RFID tags 

have a tiny on-board memory up to several kilobytes, storing their unique identification as 

well as some additional information [42]. Initially, RFID tags were placed on objects and 

the reader was attached to the arm of interest to recognize the activities related to arms [43, 

44]. RFID was also considered as a solution to make aware of the location and movement 

direction of a person. Wang et al. [45] designed a system in which passive tags were 

embedded into the clothes and a small RFID reader is also worn on the user’s body to 

extend the detection coverage as the user moves. The sitting, standing and walking motions 

can be recognized by analyzing the radio signal strength information. However, such 

approaches have two disadvantages. Firstly, it is uncomfortable to attach wires and sensors 

on the body [45, 46]. Secondly, the performance may be affected when multiple persons 

wearing the sensors are close to each other due to the limitation of the number of tags which 

can be read by a RFID reader [45]. Yao et al. presented an unobtrusive system that 

interpreted what a person is doing by deciphering signal fluctuations using radio-frequency 
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identification (RFID) technology [46]. However, Passive RFID tags must be deployed in 

an environment (e.g., on the wall in a room) forming a tag array. 

2.5.2 Smartphone 

Recently, many researchers started using mobile phones for activity recognition 

[47-49], since these ubiquitous devices are equipped with various sensors including 

accelerometers, gyroscope, magnetic field sensors, and so on. Cheng et al. [48] presented 

a smartphone-based remote gait and mobility monitoring system for patients with 

Parkinson’s disease. Coni et al. [49] designed an activity monitoring system using a 

smartphone and then investigated the association between mean and extreme values of 

physical activity and gait characteristics derived from daily living activities and well-

established clinical tools. Mekruksavanich et al. [50] developed a CNN-based model to 

recognize the global-body activities via data collected from an accelerometer and 

gyroscope of a smart phone.  The highest accuracy was 93.54%. 

Though mobile phones have become more powerful in terms of available resources, 

there are still some limitations on using battery, CPU and memory usage for activity 

recognition. In addition, the recognition results are sensitive to the orientation changes of 

the accelerometer and gyroscope sensors. Another challenge in activity recognition using 

mobile phones is that motion sensors are sensitive to body position. In most studies, the 

position of the mobile phones is kept fixed, because any changes in position may result in 

a loss of recognition performance [51, 52]. 
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2.5.3 Inertial 

Inertial sensors are sensors built to measure metrics related to inertia. They come 

in various forms that provide different range of measurements. While MEMS inertial 

sensors can measure in the range of only a few square millimeters, ring laser gyroscopes 

can measure accurately in the range of 50 cm in diameter [53, 54].  

With the advance of hardware technologies, inertial sensors have become portable 

and affordable, leading to their wide adoption as wearable sensors for human activity 

detection and classification. Examples are accelerometers and gyroscopes that are widely 

used in cellphones and wearable devices for either gaming or healthcare purposes.  

Inertial sensors can detect various ambulatory-type activities [55]. For example, 

previous studies propose fall detection systems using accelerometers [56-58]. Song et al. 

[59] have developed a gait monitoring system, based on inertial sensors, to estimate the 

user gait parameters such as walking speed, stride time and stride length. Other 

accelerometer-based systems are proposed to distinguish global body motion activity types 

such as walking, running, standing, lying and stairs [47, 54, 60-63]. The arm movements 

including reaching, grabbing and wrist rotation of stroke individuals were recognized using 

a single Inertial Measurement Unit. The test Correlation Coefficient score was 0.58 on the 

functional dataset [64]. 

However, inertial sensors also present some limitations. First, although they work 

fine for global body motion activity types, they fail to provide competitive performance 

when used alone for local interaction type activities such as eating, food preparation and 

house cleaning. This is due to that they only capture two domains of features (time domain 
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and frequency domain based), which is not sufficient for local interaction type activity 

types [55]. To enrich the features extracted from these activities. Researchers fuse the 

information from inertial sensors with that from other sensors. Given that camera-based 

sensors can provide contextual information, many researchers fuse the inertial data with 

camera-based data [65]. Nam et al. [66] and Hafeez et al. [67]fused accelerometer features 

with camera-based features to increase the accuracy of classification for ambulatory 

activities. Doherty et al. [68] used the context provided by cameras to identify the specific 

class of activity once an accelerometer has identified the level of activity being undertaken. 

Meng et al. [69] collected acceleration, angular velocity, surface electromyography data 

synchronously from 5 upper-limb-worn sensor modules to evaluate the upper-limb 

Brunnstrom Recovery Stage (BRS) via three typical ADLs (tooth brushing, face washing 

and drinking). Second, several studies have revealed that using a single accelerometer 

might not be sufficient for activity classification [55, 70]. Researchers address the problem 

by combining the data from multiple accelerometer and gyroscope sensors [71-74]. Third, 

another disadvantage of using inertial sensor is that they need to be worn all the time. As a 

result, the sensors must be lightweight and small enough to provide the highest degree of 

comfort and convenience [75]. Fourth, inertial sensors may drift away from their ideal 

waring positions during movements, which causes the loss of contact with skin. Thus, the 

accuracy and quality of the data may not be stable. Last, inertial sensors are usually difficult 

to use in case of long-term monitoring due to their low battery capacities [75, 76].   

2.5.4 Videos 

Activity recognition has been widely studied within the field of computer vision. 

With the development of computing ability and the improvement of sensor techniques, 
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various data modalities including RGB data, depth data and skeleton data have been 

introduced. Depth sensors have the ability to sense the 3D visual world and capture low-

level visual information, thus the depth data of a person can be extracted more easily and 

accurately [77]. Skeletal joints encode 3D joint positions of a person. Since the movements 

of the human skeleton can distinguish many actions, it is promising to exploit skeleton data 

for action recognition [77].  

To recognize an action from a given video, features are extracted and encoded to 

represent the input video. The encoded features are processed by a classifier to output the 

class of the action [78]. During the last two decades, a large number of novel approaches 

for activity recognition have been proposed for both feature extraction and classification. 

As to extracting features, the three-dimensional corners, blobs, and/or junctions 

representations can be extracted from a video using spatiotemporal interest points (STIPs) 

method [79, 80]. A large set of gradient-based descriptors have appeared for action 

recognition, such as histogram of oriented gradients (HOG) [81, 82], cuboid descriptor [83] 

and scale-invariant feature transform (SIFT) [84]. Dense trajectory (DT) [78, 85] features 

were introduced as a form of descriptors that track the path of motion and improved dense 

trajectory (iDT) [86] feature has achieved great performance among hand crafted features. 

In recent years, there has been a surge of algorithms relying on Convolutional Neural 

Networks which can also be used as feature extractor [78]. As to classification, support 

vector machines (SVMs) and Hidden Markov Model (HMM) have been widely used to 

provide classification decisions.  A fuzzy rule based system was designed to learn activities 

of daily living [87].   
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Before CNN-based algorithms took the field of action recognition and detection by 

storm, iFV-encoded iDT features with HOG, HOF, and MBH descriptors using a linear 

SVM classifier were top performing hand-crafted features achieving an accuracy of 57.2% 

and 85.9% on HMDB51 and UCF101 datasets, respectively [78, 88, 89]. The classification 

accuracy was increased to 94.6% by using deep-learned convolutional features.  

Since most realistic action-related videos are untrimmed with sparse segments of 

interest, action recognition itself is insufficient for analyzing actions in real-life videos as 

it requires as inputs trimmed action segments. Recently, researchers have started 

investigating temporal action localization on THUMOS '14, MPII Cooking Activities and 

MPII Cooking 2 Activities, as well as the Activity Net datasets [78], as action recognition 

and localization from untrimmed videos have been demanded in many scenarios such as 

action monitoring in home environment. 

The objectives of temporal activity localization are to localize the temporal 

boundary of actions and to classify the action categories simultaneously. Existing works 

have investigated the temporal action localization task in full and limited supervision 

settings based on the level of action annotations, including supervised learning and weakly 

supervised learning [90].  

In supervised learning temporal action localization, the temporal boundaries and 

action category labels of action instances are needed for each untrimmed video of training 

set. As for inference, the goal is to predict the temporal boundaries and the action labels of 

action instance [90].  The prediction is based on temporal proposal generation methods 

which can be categorized to anchor-based approach and anchor-free approach [90]. The 

anchor-based approaches generate dense multi-scaled temporal proposals, and the extract 
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proposal feature with the same length of each proposal, such as 3D RoI pooling in R-C3D 

algorithm [91].  TSA-Net [92] employ a multi-tower network and achieve a higher 

performance compared with 3D RoI pooling methods. 

Weakly-supervised temporal action localization usually requires only the video-

level labels of actions during training. During testing, both temporal boundaries and action 

categories are predicted. The most common approach of weakly-supervised temporal 

localization is to use attention mechanism to focus on discriminative snippets and combine 

salient snippet-level features into a video-level feature [90]. The attention scores are 

utilized to localize the action boundaries and eliminate background frames. Attention 

signals are predicted with class-specific attention and class-agnostic attention methods [90]. 

Temporal localization with class-specific attention includes UNet [93], Action graphs [94], 

BaSNet [95], and the temporal localization with class-agnostic attention includes STPN 

[96] and BG-modeling [97]. 

Through a rich set of approaches for action recognition and temporal action 

localization have proposed, most of the existing approaches were developed on RGB 

datasets. The RGB videos can’t preserve the privacy of a patient. Thus, it is needed to build 

a system to recognize and monitor daily activities using depth videos.  The approaches for 

the depth videos were trained and tested on simulated datasets with predesigned actions, 

which is different from the real-life action videos. In addition, no studies have investigated 

the action recognition and localization on stroke population. Our proposed system temporal 

localizes clinically relevant actions of stroke individuals using the recorded realistic in-

home depth videos. 
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2.6  Activity assessment 

Walking and gait measurement are vital metrics for health and rehabilitation 

assessments. By analyzing daily walking activity researchers can get a good idea for how 

a person’s physical health changes over time. This has been accomplished using inertial 

sensors to classify actions (stairs, ramp, level ground) [59] and analyze real life walking 

movement data to predict falls [98]. It’s quite common for rehabilitation research to 

correlate sensory measurements with existing clinical rating scales such as “Get up and 

go”. However, the assessment on walking-related motion is only focused on lower body, 

the quality of upper-body movement is important for patients with stroke. Some researchers 

[99, 100]  sought to analyze the data using metrics otherwise immeasurable by standard in 

clinic tests e.g., movement intensity/smoothness. One downside to these approaches is that 

it paints a vague picture of categories of actions that have been assessed.  An alternative to 

quantifying the relevance of measured movement is to assess the person’s daily motions 

by the category of actions. However, no system has been introduced for evaluating the 

quality of daily actions. My research work fills the gap by developing a daily activity 

recognition and assessment system to perform kinematic assessments on different action 

categories of a post-stroke individual.  
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CHAPTER 3 ASSESSMENTS IN MYSTIC ISLE GAME 

3.1 Mystic Isle 

Mystic Isle is a platform for rehabilitation that allows a user to interact with a virtual 

environment by using their bodies as shown in Figure 2. The Mystic Isle created in Unity 

3D allows the tracked user to interact with virtual environments and objects in a 3-D world. 

Using Mystic Isle, specific movements, distances, and locations of objects can be tailored 

to the abilities and requirements of the user. The system uses the Microsoft Kinect V2 

camera to track participant movements. The Kinect V2 tracks 20 discrete points/joints on 

the body of the user. Both gross motor (stepping, jumping, squatting) and fine motor 

(waving the hand, turning the palm facing up, open/close hand) movements can be tracked. 

The Kinect V2 tracks the user in 3-dimensional space and then inputs the data in real time 

to the associated software, Mystic Isle. The Kinect V2 tracks and records the x, y, and z 

coordinates (and confidence) of each discrete joint at either 15 or 30 frames per second. 

The kinematic measures can then be employed to assess the movement quality using the 

joint samples. 

 

   (a)                                                                     (b) 

Figure 2 (a) A virtual avatar collecting targets in a Kinect-based rehabilitation game, Mystic 
Isle.  (b) A participant playing the game with Vicon markers on the body. Joint data of game 
trials were recorded by a Kinect and the Vicon system for validation. 
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3.2 Kinematic measures 

3.2.1 Extent of reach 

Extent of reach was calculated for each trial. Extent of reach was defined as the 

distance from the hand joint to the shoulder center, where shoulder center is the middle of 

the left and right shoulder joints. Suppose the hand joint and the shoulder center are 

represented by jhand = {hx, hy, hz }and jshoulderC = {sx, sy, sz}, then the extent of reach for each 

frame is calculated by  

         𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑜𝑜𝑓𝑓 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ =  �(hx −  sx)2 + (hy −  sy)2 + (hz −  sz)2           (1) 

3.2.2 Speed  

We also calculated maximum and mean velocities for each trial. Suppose the hand 

joint of the ith frame is represented by jhand = {xi, yi, zi}, the velocity of this frame is 

calculated by 

                   𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 =  �(x𝑖𝑖− x𝑖𝑖+1)2+(y𝑖𝑖− 𝑦𝑦𝑖𝑖+1)2+(z𝑖𝑖− z𝑖𝑖+1)2

 t𝑖𝑖+1−t𝑖𝑖
                             (2) 

where t, time, is measured and stored automatically with each frame by the Kinect V2 SDK.  

3.2.3 Smoothness 

A healthy player can perform a smooth reaching movement in the game. However, 

because of impaired brain function after suffering stroke, patients may perform 

uncoordinated movements that include various acceleration and deceleration periods or 

brisk movements [3, 101]. To assess the smoothness of movements, we evaluated the ratio 
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between maximum and mean velocities and normalized jerk metrics on hand joint data 

from the game. Both can reflect the alterations of hand acceleration. 

3.2.3.1 Ratio between max and mean velocities 

In a game trial, the mean velocity is average velocity over all hand joint samples. 

The max velocity is the maximum reported among the samples. The ratio calculated for a 

constant-velocity movement is 1. Thus, for healthy players, the ratio is expected to be close 

to 1 since their movements tend to be steady. A larger value indicates jerky or less smooth 

movements. 

3.2.3.2 Normalized jerk 

Jerk is the third derivative of position. Reference [102] presented that the time-

integrated squared jerk decreases as the smoothness of the movement increases. The 

integrated squared jerk has dimensions of (squared length)/(5th power of duration) [103]. 

To make the measurement dimensionless, normalized Jerk is computed using (3): 

                                   Normalized Jerk = �1
2

× d5

l2 ∫ J2(t)dttf
ti

                                    (3) 

where d denotes the overall movement duration, and l denotes the overall movement 

length, and J denotes the jerk function, the third derivative of position. The normalized 

jerk was evaluated on two different paths: paths between two adjacent targets (target 

paths) and valid paths (defined in Section 3.3.1). The interquartile range approach was 

applied to detect outliers for the outcomes calculated on target paths. For a path, the 

normalized jerk was calculated using equation (3). Specifically, the 3-dimensional 

samples of a hand joint of a path were input. Then the length was computed, which is the 
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Euclidean distance from the start to the end positions. The duration, which is the time 

difference between the start and end positions, was computed. Then, compute the jerk of 

each sample position, which is the third derivative of the distances. Compute the integral 

of jerk over time. Finally, the normalized jerk of the path was computed based on the 

equation (3).  

3.2.4 Efficiency 

An efficient movement is defined as the movement to a target without extraneous 

or abnormal trajectories [3, 104]. The reaching movement of a healthy player is highly 

stereotypic and has a well-executed trajectory [3, 105]. The trajectory of a reaching 

movement for someone with stroke tends to be more curved.  We used two metrics to 

measure the hand movement efficiency. 

3.2.4.1 Hand path ratio 

The hand path ratio has been frequently used to measure movement efficiency. It is 

the ratio of the real reaching path to the shortest straight line between two targets as in (4): 

                                    𝑃𝑃𝑃𝑃𝑃𝑃ℎ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑝𝑝𝑝𝑝𝑝𝑝ℎ
𝑇𝑇ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝ℎ

                            (4) 

3.2.4.2 Average sway distance (ASD) 

To quantitatively describe the difference between a real/sample reaching and an 

ideal reaching, we propose a metric called sway distance. During a hand movement 

between two targets, the sway distance of a sample point is the distance from the sample 

point to the shortest path between the two targets. To evaluate how close the real path is to 

the shortest path, the average sway distance is computed as in (5): 
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                     𝐴𝐴𝐴𝐴𝐴𝐴 = ∑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

                            (5) 

3.3 Density and path analysis 

Not all the samples collected can be used to calculate the smoothness and efficiency 

assessment metrics proposed in Section 3.2.4 since some data samples are not related to 

movements. In this part, we first introduce how these redundant data samples are generated 

in the game; we then explain how we extract the useful data samples by performing a 

clustering algorithm; we last present the pseudo algorithm for the efficiency assessment.  

3.3.1 Define and extract valid paths 

In the Mystic Isle game, players were asked to perform an upper limb motion to 

reach a virtual target. Most players began with their hands in a rest position by their side 

or in their lap. Once the hand position matches the target position in 3D space, the player 

gains a point and the target disappears. Players can then return to a resting position or move 

directly to the next target. Some players took longer than others to achieve the correct target 

position in 3D space. At the end of each game trial, Mystic Isle exported the 3D positions 

of joints and sample indexes corresponding to scoring events.   

To assess the smoothness and efficiency of the hand movement paths, it is 

necessary to understand the structure of hand joint samples. Figure 3 shows the 

visualization of the trajectories of a hand with target positions in lateral-vertical plane. 

Samples can be divided into three groups: a) curved paths between either targets or dense 

clusters; b) dense clusters surrounding the targets; c) a dense cluster not surrounding a 

target (natural rest position).  Since the game records the samples in either 15 or 30 frames 
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per second, the more the hand appears in a location, the denser the samples are in this 

location. 

Hand efficiency metrics evaluate the paths of the hand movement from one position 

to another position. Thus, the data samples generated from the resting position should be 

excluded. This is to say, as shown in Figure 3, the data samples surrounding the rest 

position or the circles around the targets (group b and c according to our analysis) should 

not be considered when analyzing the path efficiency. We only consider a valid path as a 

curved trajectory excluding clusters around targets or the hand rest cluster. 

To get the valid paths, we need to locate the clusters first. Since the sample structure 

is related to the density, we applied the Ordering Points To Identify the Clustering Structure 

(OPTICS) clustering algorithm to perform the path segmentation. OPTICS is a density-

based clustering algorithm proposed by Ankerst et al [106]. It not only produces a 

clustering result explicitly, but also gives a specific order of the samples in the data set. 

 
Figure 3 Trajectory in lateral-vertical plane of one hand from a game trial. Target locations 
are marked using black stars. There are dense clusters around most targets. Hand rest position 
is located at the cluster without any target. 
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The order represents its density-based clustering structure and contains the information 

about the clustering level (such as the number of clusters and the size of each cluster) [106]. 

Figure 4 shows the algorithm of performing movement efficiency assessment of 

one hand. The algorithm requires joint samples of a movement and a list of target sample 

indexes as inputs. The first step is to extract the structure of the joint samples by obtaining 

the order of the samples using OPTICS algorithm as in line 2. MinPts and ε are parameters 

controlling the reachability distance of sample points. After having the order of data 

samples, a reasonable clustering decision can be made by adjusting the parameter ε’ ≤ ε 

using ExtractCluster method whose output is a list of clustering labels corresponding to 

each sample (line 3). The next step is to find the indexes of start points and end points (line 

10 - 14) of valid paths.  With the indexes, we can easily segment the valid paths out. Ideally, 

target indexes should be the start and end indexes of paths if they are not included in any 

clusters.  Thus, the algorithm checks the label of each target in the finding path process 

(line 4-14).  For the start points, if the label of the target is not an in-cluster label, the index 

 

Figure 4. Algorithm of efficiency assessment of valid paths of a hand. 
 

1  PathAssessment(HandJointPts,ListoftargetIdx):   
2   order = OPTICS(HandJointPts,ε,MinPts); 
3   PtsClusterLabel  
       = ExtractCluster(ClusterOrderedPts,ε’);  
    // Find the start points of paths. 
4   FOR i FROM 1 TO ListoftargetIdx.size-1 DO 
5 pathStart = ListoftargetIdx(i); 
6 If pathStart.Label == InClusterLabel  
7    pathStart += 1; 
8          UNTIL pathStart.Label != InClusterLabel 
9 pathStartList(i) = pathStart; 
    // Find the end p 
10   FOR i FROM 2 TO ListoftargetInx.size DO 
11 pathEnd = ListoftargetIdx(i); 
12 If pathEnd.Label == InClusterLabel 
13    pathEnd -= 1; 
          UNTIL pathEnd.Label != InClusterLabel 
14 pathEndList(i) = pathEnd;   
15  Paths  
      = GetPath(HandJointPts,pathStartList,pathEndList); 
16  HandPathRatio,AverageSway =Assessment(Paths); 
17  Return: HandPathRatio,AverageSway 
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of the target is then the start index. Otherwise, the algorithm finds the first point out of the 

cluster from the target by increasing the index (line 4-9). The path end index is located 

similarly. The algorithm assigns the index of a target point as the end index if the target 

label is not an in-cluster label. Otherwise, the algorithm finds the first point entering that 

cluster by decreasing the index from the target index (line 10-14). With the indexes of the 

start and end points, the samples of each valid path are extracted (line 15), and the hand 

path ratio and average sway distance assessment are performed on each valid path (line 16-

17).  

The overall assessment value of a game trial is the average over the values from all 

the valid paths. 

3.3.2 OPTICS 

In this part, we detail how we utilize the OPTICS algorithm and tune its parameters 

to accommodate our path segmentation need. The OPTICS algorithm defines two types of 

distances for each point in input dataset: core-distance and reachability-distance [106].  

Core distance: Suppose p is a point in a dataset D, and let ε be a distance value, 

then Nε(p) represents the set of neighbor points whose distance to point p is no larger than 

ε. Let MinPts be a natural number and let MinPts-distance(p) be the distance from p to its 

MinPts’s closest neighbor. Then, the core-distance of p is defined as 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℇ,𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑝𝑝) =  

                               �𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈, 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�Nε(p)� < 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑝𝑝), 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

                               (6) 

What this equation means is that: we draw a circle with radius ε around point p and 

expect there are at least a number of MinPts points falling inside this circle. If this 
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expectation of density holds true, point p is defined as a core point and the core distance is 

defined as the distance from p to its MinPts’s closest neighbor, otherwise the core distance 

is undefined. 

Reachability distance: Suppose q is a point in the database D, Then, the reachability 

distance of q with respect to p is defined as 𝑟𝑟𝑟𝑟𝑟𝑟𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℇ,𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑞𝑞,𝑝𝑝) = 

                          �
𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈, 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�Nε(p)� < 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

max�𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑝𝑝),𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑞𝑞,𝑝𝑝)� , 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.
             (7) 

What this equation means is that: if point p meets our expectation of density (with 

radius ε and number MinPts), then the reachability distance from point q to point p is the 

maximum between distance (q, p) and core-distance(p). 

1 OPTICS (HandJointPts,ε,MinPts): 
2  Initialize OrderList; 
3  FOR i FROM 1 TO HandJointPts.size DO 
4    Object := HandJointPts(i); 
5    IF NOT Object.Processed THEN 
6      neighbors := HandJointPts.neighbors(Object, ); 
7      Object.Processed := TRUE; 
8      Object.reachability_distance := UNDEFINED; 
9      Object.setCoreDistance(neighbors,ε, MinPts); 
10    OrderList.insert(Object); 
11    IF Object.core_distance <> UNDEFINED THEN 
12      OrderSeeds.update(neighbors, Object); 
13      WHILE NOT OrderSeeds.empty() DO 
14        currentObject := OrderSeeds.next(); 
15        neighbors : = HandJointPts.neighbors(currentObject, ε); 
16        currentObject.Processed := TRUE; 
17        currentObject.setCoreDistance(neighbors, ε, MinPts); 
18       OrderList.insert(currentObject); 
19       IF currentObject.core_distance<>UNDEFINED THEN 
20  OrderSeeds.update(neighbors, currentObject); 
21  Return OrderList; 
22  END; // OPTICS 

Figure 5. Pseudo code of the OPTICS algorithm. 
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The procedure of OPTICS algorithm is shown in Figure 5. The algorithm aims to 

get three outputs: the cluster-ordering (the order in which the input data samples are 

processed), the core-distance for each sample and the smallest reachability distance for 

each sample. With joint data, distance value ε and threshold MinPts as inputs, OPTICS 

keeps an input queue and a higher-priority queue called OrderSeeds (line 12, 14 and 20). 

OPTICS will always try to consume and process a data point off the top of the priority 

queue first. If the high-priority queue is empty, OPTICS will then try to process the next 

unprocessed data point in the input queue (line 3 and 13). The algorithm ends when all data 

points have been processed (line 3 and 21). For a point being processed, its ε distance-

bounded neighbors are found firstly and its core-distance are computed based on the 

parameter MinPts. If the point proves to be a core point, its neighbors are inserted into the 

higher-priority queue (if not in the queue) and their reachability-distances are updated by 

OrderSeeds.update method (line 12, 20). Points in the higher-priority queue are always 

sorted based on the reachability-distance (line 12). Finally, the cluster-ordering, core-

distances and reachability-distance (line 12). Finally, the cluster-ordering, core-distances 

and reachability distances are outputted. Figure 6 illustrates the reachability-ordering graph 

of a 2D data set. The deep “valleys” indicates the density areas. 

 
Figure 6. Reachability-ordering graph of a 2D data set. The shape of the order graph 
indicates the structure of the data set.  The deep “valley” represents the dense area of 
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Now with the output of ordered data points and the parameter ε and MinPts, 

ExtractCluster method is able to extract a specific density-based clustering result with 

respect to a tuning parameter called clustering distance ε’ (ε’≤ ε). The method loops 

through the points in cluster-ordering and assigns them cluster-memberships depending on 

their reachability-distance and the core-distance. The method contains three steps for each 

point. First, if the reachability-distance of a point is larger than the clustering-distance ε’, 

the point is not density-reachable with respect to ε’ and MinPts from any other points 

located before the current point in the cluster-ordering. Second, it re-evaluates the core 

point status. If the core-distance of a point is smaller than ε’, then the point is identified as 

a core point and a new cluster starts; otherwise, the point is identified as not in any cluster. 

Last, if the reachability-distance of the current point is smaller than ε’, the method assigns 

this point to the current cluster due to it is density-reachable with respect to ε’ and MinPts 

from a preceding core point in cluster-ordering. 

3.4 Validation 

The current Mystic Isle game involves multi-planar, full body movements. 

Designed for individuals with diverse abilities, games can be played in a sitting or standing 

position, depending on the therapy treatment plan. In standing, the player is able to move 

around in the 3-dimensional space, akin to real-world rehabilitation. Few studies have 

evaluated the tracking and measurement capabilities of the Microsoft Kinect V2 for full-

body, multiplanar movements in both sitting and standing. The purpose of this study was 

to determine the spatial accuracy and measurement validity of the Microsoft Kinect V2 

sensor in a Natural User Interfaces rehabilitation game in comparison to a gold-standard 

marker-based motion capture system (Vicon™) [40]. 
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3.4.1 Materials and methods 

3.4.1.1 Participants 

Participants were recruited via convenience sample at the University of Missouri- 

Columbia campus. Participants were included if they: 1) were over the age of 18, 2) could 

understand conversational English, and 3) had no medical conditions which prevented 

them from playing video games. All potential participants were screened and consented 

before beginning the study. The Health Sciences Institutional Review Board at the 

University of Missouri approved this study. 

3.4.1.2 ViconTM 

The Vicon system is a marker-based motion capture system that uses infrared 

cameras to track the 3-dimensional locations of reflective markers placed on the body. It 

can be used to measure or give real-time feedback on the movements of the whole body. 

The Vicon system has been used as an assessment tool for posture analysis, and in balance 

and reaching studies [23]. It is a gold standard tool for biomechanical kinematic assessment 

Table 2. The mapping of joints from the Kinect V2 and the joints from Vicon Plug-in 
gait model 

Kinect joints Vicon markers Kinect joints Vicon markers 
Hand_Left LFIN Hand_Right RFIN 
Elbow_Left LELB Elbow_Right RELB 
Shoulder_Left LSHO Shoulder_Right RSHO 

Hip_Left * LASI or 
(LASI+LPSI) Hip_Right * RASI or (RASI+RPSI) 

Spine_Mid CLAV Spine_Base * (RASI+LASI) or 
(RASI+LASI+RPSI+LPSI) 

* Multiple mappings to Vicon markers have been tested for these Kinect joints. The Lip joint 
is mapped to either the ASI marker or the middle position of the ASI and PSI markers. The 
Spine_Base joint is mapped to either the middle position of left and right the ASI marker or 
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[23]. The sample rate of the Vicon system is 100Hz. For this study, the system included 7 

individual cameras placed in a space with a ceiling height of 13 feet. 

3.4.1.3 Mapping of the joints 

The Kinect V2 provides a skeleton model [107] (Figure 7 (a)) of a game player by 

recording the x, y, and z coordinates of each discrete joint. The full-body Plug-in Gait 

model template [108] (Figure 7 (b)) is commonly used in a Vicon system to build the 

skeleton model. The joint locations in these two models are not the same. In order to 

validate the results using joint data from these two skeleton models for this study, we 

mapped the joints between the two systems (Table 2). For hand, elbow, shoulder and chest 

joints, the mapping was direct; for the hip and spine base joints, we took the average of 

several joint locations in the Plug-in gait model to optimize the matching.  

3.4.1.4 Data collection 

The sampling rate of the Kinect V2 is either 15 or 30 frames per second (f/s), 

depending on computer performance. In this study, 15 participants’ Kinect V2 data were 

collected at a rate of 15 f/s on a lower performance laptop computer. The remaining 15 

 

                        (a)                                                                            (b) 

Figure 7. The joint locations of the Kinect V2 skeleton model and a Vicon Plug-in 
gait model. (a) The joint labels and positions of Kinect V2 skeleton model. (b) the 
marker placement of a Vicon Plug-in gait model. 
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participants’ Kinect V2 data were collected at a rate of 30 f/s on a higher performance 

desktop computer. In order to investigate how the sample rate influences the accuracy of 

the measurement outcomes in Mystic Isle, we analyzed the errors of extent metrics and 

speed metrics using the data collected under different frame rates separately. The average 

difference between the two frame rates in hand extension metrics were 0.70 ± 0.55 

centimeters. The average difference between the two frame rates of hand speed metrics 

were 1.08 ± 1.09 centimeters/second. This variation of errors is tolerable and nearly 

negligible. Therefore, we will combine samples together for all analyses.  

The layout of the data collection room and the coordinate systems of the two 

systems are displayed in make the coordinate space of the Kinect V2 overlay with the 

Vicon coordinate space, the z dimension of the Kinect V2 was aligned with the x dimension 

of the Vicon system shown in Figure 8. The distance between the origin points of the two 

systems was 2 meters. The display screen of the game was placed right behind the Kinect 

V2 and was not occluded by the Kinect V2.  

Participants stood 1.8-2.4 meters (6-8 feet) from the Kinect V2 and close to the origin point 

of the Vicon system.   

1. Sitting close: Two rings of eight objects were presented to each participant. The 

locations of the objects were within arm’s length and no torso movement was 

required. The subject was seated.  

2. Sitting far: Two rings of eight objects were presented to each participant. The 

locations of the objects required the participant to lean with their torso to be 

successful. The subject was seated. 
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3. Standing close: Two rings of eight objects were presented to each participant. The 

locations of the objects were within arm’s length and no torso movement was 

required. The subject was standing and did not take a step. 

4. Standing far: Two rings of eight objects were presented to each participant. The 

locations of the objects required the participant to lean with their torso to be 

successful. The subject was standing and did not take a step. 

5. Standing step: Two rings of eight objects were presented to each participant. The 

locations of the objects required the participant to take a step in order to reach the 

virtual object. 

6. Sorting game: Two rings of eight brightly colored objects were presented to each 

participant. Four color areas appeared in the virtual environment. The participant 

was then instructed to select an object and “drag” it into the matching-colored area. 

This game used the same calibration for the “standing close” game.  

3.4.1.5 Data analysis 

Data pre-processing and statistical analysis were performed in R2017a MATLAB. 

The Kinect V2 coordinates were transformed, data from both systems were filtered and 

synchronized, and the Vicon data were down sampled. These steps are described in detail 

below. 

Coordinate Transformation 

As shown in Figure 8, the coordinates of the Kinect V2 and the Vicon system are 

different. In order to visualize the similarities in different dimensions and compute the 

correlation of the data from the two systems, it was necessary to perform coordinate 

transformation. We transformed the Kinect V2 coordinates to be the same as the Vicon’s, 
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which means x, y and z dimension of the Kinect V2 Data have been transformed to y, z 

and x dimension, respectively.  

Filtering 

Noise, such as spike noise, quantization noise and white noise, can be introduced 

by digital devices when collecting data [109]. In addition, for the Vicon system, marker 

occlusion is possible, and gaps are filled in, introducing noise. To reduce noise, 

Butterworth filters were applied to both Kinect V2 and the Vicon data.  A sixth-order 

Butterworth filter with 4Hz cut-off frequency was selected for Vicon data, while a 6th order 

Butterworth filter with 3Hz cut-off frequency was chosen for filtering the Kinect V2 Data. 

The combination of filter parameters were selected with the largest average Pearson’s r 

correlation coefficient of the joints, which is also applied to our previous study [110].  

Synchronization 

 

(a)                                                                       (b) 

Figure 8. (a) The settings of the Vicon system and the Kinect V2. The origin of the 
Vicon system is set in the center of the room. The z dimension of the Kinect V2 
coordinate is lined with x dimension of the Vicon's.  (b) The transformed coordinates of 
the Kinect. 
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Mystic Isle and the Vicon system started recording data at different times and 

through different input streams. In order to synchronize the data, the participants clapped 

three times at the beginning of each trial. The end of the clapping motion was considered 

to be the start point of a trial and the time stamp of the last game event of Mystic Isle was 

the end of the data trial. The data from two systems were cut based on the start and stop 

points.  

Down Sampling 

The sampling rate of the Vicon system (100 Hz) is different from the sampling rate 

of the Kinect V2 (15Hz or 30Hz). The velocity metric is affected by different sample rates. 

Thus, the Vicon data was down sampled close to either 15Hz or 30Hz to match Kinect V2 

data’s.  

3.4.1.6 Outcomes 

Spatiotemporal Accuracy 

The signals representing the location of joints captured by the Kinect and the Vicon 

systems are spatial temporal signals. When analyzing the similarity of the spatiotemporal 

signals from the two systems, the mean of each signal was subtracted from the signal to 

minimize the bias.  

Signal to noise ratio (SNR) compares the level of the ground truth signal with the 

level of noise. We applied SNR to compare the level of the signals from the Vicon system 

with the level of the signal difference between the two systems. The formula of SNR is 

                                                  𝑆𝑆𝑆𝑆𝑆𝑆 = 10𝑙𝑙𝑙𝑙𝑙𝑙10( 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑−𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

)                                 (8) 
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We averaged the SNR results for each joint in different types of games. SNR is 

typically computed in decibels (dB). A SNR with 0 dB means the signal and the noise have 

the same level. A SNR below 0 dB indicates that the noise is larger than the desired signal; 

a 10 dB SNR indicates that the signal is 10 times larger than the noise [111]. 

Measurement Validity 

Extent of reach was calculated for each trial. Extent of reach was defined as the 

distance from the hand joint to the shoulder center, where the shoulder center is the middle 

of the left and right shoulder joints. Suppose the hand joint and the shoulder center are 

represented by jhand = [hx, hy, hz}and jshoulderC = [sx, sy, sz}, then the extent of reach for each 

frame is calculated by  

            𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑜𝑜𝑜𝑜 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ =  �(hx −  sx)2 + (hy −  sy)2 + (hz −  sz)2  (9) 

We also calculated maximum and mean velocities for each trial. Suppose the hand joint of 

the ith frame is represented by jhand = {xi, yi, zi}, the velocity of this frame is calculated by 

                        𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 =  �(x𝑖𝑖− x𝑖𝑖+1)2+(y𝑖𝑖− 𝑦𝑦𝑖𝑖+1)2+(z𝑖𝑖− z𝑖𝑖+1)2

 t𝑖𝑖+1−t𝑖𝑖
      (10) 

where t, time, is measured and stored automatically with each frame by the Kinect V2 SDK.  

3.4.1.7 Statistical analysis 

For spatiotemporal accuracy, we calculated the mean Euclidean 3-D distance, 

Pearson’s r correlation coefficient and SNR of each joint to determine the strength of 

association. For measurement validity, we calculated the difference and percentage error 

between the two systems for each participant per each game trial. These values were then 



38 
 

averaged for different types of games. We also calculated the standard error of the 

difference, Pearson’s r correlation coefficient and intra-class correlation (ICC) with 95 

percentage confidence internal.  

3.4.2 Results 

3.4.2.1 Participants 

Thirty subjects participated in this study, including 24 females and 6 males, with 

an average age of 24.2 years ± 6.6. Only two participants were left-handed. 

3.4.2.2 Spatiotemporal accuracy 

Upper Body 

The average correlation coefficient of the arm joints was high; most of the 

correlation values were above 0.9 (Table 3). In addition, the SNR values of the arm joints 

(Table 4) were above 5, indicating a signal at least 5 times greater than noise. The hand 

joints had the greatest correlation between the two systems and very high SNR values. The 

chest (Spine Mid) “joint” had lower correlation between the two systems along with lower 

SNR values, ranging from 3 to 10. The mean 3D distance differences of joints were less 

than 10 centimeters (Table 5).  The distance differences of chest (Spine Mid) “joint” were 

smaller than the joints on the arms.  In addition, the distance differences were larger in the 

“standing step” game where the participants were required to take a step to reach an object. 

Lower Body 

When comparing the two systems, the lower body joints (Table 3 and Table 4) 

demonstrated less stability overall showing lower correlation values (0.5 to 0.9) than upper 

body and large variation in SNR values.  However, lower body joints had smaller 3D 
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distance differences than the values of upper body joints (Table 5). The differences were 

larger when the players performed a step motion in the game trial “standing step”. 

Table 3. Correlation coefficients of spatiotemporal signals from the Vicon and the Kinect 
V2 for each of the six trials. 

U
pp

er
-b

od
y 

jo
in

ts 

Trial Sitting Close Sitting Far Standing Close 
Correlation coefficients rx ry rz rx ry rz rx ry rz 

Left Hand 0.94 0.98 0.98 0.93 0.94 0.94 0.96 0.97 0.98 
Right Hand 0.90 0.95 0.97 0.94 0.98 0.98 0.98 0.97 0.98 
Left Elbow 0.94 0.97 0.97 0.96 0.96 0.96 0.96 0.96 0.96 
Right Elbow 0.94 0.95 0.97 0.93 0.95 0.96 0.97 0.96 0.97 
Left Shoulder 0.88 0.91 0.91 0.94 0.97 0.91 0.91 0.93 0.93 
Right Shoulder 0.90 0.90 0.91 0.92 0.96 0.92 0.92 0.94 0.86 
Spine Mid-CLAV 0.83 0.75 0.85 0.87 0.89 0.84 0.88 0.79 0.78 

Trial Standing Far Standing Step Game 
Correlation coefficients rx ry rz rx ry rz rx ry rz 

Left Hand 0.96 0.96 0.97 0.95 0.92 0.95 0.96 0.98 0.98 
Right Hand 0.96 0.97 0.97 0.92 0.95 0.94 0.92 0.96 0.98 
Left Elbow 0.96 0.95 0.95 0.93 0.91 0.92 0.97 0.97 0.94 
Right Elbow 0.96 0.96 0.92 0.92 0.93 0.92 0.92 0.93 0.94 
Left Shoulder 0.93 0.97 0.84 0.90 0.93 0.85 0.96 0.98 0.93 
Right Shoulder 0.92 0.97 0.88 0.90 0.92 0.87 0.95 0.97 0.92 
Spine Mid-CLAV 0.89 0.86 0.79 0.90 0.89 0.81 0.68 0.95 0.95 
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Trial Sitting Close Sitting Far Standing Close 
Correlation coefficients rx ry rz rx ry rz rx ry rz 

Left Hip-LASI 0.66 0.61 0.60 0.82 0.76 0.57 0.89 0.88 0.55 
Right Hip-RASI 0.71 0.61 0.63 0.79 0.77 0.64 0.89 0.83 0.60 
Left Hip-LASI+LPSI 0.67 0.60 0.63 0.84 0.80 0.59 0.92 0.86 0.53 
Right Hip-RASI+RPSI 0.69 0.54 0.67 0.77 0.77 0.65 0.93 0.73 0.55 
Spine base-RASI+LASI 0.74 0.61 0.62 0.87 0.80 0.43 0.96 0.88 0.49 
Spine base-
L/RASI+L/RPSI 0.73 0.58 0.61 0.84 0.81 0.58 0.95 0.76 0.63 

Trial Standing Far Standing Step Game 
Correlation coefficients rx ry rz rx ry rz rx ry rz 

Left Hip-LASI 0.90 0.88 0.69 0.91 0.89 0.70 0.90 0.87 0.87 
Right Hip-RASI 0.89 0.87 0.70 0.92 0.87 0.64 0.88 0.82 0.71 
Left Hip-LASI+LPSI 0.90 0.89 0.57 0.87 0.89 0.55 0.90 0.92 0.87 
Right Hip-RASI+RPSI 0.91 0.85 0.69 0.87 0.86 0.63 0.91 0.78 0.77 
Spine base-RASI+LASI 0.94 0.88 0.65 0.91 0.89 0.66 0.96 0.89 0.91 
Spine base- 
L/RASI+L/RPSI 0.93 0.86 0.70 0.92 0.87 0.62 0.95 0.79 0.79 

*Notes: Rx,Ry and Rz represent the Pearson’s r correlation coefficient in x, y and z dimensions. Values > 
0.90 are bolded. CLAV, L/RASI and L/RPSI are the joint labels from Vicon plug-in-gait model (Table 1). 
CLAV represents the clavicle position. L/RASI represents the left and right anterior superior lilac, and 
L/RPSI represents the left and right posterior superior lilac [108]. 
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Table 4 Signal-to-noise ratios of spatiotemporal signals from the Vicon and the Kinect 
V2 for each of the six trials. 

U
pp

er
-b

od
y 

jo
in

ts 
Trial Sitting Close Sitting Far Standing Close 
SNR SNRx SNRy SNRz SNRx SNRy SNRz SNRx SNRy SNRz 

Left Hand 12.4 15.2 16.5 11.6 12.8 15.0 14.7 13.3 17.4 
Right Hand 9.8 12.1 14.6 12.6 15.6 15.9 15.5 14.3 19.0 
Left Elbow 11.3 12.7 14.6 12.7 13.2 13.2 12.9 11.0 12.5 
Right Elbow 10.3 9.9 13.4 11.3 11.7 13.0 12.9 11.7 13.7 
Left Shoulder 6.5 7.5 7.4 10.3 12.1 7.5 9.7 10.1 5.3 
Right Shoulder 7.3 7.4 6.8 9.6 11.1 8.2 9.2 9.5 5.5 
Spine Mid-CLAV 4.4 4.1 5.0 7.5 7.9 4.9 9.0 5.5 3.6 

Trial Standing Far Standing Step Game 
SNR SNRx SNRy SNRz SNRx SNRy SNRz SNRx SNRy SNRz 

Left Hand 13.7 12.6 14.5 12.4 10.4 12.9 12.8 16.0 16.1 
Right Hand 13.9 13.7 15.4 10.8 11.5 11.1 11.9 14.6 15.7 
Left Elbow 12.2 11.1 10.5 11.1 10.3 10.0 12.1 14.4 10.0 
Right Elbow 12.4 11.6 10.7 9.9 10.9 8.7 9.7 11.8 9.8 
Left Shoulder 10.3 12.2 6.1 9.4 10.8 6.4 9.4 12.3 8.9 
Right Shoulder 10.1 11.9 7.6 8.8 10.3 6.5 8.7 12.8 8.2 
Spine Mid-CLAV 9.6 6.6 5.4 9.1 7.9 4.8 3.1 8.5 10.6 
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Trial Sitting Close Sitting Far Standing Close 
SNR SNRx SNRy SNRz SNRx SNRy SNRz SNRx SNRy SNRz 

Left Hip-LASI -0.7 -3.1 -3.8 5.5 2.8 -1.0 7.5 8.2 -5.4 
Right Hip-RASI 1.2 -3.5 -7.4 5.1 2.8 -1.2 8.2 6.0 -8.9 
Left Hip-LASI+LPSI -1.3 -5.3 -4.4 5.8 2.4 -0.4 8.3 7.9 -5.4 
Right Hip-
RASI+RPSI 0.2 -5.5 -4.3 4.8 2.0 0.2 9.0 4.9 -8.0 

Spine base-
RASI+LASI 1.5 -3.3 -8.9 6.9 3.3 -6.2 12.2 8.1 -7.3 

Spine base-
L/RASI+L/RPSI 0.8 -4.9 -5.6 6.4 2.5 -1.9 11.7 5.4 -8.2 

Trial Standing Far Standing Step Game 
SNR SNRx SNRy SNRz SNRx SNRy SNRz SNRx SNRy SNRz 

Left Hip-LASI 8.5 8.2 -3.9 9.0 8.4 -1.1 7.0 7.9 -2.3 
Right Hip-RASI 8.3 7.0 -5.4 9.8 7.6 -3.7 6.2 5.2 -7.7 
Left Hip-LASI+LPSI 7.7 8.3 -5.3 7.3 8.3 -1.7 7.1 8.5 -3.8 
Right Hip- 
RASI+RPSI 8.1 6.7 -6.5 7.6 7.2 -4.8 8.3 3.9 -9.9 

Spine base- 
RASI+LASI 11.5 8.4 -8.1 10.1 8.5 -3.4 10.7 8.4 -3.5 

Spine base- 
L/RASI+L/RPSI 9.7 7.0 -8.9 9.5 7.5 -5.8 9.2 4.3 -9.2 

*Note: SNRx, SNRy and SNRz represent the signal to noise ratio in x, y and z dimensions. Values > +8 are 
bolded. CLAV, L/RASI and L/RPSI are the joint labels from Vicon plug-in-gait model (Table 2). CLAV 
represents the clavicle position. L/RASI represents the left and right anterior superior lilac, and L/RPSI 
represents the left and right posterior superior lilac [108]. 
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Table 5. Spatiotemporal accuracy of joint signals from the Kinect V2 against the Vicon 
markers for each of the six trials. The accuracy is evaluated by the mean 3D Euclidean 
distance in centimeter and corresponding standard deviation. 

Game Type 
Sitting 
Close  

Sitting 
Far 

Standing 
Close 

Standing 
Far 

Standing 
Step Game 

Joint Name Diff3d Diff3d Diff3d Diff3d Diff3d Diff3d 

Upper Body 

Left Hand 4.07(4.11) 4.34(4.05) 3.80(3.69) 5.02(4.52) 8.70(7.21) 6.17(5.34) 

Right Hand 4.35(4.36) 5.42(4.81) 3.80(3.37) 5.69(5.53) 9.12(9.57) 8.39(7.02) 

Left Elbow 2.80(2.12) 3.07(2.29) 2.92(2.15) 4.60(2.80) 7.19(5.15) 5.69(3.92) 

Right Elbow 3.02(2.43) 4.03(2.80) 3.20(2.02) 4.86(3.31) 7.90(6.04) 7.41(5.44) 

Left Shoulder 1.87(1.11) 2.39(1.25) 1.97(1.08) 3.47(1.93) 6.19(4.65) 4.71(3.33) 

Right Shoulder 1.92(1.09) 2.63(1.43) 2.07(1.12) 3.33(1.90) 6.29(4.62) 4.40(3.18) 

Spine Mid-CLAV 1.36(0.65) 2.19(1.03) 1.87(0.85) 2.97(1.51) 6.64(5.09) 5.01(2.76) 

Lower Body 

Left Hip-LASI 3.28(1.34) 2.95(0.82) 1.45(0.74) 2.67(1.44) 6.10(4.53) 3.82(2.66) 

Right Hip-RASI 1.23(0.53) 1.95(0.77) 1.45(0.74) 2.65(1.46) 6.21(4.38) 4.21(2.94) 

Left Hip- 

LASI+LPSI 2.11(0.91) 2.08(0.73) 1.64(0.82) 2.88(1.51) 5.65(4.09) 4.28(2.62) 

Right Hip- 

RASI+RPSI 1.17(0.53) 1.66(0.73) 1.62(0.80) 2.86(1.43) 5.72(3.87) 4.68(3.05) 

Spine Base- 

RASI +LASI 1.93(0.53) 2.05(0.68) 1.21(0.64) 2.38(1.34) 5.29(3.82) 3.35(2.32) 

Spine Base- 

L/RASI +L/RASI 1.44(0.56) 1.61(0.64) 1.45(0.73) 2.66(1.28) 5.29(3.69) 4.24(2.66) 

*Note:  CLAV, L/RASI and L/RPSI are the joint labels from Vicon plug-in-gait model (Table 2). CLAV 
represents the clavicle position. L/RASI represents the left and right anterior superior lilac, and L/RPSI 
represents the left and right posterior superior lilac [108]. 
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3.4.2.3 Measurement validity 

Extent of Reach 

Overall, the average difference values of maximum extent of reach were less than 

3 cm across all six trials and the percentage error was less than five percent (Table 6). More 

errors were introduced in measurements of the right hand as compared to the left hand. The 

Pearson’s r correlation coefficient of extent of hand in x, y and z dimension are high. Most 

were greater than 0.8. Only one trial had the lowest value 0.7. Extent of reach in 3D had 

lower Pearson’s r correlation coefficient correlation values compared to extent of reach in 

each dimension. But the values were not less than 0.6. The intra-class correlation values of 

extent of reach around the sagital and frontal axes were very high (>0.96) and larger than 

movements around the vertical axis for most of the trials. The intra-class correlation values 

of extent of reach in 3D were relatively low in standing-type trials. 

Maximum and Mean Velocity 

Maximum velocity had larger errors than mean velocity over all the trials (Table 6). 

The largest average error of maximum velocity was about 10cm/s from the “game” trial. 

For mean velocity, the largest amount of error was less than 4 cm/s. When considering 

percentage error, the average percentage error of mean velocity was about 10% and the 

average percentage error of maximum velocity was less than 5%. The errors from the 

“game” trial were greater than other trials and mean velocity errors were larger in sitting 

versus standing trials. The Pearson’s r correlation coefficient values of maximum and mean 

velocities were not less than 0.9 and the intra-class correlation values were not less than 

0.97. 
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Table 6. Accuracy of clinical measures from the Kinect V2 against the Vicon for each of 
the six trials. Accuracies were validated using mean difference, standard error, mean 
percentage error, Pearson’s r correlation coefficient and intra-class correlation with 
corresponding 95% confidence internal. 

   Diff SE Percentage 
error Pearson’s r ICC(3,1)  

95% Confidence internal 

Metrics L R L R L R L R L R 

Sitting close 
Max Ext_X 0.8 2.4 0.2 0.3 1.9 5.4 1.0 1.0 0.99(0.99;1.00) 0.97(0.95;0.99) 
Max Ext_Y 1.8 1.9 0.4 0.5 3.2 3.2 1.0 1.0 0.98(0.91;0.99) 0.98(0.97;0.99) 
Max Ext_Z 1.4 3.0 0.4 0.4 2.6 5.4 0.9 0.8 0.93(0.84;0.96) 0.86(0.71;0.93) 
Max Ext_3D 1.7 2.3 0.3 0.3 2.4 3.3 0.9 0.8 0.85(0.92;0.95) 0.85(0.37;0.95) 
Max Speed 6.7 5.0 1.4 0.9 3.1 2.5 1.0 1.0 0.99(0.97;1.00) 1.00(0.99;1.00) 
Mean Speed 2.0 2.0 0.3 0.3 12.0 10.6 1.0 1.0 0.99(0.81;1.00) 0.98(0.75;1.00) 

Sitting far 
Max Ext_X 2.1 2.9 0.5 0.4 4.5 6.1 1.0 1.0 0.98(0.93;1.00) 0.97(0.83;0.99) 
Max Ext_Y 1.3 2.4 0.3 0.3 2.4 4.0 1.0 1.0 1.00(0.99;1.00) 0.98(0.95;0.99) 
Max Ext_Z 1.0 2.8 0.4 0.4 1.9 5.0 1.0 0.9 0.97(0.94;0.99) 0.93(0.85;0.96) 
Max Ext_3D 1.8 2.7 0.3 0.4 2.6 3.9 1.0 0.8 0.97(0.89;0.99) 0.81(0.42;0.92) 
Max Speed 3.3 4.7 0.5 1.0 2.4 2.8 1.0 1.0 1.00(1.00;1.00) 1.00(0.99;1.00) 
Mean Speed 2.4 2.0 0.3 0.3 12.9 11.0 1.0 1.0 1.00(0.99;1.00) 0.98(0.94;0.99) 

Standing close 
Max Ext_X 1.8 2.7 0.3 0.3 3.5 5.3 1.0 1.0 0.99(0.98;1.00) 0.98(0.96;0.99) 
Max Ext_Y 1.2 2.3 0.4 0.3 1.9 3.7 1.0 0.9 0.99(0.98;1.00) 0.96(0.91;0.98) 
Max Ext_Z 1.0 2.7 0.4 0.4 1.6 4.2 0.8 0.8 0.88(0.74;0.95) 0.83(0.37;0.94) 
Max Ext_3D 1.6 2.5 0.3 0.5 2.3 3.5 0.9 0.6 0.90(0.68;0.96) 0.74(0.45;0.88) 
Max Speed 7.6 7.4 1.2 1.4 4.1 4.3 1.0 1.0 0.99(0.99;1.00) 0.99(0.98;1.00) 
Mean Speed 1.4 1.7 0.3 0.3 6.5 7.5 1.0 1.0 0.99(0.93;1.00) 0.99(0.94;0.99) 

Standing far 
Max Ext_X 2.7 2.9 0.5 0.3 4.8 4.9 1.0 0.9 0.99(0.96;1.00) 0.93(0.74;0.97) 
Max Ext_Y 1.0 1.4 0.2 0.2 1.7 2.4 1.0 1.0 0.99(0.99;1.00) 0.99(0.98;1.00) 
Max Ext_Z 1.1 2.9 0.4 0.4 1.7 4.6 0.9 0.9 0.94(0.85;0.97) 0.92(0.69;0.97) 
Max Ext_3D 2.5 2.6 0.5 0.4 3.5 3.6 0.7 0.6 0.74(0.32;0.89) 0.68(0.18;0.86) 
Max Speed 5.9 8.5 1.0 1.2 3.3 3.9 1.0 1.0 1.00(0.99;1.00) 0.99(0.97;0.99) 
Mean Speed 2.1 2.0 0.3 0.3 9.5 9.0 1.0 0.9 0.97(0.93;0.99) 0.97(0.94;0.99) 

Standing step 
Max Ext_X 2.6 3.0 0.4 0.3 4.9 5.4 1.0 1.0 0.99(0.97;1.00) 0.97(0.89;0.99) 
Max Ext_Y 0.9 2.3 0.2 0.4 1.6 3.5 1.0 0.9 0.99(0.99;1.00) 0.97(0.93;0.98) 
Max Ext_Z 1.8 2.8 0.4 0.4 2.8 4.5 0.9 0.9 0.88(0.62;0.95) 0.90(0.41;0.97) 
Max Ext_3D 2.3 2.5 0.3 0.4 3.4 3.5 0.8 0.7 0.87(0.69;0.94) 0.75(0.46;0.88) 
Max Speed 6.6 4.9 1.1 1.0 3.8 2.3 1.0 1.0 1.00(1.00;1.00) 1.00(0.99;1.00) 
Mean Speed 1.6 1.7 0.3 0.3 4.9 5.5 1.0 1.0 1.00(0.99;1.00) 0.99(0.96;1.00) 
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Game 
Max Ext_X 1.5 3.0 0.3 0.3 2.8 5.0 1.0 0.9 0.99(0.98;1.00) 0.91(0.59;0.97) 
Max Ext_Y 1.8 2.8 0.4 0.4 3.2 4.7 1.0 0.9 0.98(0.96;1.00) 0.96(0.91;0.98) 
Max Ext_Z 2.8 2.7 0.4 0.5 4.2 4.4 0.7 0.8 0.70(-0.10;0.89) 0.87(0.73;0.94) 
Max Ext_3D 2.4 2.9 0.5 0.5 3.4 4.1 0.8 0.6 0.81(0.51;0.92) 0.63(0.18;0.83) 
Max Speed 8.1 9.3 1.6 1.7 4.7 4.5 1.0 1.0 0.99(0.98;1.00) 0.99(0.97;0.99) 
Mean Speed 3.5 3.7 0.6 0.7 9.2 9.0 0.9 0.9 0.97(0.93;0.98) 0.97(0.94;0.97) 

      *Note: ‘L’ and ‘R’ means left hand and right hand. Max_Ext means the maximum hand of extent. 

3.4.3 Discussion 

Mystic Isle, similar to other rehabilitation-focused games and software, has been 

shown feasible as an intervention for people with stroke with the Microsoft Kinect V2 

camera being used as an input device. Before using the Kinect V2 and the Mystic Isle 

software as an assessment tool in a clinical setting, it is necessary to validate the accuracy 

of the Kinect V2’s tracking capabilities. Therefore, the purpose of this study was to 

determine the spatial accuracy and measurement validity of the Microsoft Kinect V2 sensor 

in comparison to a gold-standard marker-based motion capture system (ViconTM). We 

have demonstrated that Mystic Isle provides an accurate measurement of movement 

relative to the Vicon system; however there are some movements and planes of 

measurement in which the accuracy is considerably lower. The findings from this study are 

similar to findings from other comparison studies between the Kinect V1 and the Vicon. 

This study is different from prior work in that we tracked movements of the upper limbs 

during unrestrained full-body movements (versus just the lower limbs during walking) and 

the participants were not limited to specific planes of movements and could choose to use 

either hand during a reach [109, 111, 112]. The movements in this study more closely 

mimic real-world performance; this has significant implications for clinical rehabilitation 
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practice. Each of these points are discussed below. We conclude with limitations and next 

steps for research and clinical practice.  

With regards to exploring measurement validity, we found that the errors of hand 

extension and speed metrics from the right hand were larger than the errors of the left hand, 

but the higher error rate is still close enough for relevant clinical assessments. Also, we 

also observed that the percentage errors of mean velocity of sitting trials were larger than 

the error from standing trials. In sitting, participants tended to move slower than in standing; 

thus overall velocity was lower in sitting. However, the absolute errors were similar across 

all trials.  

The sixth trial, the sorting game, had the largest percentage errors of all trials. There 

are two reasons for this. First, the sorting game trial was the longest trial. The longer a 

person is engaged with the task, the greater the potential for noise to be introduced. Second, 

the required movements for game success were different than the other trials. Participants 

“dragged” a virtual target from one side of the screen to another in order to “sort” the virtual 

objects. Further, some participants had to bend at the knee in order to “place” the virtual 

object in the correct spot. The bending position likely introduced some noise and limited 

the tracking capability of the Kinect V2, particularly at the hip joints. 

When considering spatial accuracy of the tracked joints, the joints of the arm were 

highly correlated between both systems and had high SNR values. The joints of the hip had 

much lower SNR values and fewer correlations over 0.90. Other researchers have reported 

similar findings with regards to the lower body [111]. Mentiplay et al. found poor 

agreement between Kinect V2 and a Vicon system in peak hip flexion [113]. These lower 

correlation values have often been interpreted as a consequence of the optimization of 



46 
 

Kinect SDK for gesture-based games [111]. Thus, The Kinect SDK appears to provide 

higher tracking abilities on upper body joints. 

Despite the decreased spatiotemporal accuracy of the Kinect for tracking lower 

body joints, researchers have shown that the Kinect is able to track walking paths and 

provide data for calculating gait-related variables with relatively high accuracy (e.g., stride 

length, walking speed) [114, 115]. Guess et al. showed the Kinect can accurately measure 

hip and knee flexion angles for a vertical drop jump [112]. One of the first evaluations of 

the Kinect for upper body tracking demonstrated similar percentage errors [109]. In this 

study, we explored full-body movements that involved reaching, sitting, stepping, and 

cross-body movements. These results add a richness to the primarily gait-related literature 

validating the use of the Kinect for tracking upper body kinematics during full body 

movement. Allowing participants more freedom in a reaching movement (e.g., choice of 

hand, allowing cross-body reaches) mimics daily activity much more closely than other 

studies [109, 111, 112]. This may limit the internal validity of the study; however it greatly 

increases the external validity of the findings. We are the first to validate the Kinect V2 in 

this scenario.  

Additionally, these findings support the use of the Kinect V2 in a clinical 

rehabilitation setting. We have shown that the Kinect V2 is an accurate tool for tracking 

movement; the clinical measurements we can obtain (e.g., extent of reach) are repeatable 

and valid. Reliability of standard clinical assessment tools for range of motion 

(goniometers) vary across clinical populations and joints measured [116, 117]. The ICCs 

between raters and between tools in prior studies range from 0.50 to 0.98 [118, 119]. 

Therefore, the Kinect V2 has the potential to be utilized in clinical practice and home-based 
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rehabilitation to complement existing outcome assessments. Furthermore, these data can 

be collected by the Kinect V2 in remote settings, such as a patient’s home, and provide 

clinicians with a look at performance over time. Health insurance companies are 

demanding more data and metrics to support clinical decision making. With a validated 

sensor, this system has the potential to provide rehabilitation clinicians and insurers with 

high quality, performance-based data and outcomes.   

This study has a few limitations. First, the sample is relatively homogenous, young, 

and a majority of females, which limits a generalization of the findings to an older 

population, which is common in stroke rehabilitation. Our previous studies with the Mystic 

Isle game have involved stroke patients [27, 39]; however, we have not yet validated the 

assessments in this population. Our ongoing research is investigating this further in an older 

population. Second, there were some error differences in tracking the left and right hands, 

although these were not statistically significant, and the errors are within acceptable rates 

for clinical use for both left and right sides [115, 120]. Lastly, people with stroke have 

different movement patterns and postures as compared to healthy individuals. Flexor 

synergy patterns and spasticity might make it more difficult for the Kinect V2 to reliably 

track the more affected extremity; however, we have had much success in our prior work 

[27, 39]. 

Our preliminary research has shown that motor function and daily activity 

performance of stroke patients can improve through the use of Mystic Isle as an in-home 

intervention [121]. The next step for our research is to use the Kinect V2 to complete 

assessments of movements in people with stroke. Additionally, we are building an in-home 

monitoring system that utilizes the Kinect V2 for ambient tracking of movement and as an 
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assessment of upper extremity movement performance. These studies will further test the 

use of the Kinect V2 as a valid tool for tracking movements in rehabilitation populations. 

3.5 Kinematic assessment on stroke participants  

To explore the use of VR-based rehabilitation game to assess upper extremity 

movement for individuals post-stroke, movement data captured with the Microsoft 

Kinect® from four separate studies were aggregated for analysis (n = 8 individuals post-

stroke, n = 30 individuals without disabilities). Kinematic measurements, normalized jerk, 

movement path ratio, and average path sway, were used to evaluate the smoothness and 

efficiency of the hand movements. Data from the 30 healthy individuals created a 

normative baseline for the three kinematic variables. The assessment outcome of 

individuals post-stroke was compared with the normative baseline.  

3.5.1 Participants and study design 

Demographic data for all studies are combined and reported in Table 7. Respective 

Institutional Review Boards approved all studies and all participants provided written 

Informed Consent prior to enrollment. 

*FMA-UE: Fugl-Meyer Assessment- Upper Extremity baseline score 

Study 1: Healthy Individuals 
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For this study [40], thirty individuals without any hemiparesis or disability in the 

arm or hand interacted with the Mystic Isle game while being simultaneously tracked by 

the Vicon motion capture system. Each individual played 12 games. 

Study 2: In-Home Post-stroke (moderate impairments) 

For this study [39], three individuals with moderate upper extremity impairments 

post-stroke played the Mystic Isle game in their home for 6 weeks. Each of the games was 

designed based on participant-identified goals using the Canadian Occupational 

Performance Measure (COPM) [122]. All three participants reported improvements in 

performance of their daily occupations and there were minimal barriers to use of the system 

in the home setting [39].  

Study 3: In-Home Post-stroke (minimal impairments) 

Table 7. Demographics for participants across the four studies included in the analysis. 

 AGE SEX HANDEDNESS SIDE 
IMPACTED 
BY STROKE 

FMA-
UE* 

STUDY 1       24.2 ± 6.6 M: 6, F: 24 R: 28, L: 2 -- Healthy 

STUDY 2 P1 55 M R L 24 

P2 54 F R R 45 

P3 56 M R L 25 

STUDY 3 P1 61 F R L 64 

P2 47 M R R 66 

P3 36 M R L 64 

STUDY 4 P1 56 F L L ND 

P2 57 M R R ND 

 



50 
 

The study followed the same methods as Study 2; however all three participants 

had mild upper extremity impairments post-stroke. No outcome data have been formally 

reported for this study. 

Study 4: LSVT®BIG home exercises (moderate impairments) 

For this study, two participants completed the Lee Silverman Voice Treatment®-

BIG (LSVT®BIG) intervention 4 days per week for 4 weeks. The LSVT®BIG intervention 

has an associated home program that is completed once on intervention days and twice on 

non-intervention days. The two participants completed the home program via the Mystic 

Isle game. The exercises and functional tasks involved sustained reaches and movements, 

interacting with virtual objects in a similar way to the prior studies. Both participants had 

Table 8. Average values for efficiency metrics across the four studies. 

 
 

PATH RATIO AVERAGE SWAY DISTANCE (MM) 

Study 1 
 

0.76 ± 0.11 80.15 ± 30.08 

 
 

More affected Less affected More affected Less affected 
Study 2 P1 0.47 ± 0.25 0.63 ± 0.18 106.3 ± 65.9 146.0 ± 105.5 

P2 0.55 ± 0.22 0.51 ± 0.23 182.2 ± 87.7 115.4 ± 61.9 

P3 0.20 ± 0.12 0.15 ± 0.14 367.6 ± 102.8 271.4 ± 193.1 

Study 3 P1 0.56 ± 0.17 0.61 ± 0.11 151.9 ± 52.5 131.6 ± 40.8 

P2 0.47 ± 0.23 0.51 ± 0.21 170.9 ± 88.8 156.3 ± 86.0 

P3 0.53 ± 0.23 0.54 ± 0.21 182.4 ± 115.2 175.8 ± 98.8 

Study 4 P1 0.35 ± 0.24 0.38 ± 0.26 253.9 ± 126.0 233.0 ± 133.0 

P2 0.50 ± 0.20 0.51 ± 0.17 112.0 ± 76.6 122.0 ± 67.1 
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improvements in upper extremity motor function and self-rated occupational performance 

[123].  

3.5.2 Statistical analysis 

For the healthy individuals in Study 1, a within subjects t-test was used to determine 

if there was a statistically significant difference in right vs. left upper extremity reaches. If 

there was no difference, the data were collapsed into one group and averaged for all 

kinematic variables. Given the small sample size and diversity within the study participants 

post-stroke, the data were averaged across all reaches for each kinematic variable. 

3.5.3 Assessment results 

There were no differences in path ratio (p = 0.56), average sway distance (p = 0.45), 

and normalized jerk (p = 0.62, 0.49 and 0.86 for reaches on target paths, reaches without 

outliers and reaches on valid paths, respectively) between the right and left upper 

extremities for the healthy individuals. Therefore, the data were averaged across the right 

and left upper extremities for all three kinematic variables. Table 8 and Table 9 display the 

results for all kinematic variables for healthy individuals as well as each post-stroke 

participant by sides more and less impacted by their stroke. 
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Table 9. Average values for normalized jerk across the four studies. 

  
Reaches on target paths Reaches without outliers Reaches on valid paths 

St
ud

y 
1 

 
6.0E4 ± 8.9E5 4.3E3 ± 6.0E3 4.3E4 ± 5.7E5 

  More 
affected 

Less 
affected 

More 
affected 

Less 
affected 

More 
affected 

Less 
affected 

St
ud

y 
2 

P1 1.0E7 ± 
1.4E8 

7.4E6 ± 
7.4E0 

1.5E5 ± 
2.5E5 

2.6E5 ± 
3.8E5 

1.2E7 ± 
1.8E8 

1.8E7 ± 
1.4E8 

P2 2.6E5 ± 
5.7E6 

4.4E5 ± 
1.1E7 

5.5E3 ± 
8.8E3 

6.3E3 ± 
9.7E3 

1.2E5 ± 
1.6E6 

8.8E4 ± 
1.0E6 

P3 8.9E8 ± 
5.6E9 

1.0E9 ± 
5.8E9 

3.5E6 ± 
6.3E6 

6.9E6 ± 
1.3E7 

3.3E8 ± 
1.2E9 

8.8E8 ± 
4.6E9 

St
ud

y 
3 

P1 3.1E6 ± 
2.1E7 

2.6E6 ± 
1.9E7 

2.5E5 ± 
3.2E5 

2.4E5 ± 
3.3E5 

2.0E6 ± 
1.7E7 

1.6E6 ± 
1.9E7 

P2 1.4E6 ± 
4.4E7 

3.7E6 ± 
1.3E8 

1.7E4 ± 
2.3E4 

1.7E4 ± 
2.3E4 

1.5E6 ± 
4.8E7 

4.9E6 ± 
1.7E8 

P3 1.7E6 ± 
7.2E6 

2.0E6 ± 
9.9E6 

2.2E5 ± 
3.2E5 

2.2E5 ± 
3.2E5 

1.1E6 ± 
6.1E6 

1.4E6 ± 
7.4E6 

St
ud

y 
4 

P1 1.4E5 ± 
1.4E6 

1.3E5 ± 
1.0E6 

1.7E4 ± 
2.4E4 

4.2E3 ± 
6.0E3 

1.2E5 ± 
1.0E6 

9.8E4 ± 
6.8E5 

P2 1.6E6 ± 
4.4E7 

1.8E6 ± 
5.4E7 

3.2E4 ± 
4.4E4 

3.2E4 ± 
4.3E4 

1.8E6 ± 
4.9E7 

1.9E6 ± 
5.9E7 
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Kinematic variable: Path ratio 

 The average movement path ratio for healthy individuals was 0.76 ± 0.11. For all 

participants post-stroke, even those with mild impairments, average path ratio was smaller 

(indicating less efficient movements). Most participants post-stroke also had a smaller path 

ratio for their more affected side post-stroke shown in Figure 9, Table 8. 

Kinematic variable: Average sway distance 

The average sway distance for healthy individuals was 80.15 ± 30.08. Most 

participants post-stroke had larger sway distances (indicating a less efficient path taken 

by the upper extremity). Again, those with mild impairments had large average sway 

 

Figure 9. The mean and standard deviation of path ratio of healthy individuals and 
participants post-stroke. 
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distances and large standard deviations (variance) in their movements shown in Fgiure 

10, Table 8. 

Kinematic variable: Normalized jerk 

We report normalized jerk values for all data analysis approaches. The average 

normalized jerk on target paths for healthy individuals was 6.0E4 ± 8.9E5 for reaches on 

target paths, 4.3E3 ± 6.0E3 for reaches with outliers removed, and 4.3E4 ± 5.7E5 for 

reaches on valid paths. For the participants post-stroke, most values were 2-5 orders of 

magnitude larger than healthy individuals, even on the less affected side post-stroke shown 

in Figure 11, Table 9.  

3.5.4 Discussion 

The purpose of this study was to explore the utility of the Microsoft Kinect® in 

assessing clinically relevant measures of movement quality for individuals post-stroke. 

 

Figure 10. The mean and standard deviation of average sway distance of healthy 
individuals and participants post-stroke. 
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We can calculate new assessments of movement quality, such as smoothness of 

movement and movement efficiency. Further, these kinematic variables are potentially 

sensitive in detecting less efficient movement in individuals with mild motor impairments 

post-stroke. We discuss each of these points below along with limitations and future 

research. 

The clinical kinematic variables calculated in this study provide insight into the 

quality of movement for post-stroke individuals. For rehabilitation games played using a 

3-dimensional depth sensor, the therapist programs the location of the virtual objects in 3-

dimensional space [39, 124]. Individuals are only successful in the Mystic Isle game if 

they touch the virtual object at that full extent of reach. Therefore, traditional measures of 

 

Figure 11. The mean and standard deviation of normalized jerk of healthy individuals 
and participants post-stroke. 
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range of motion or extent of reach provide little clinical insight. Additionally, for post-

stroke individuals, reaching velocity is often not indicative of movement quality. For 

those with spasticity or increased tone, asking them to move faster leads to compensatory 

movement strategies during reaching [125]. Movement efficiency and smoothness are 

measures of the quality of a reach and have implications for designing interventions in 

the clinic and home settings. A therapist can include treatment components that challenge 

movement efficiency and smoothness within a functional task. As an assessment tool, 

these clinical kinematic variables can be used to document performance over time and 

supplement existing clinical outcome measures.  

For the mild stroke population, these kinematic variables are potentially sensitive 

to performance impairments that are unobservable, even with a trained therapist eye. 

Therapists often treat individuals with mild stroke and other mild brain injuries (e. g., 

post-concussive syndrome) who report difficulty in motor-based tasks that have an added 

cognitive or balance component. For example, individuals post-stroke who completed 

dual tasking during walking demonstrated poorer performance than walking alone [126]. 

Therapists could use these kinematic variables to detect deficits in performance and 

intervene as appropriate. This is especially important for those with mild stroke who 

return sooner to work and other community activities [127]. 

This study has some limitations. First, the sample size is very small; however, this 

is to be expected given the exploratory nature of the study. The next step is to recruit a 

larger sample of individuals with both mild and moderate motor impairments post-stroke 

to determine sensitivity and specificity of the kinematic variables. Second, the Microsoft 

Kinect® is a fairly robust tracking system; however, it is subject to variations in tracking 
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quality based on the individual’s environment, lighting, and distance from the sensor. 

This impacts the overall reliability of the data. Additionally, the Microsoft Kinect® is no 

longer being produced; however currently available depth sensors use similar methods 

for skeletal tracking and the results shown here have applications regardless of the 

technology. Lastly, this study explored three new kinematic variables over short time 

periods. Future research will explore these variables over longer intervention periods.  

More rehabilitation games are including a depth sensor as the input/tracking 

device [128]. It is imperative that these systems include clinically applicable and useful 

assessments. These kinematic variables within game-based rehabilitation systems using 

depth sensors become more necessary as telehealth becomes more widespread and 

insurance companies demand measures of patient progress for reimbursement. The 

portability of this system and pairing with engaging rehabilitation-specific games adds 

new avenues for in-home stroke rehabilitation as both a stand-alone and adjunct to 

existing rehabilitation. 
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CHAPTER 4 DAILY ACTIVITY RECOGNITION AND 

ASSESSMENT SYSTEM 
There are three main parts of the daily activity recognition and assessment system 

(DARAS) which are an action data logging system part, action recognition and temporal 

action localization part and an action assessment part. In the data logging system part, 

different depth sensors have been investigated to provide an efficient and convenient way 

to collect daily motion data. Two versions of action recognition algorithms have been 

explored to provide accurate action recognition results from manually segmented videos to 

real-life unsegmented video streams. Kinematic assessments are performed for each 

recognized action using joint data. 

4.1 Action logging system 

The action logging system of in the DARAS records depth and skeletal data. Depth 

data are made of pixels that contain the distance from the camera plane to the objects. 

Skeletal data are a series of entries of 3D Cartesian points, specifying the location of joints 

in 3D space during recorded time. 

 

Figure 12. Unprocessed (left) and processed (right) depth data of a subject cutting 
with a knife. 
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4.1.1 Kinect-based Window application  

Using the Kinect sensor, the logger records unprocessed depth data as well as depth 

data with a patient segmented out shown in Figure 12 [129]. In addition to depth data, 

skeletal data are also collected. Each recording has an associated .csv file with x, y, and z 

coordinates for all the joints tracked by the Kinect. The units are in meters, with the z 

coordinate encoding depth. 

The skeletal data are utilized for assessment of range of motion. With x, y, and z 

coordinates of all joints, we calculate kinematic measures such as mean velocities, max 

extension, symmetry of hand movements, and chest sway. 

All data collected, processed and unprocessed, are stored locally by a computer 

hosting the program. 

4.1.2 VicoVR-based mobile application 

VicoVR sensor [130] has been investigated for collecting depth and skeletal data in 

the data logger system. Figure 13 shows the module diagram. The main components are a 

 

Figure 13. The diagram of action logging module. The VicoVR sensor with Nuitrack 
SDK recorded the cooking actions in both depth and skeletal data. The developed 
action logger app on a tablet enabled the data collection, received and stored the data, 
and visualized the received data in real time.  
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VicoVR sensor and an android-based application. The VicoVR sensor is able to collect 

depth data continuously. To set up a reliable connection, the VicoVR broadcasts the depth 

data over a private wifi network (WiFi 802.11n). The data stream includes three-

dimensional coordinates of skeletal joints, and a raw depth map with a maximum resolution 

of 640x480 at 30 frames per second [37]. The Android device connects to the WiFi hotspot 

and runs a lightweight application built with Unity and the Nuitrack SDK. The application 

records the depth frames at maximum possible transfer rate. The skeletal joints’ three-

dimensional positions are recorded in synchronization with each corresponding frame. The 

recording interface is shown in Figure 14. By saving this data to an external SD card on 

the android device, skeletal data or depth data can be transferred off site to be used with 

temporal action localization and assessment. 

4.1.2.1 VicoVR sensor  

VicoVR is a Wi-Fi and Bluetooth accessory that provides full body and positional 

tracking to Android and iOS smart devices. With the wireless connection, wires for data 

transferring can be removed. Nuitrack SDK has been integrated for Unity3D in the design 

to develop a mobile application to retrieve the data from the VicoVR sensor. The SDK 

provides up to 19 skeletal joints in 3D coordinates with maximum 30 frames per second 

[37] to perform full body tracking and gesture control [37]. The built-in depth sensor has 

an ideal range of .5 to 4.5 meters but can measure depth up to approximately 6.6 meters. 

With a horizontal field of view of 60 degrees, VicoVR is comparable to a Kinect V2. 

4.1.2.2 Android-based daily action observation application 

An android-based application has been developed using Unity 3D to automatically 

enable the data collection when a person is in the view of the VicoVR sensor. We map the 
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view of the sensor to the interface of the application for display. The application also 

monitors the wireless connection between the VicoVR sensor and an android device. Since 

tablet PC usually provides a bigger interface compared with smartphones, we choose the 

Samsung Galaxy Tab S3 to run the application. 

The application was designed to be as simple and lightweight as possible. Compared 

to a traditional setup, the tablet has less storage and slower processing speeds. To 

compensate this, all data is saved as a one-dimensional byte array compressed into a binary 

file. Each byte represents a decimal value between 0 and 66536 which corresponds to the 

distance value of each pixel in the depth map. The data is later converted to a series of .png 

format images for use with temporal action localization. With each depth frame, a new 

skeletal data entry is saved as a csv for action assessment. The skeletal joints chosen are 

head, neck, torso, waist, left/right shoulder, left/right elbow, left/right hand, left/right hip, 

left/right knee, and left/right ankle. Each joint has a 3D coordinate value as well as a 

 

Figure 14. The interface of daily action logging App with the real-time depth and 
skeletal joint data displayed. 
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confidence score. The Nuitrack middleware currently only supports values of 0 and .75 

which represent not detected and detected joints, respectively. For action assessment, we 

are able to ignore 0 values. 

4.1.3 TVico-based mobile application 

TVico [24] is an interactive Android computer with 3D sensor and RGB camera, a 

product developed jointly by Orbbec and 3DiVi Inc. It tracks up to 19 skeletal joints using 

Nuitrack Body Tracking SDK. I integrated Nuitrack SDK for Unity3D in the design to 

develop a mobile application to retrieve the data from the TVico sensor. The recording rate 

for both skeletal joint data and depth frames are 30 frame per second. The real-time data 

stream is displayed on the screen shown in Figure 15. 

 

Figure 15. A depth frame and the corresponding skeletal joint data collected from the 
TVico sensor. 
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4.1.4 Foresite based system 

The Foresite system is a standalone system [25]. The hardware modules including an 

Astra depth camera, processor, Wi-Fi module, and memory have been integrated into a 

small box.  An optimized action logger application with Astra SDK efficiently collects 

depth and joint data of a patient and family members and stores the data in either local disk 

or remote cloud storage. The system is able to perform data collection for 24 hours. When 

the logger crashes, the operating system automatically restarts the logger application. The 

status of the data collection and data storage have been monitored by the operating system. 

Email notifications were sent to a selected researcher. The main functions of the logger 

system are shown in Figure 16. 

 

4.1.4.1 Hardware overview 

The hardware modules of the Foresite system includes a processor, caches, memory 

an Astra depth sensor, a Wi-Fi module, and a USB drive shown in Figure 17. All the 

modules are integrated in one small box.  

 

Figure 16. The main functionalities of the Foresite based action logger system. 
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4.1.4.2 Action Logger software 

An action logger application has been developed to initialize and utilize the Astra 

SDK to retrieve the depth data and joint data. The depth data are matrices with the depth 

values, which represent the distance of the objects in the view to the depth sensor. The joint 

data are a list of joint locations of the detected persons in the view in three dimensions. 

After retrieving the data, the logger application converts the raw depth data to a format 

which can be easily interpreted. Finally, the logger saves the depth data and joint data to a 

memory space.   

The Astra SDK provides low level depth stream and higher-level joint body stream. 

The depth stream contains depth data from the sensor. The data array included in each 

DepthFrame contains values in millimeters for each pixel within the sensor's field of view. 

Body data is computed from the depth data. It contains 2D position and 3D position of 19 

joints shown in Figure 18, the mask of users on depth data and floor info. It supports max 

to 5 people. The Astra SDK provides free access to the depth data and 30-minute access to 

the joint data. A license is required to get the unlimited access to the joint data. 

It shows that it requires at least 6 frame per second (fps) for an action recognition 

model to provide accurate recognition results. The higher the depth frame sample rate, the 

 

Figure 17. The hardware modules embedded in the Foresite system. 
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more details will be provided of an action. Thus, the goal of the action logger application 

is to efficiently record and store the depth date and joint data in at least 6 frames per second. 

The sample rate of depth data is about 30 fps. It consumes time to store the depth frame to 

memory. We need to ensure the saving rate of the depth frame is above 6 fps.  

In the initial version of the action logger application. The raw depth data are 

converted to grey-level pixel values and each frame are converted to image frame in .png 

using ImageMagic library. Finally, the png frames were saved in the memory space. In this 

version, the depth data saving rate is about 3 fps.  

After tracking the processing time of each function in the initial version, the two most 

time-consuming processes are converting a pixel matrix to a .png image and saving the 

images to the memory, because the size of an image frame is large. 

To achieve the goal of depth frame collection rate at more than 6 fps, optimizations 

have been performed in three directions. First, the png image conversion rate is low. It 

turns out that the png frame generation can be conducted in post-processing. As a result, 

the time of converting pixel matrices to png frames can be reduced, and the overall time of 

processing the raw image to the desired format can be reduced. Secondly, the time of 

writing the depth data to a memory space is proportion to the size of the data. To reduce 

 

Figure 18. The depth image (left) collected from the Foresite sensor. The corresponding 
depth image with skeletal joints (right) generated using the Astra SDK. 
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the size of data to be stored, the depth matrices have been compressed. Thirdly, the 

bottleneck is the process of writing the depth matrices to memory. To optimize the memory 

writing process, a multi-thread saving mechanism has been implemented shown in Figure 

19. Specifically, a customized data structure named frame_data is created to store a depth 

matrix, and a customized data structure named write_cache is created to save a batch of 

frame data wrapped with header and tail for validation. The size of the write_cache is set 

to 30 frames. The status variable is also included in a write_cache to indicate the writing 

status of this cache. The main process looks for an empty status write_cache and writes the 

depth matrix into the cache. While writing the cache, the status of that cache has been 

changed to ‘consume’. Whenever the cache is full, the status of the cache will also be 

updated to ‘full’. Multiple threads have been created to handle the process of writing cache 

data to memory. Whenever a cache’s status changes to full, a thread will compress the data 

in the cache and write the compressed data to memory. The semaphore mechanism has 

 

Figure 19. Data collection optimization mechanism. Multiple caches were allocated to 
store the income data frames. Several threads were created to store the data in batch 
whenever a cache is full. The frame rate with the optimization mechanism has been 
increased to 8 fps. 
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been applied to organize the threads. With the optimization, the frame rates of the depth 

frame and joint data have been increased to at least 8 frames per second (fps).  

4.1.4.3 Self-recovery functions 

4.1.4.3.1 Restart  

The operating system kills the existing processes of the action logger application. 

Then, the operating system executes the logger application. At the same time, an email 

notification will be sent to the assigned email address as shown in Figure 20. The output 

of the logger application will be echoed to an assigned text file.  

4.1.4.3.2 Monitor the logger and fix the crash 

The operating system verifies if the logger process is running every ten minutes. If 

the logger process doesn’t exist, the operating system will execute the logger application. 

The crash information will be logged in a text file and also be sent to the assigned email 

address as shown in Figure 21.   

4.1.4.3.3 Monitor memory usage 

The amount of data that has been collected is monitored. The usage of the memory 

is checked daily, and the memory status is sent to the assigned email address as shown in 

Figure 22.  
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4.1.4.4 Astra SDK setup and license 

The SDK license needs to be added in the logger source shown in Figure 23. The 

free version only supports 30-minute joint data service.  

4.1.5 Comparison of the developed systems 

The primary objective of the action logger system is to collect the depth and joint 

data of a patient. Besides the primary goal, whether the system is portable, easy to install, 

stable, and efficient in data collection and transmission will also be considered.  

The Table 10 below lists the advantages and disadvantages of each developed system 

using different depth senser.  

As we can see from the table, the Kinect system collects depth and joint data with 

the highest quality, and it is the most stable system. However, using the Kinect system 

brings the following drawbacks.  First of all, the installation requires connecting the Kinect 

sensor to a computer and several converters and chargers. Second, it can be difficult to find 

a place to set up the system, since there are several components and multiple wires. As a 

result, it turns out to be not feasible to use the system for long-term data collection. Though 

 

Figure 23. An email notification on memory usage of the system. 

 

1. astra_initialize();  //initialize astra sdk  
2. //to use body tracking, you must set license after initializing  
3. const char* licenseString = "<INSERT LICENSE KEY HERE>";  
4. orbbec_body_tracking_set_license(licenseString); 

Figure 22. Include the Astra SDK license to the DARAS logger source code. 
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the VicoVR system with the Nuitrack SDK generates depth data and joint data, the 

Bluetooth connection is not stable. 

Compared with the other systems, the Foresite system with Astra SDK meets the 

primary goal, of generating depth and joint data. The Foresite system is standalone, which 

is easy to install.  A web-based application has been developed for wirelessly adjusting the 

view of the camera, which makes the installation easier. Developed functions for 

monitoring the status of data collection, data transmission, and memory usage have been 

created for the system. As a result, the Foresite system is the best choice.  

4.2 Data collection 

4.2.1 View experiment and installation strategy 

Preliminary experiments were conducted to test the capability of continuously 

collecting data for three months. In addition, we tested various sensor placements to 

Table 10. The comparison of the developed action logger system using different depth 
sensors. The Kinect V2 device, the VicoVR, TVico sensor, and the Foresite system were 
investigated. The Foresite system is the best choice. 

 Kinect VicoVR/ TVico Foresite 
Software Kinect SDK Nuitrack SDK Astra SDK 

Portability Need a high-performance 
computer. A Kinect sensor 

needs to be charged by 
multiple adapters. 

VicoVR needs to pair 
with a smart device. 

Standalone system. 

Installation A developed application 
running on a computer. 

An app was developed 
for an Android device. 

A web application 
was developed. 

Sample rate Fast (15/30 fps) Slow (~6 fps) ~10 fps with multi-
thread optimization 

Stability Stable The Bluetooth connection 
might get lost 

Stable 

Storage Local local Local/Remote 

Monitoring None None Email notification 
and auto-

recovering features 
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maximize the number of frames with low noisy and good views of a participant. Within 

each setup we explored the height of the device, the view angle of the device, full-body 

view or half-body view, and the distance between the device to a participant. 

Before investigating the data quality in different views, the system was installed in a 

healthy participant's home for three months to ensure that the system can collect data for a 

long period of time. The system ran as expected, which collected depth and joint data of 

the participant and their family members. The system was able to recover automatically 

when it crashed. Developers received daily notifications of memory usage and action 

logger status. 

After verifying the stability of the system, a view experiment was conducted in a 

healthy participant’s kitchen. The layout of the kitchen is displayed in Figure 24. Three 

different views were investigated marked in Figure 24 and Figure 26. The pictures of the 

kitchen were shown in Figure 25. 

The description of the views is listed below. 

a. View 1. The system was installed on the ceiling near the entry door of the kitchen. 

The participants’ depth and joint data were captured in a diagonal view. The system 

had the furthest distance to the participants, about 5 meters.  

 

Figure 24. The kitchen layout of the view experiment. 
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b. View 2. The system was installed on the ceiling in a corner of the kitchen. It 

captured the participant’s data from a side view. The distance between the system 

and the participants was about 3 meters.  

c. View 3. The system was placed on the countertop, and the location was close to the 

second view.  

The depth data and joint data were compared among three views shown in Table 11. 

After analyzing the quality of the data collected from different views, we found that 

a side view or diagonal view with about a three-meter distance provide less noisy joint data 

and more full-body view frames. 

 

(a) 

 

(b) 

Figure 25. The pictures of the kitchen where the view experiments were conducted. (a) 
A system was installed on the ceiling near the entry to record data from View 1. (b) A 
system was installed on the ceiling in the corner of the kitchen to record data from View 
2. A system was placed on the countertop to record data from View 3. 
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4.2.2 Stroke participant data collection 

To develop and refine an action recognition algorithm for detecting specific 

functional activities in the home setting of stroke patients, in-home activity data in the 

kitchen area were collected. The IRB protocol is included in Appendix 9.1. Potential 

subjects from the MU Stroke Registry will be contacted. The inclusion and exclusion 

criteria are listed below: 

 

Figure 26. The 3D visualization of the kitchen with installed systems in the kitchen. 

Table 11. The details of three views for investigating the optimal data collection view. 

 Height Direction Distance Depth data Joint data 
VIEW 1 On the ceiling Diagonal view About 5m 

  
VIEW 2 On the ceiling  Side view About 3m 

  
VIEW 3 Under the 

cabinet 
Side view About 3m 
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• Inclusion criteria: 

a. Over the age of 18 

b. Conversational in English 

c. Able to ambulate with or without an assistive device 

d. At least mild hemiparesis in the arm (NIH Stroke Scale score > 6) 

• Exclusion Criteria: 

a. Under the age of 18 

b. Unable to converse in English 

A Foresite depth sensor system was installed in one participant’s kitchen and recorded 

data over the course of 3 months. The participant will be asked to not deviate from their 

normal activities within the home. Depth and skeletal data will be transmitted from the 

Foresite sensor to the Foresite managed secure server via the participant’s Wi-Fi/high 

speed internet.  For homes where the internet connection is not available for data 

transmission, the data were stored in a USB drive locally.  

Totally, 16 stroke subject were participated in the study. One week of subject data 

provides approximately 10GB of data for algorithm training. Over a 3-month period, each 

subject will provide approximately 120GB of data for training and testing the algorithm.  

The demographic information and device information of the participants were 

included in the appendix 9.2.   

4.3 Datasets 

4.3.1 Single action dataset 

A single action dataset was collected to mimic the daily cooking actions in a simulated 

kitchen environment in the Occupational Therapy department, where the counter and 
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appliances were on one wall shown in Figure 27. To address a lack of forward-facing data, 

our Kinect was placed at a side angle. As a result, our kitchen environment was highly 

susceptible to self-occlusion. 

The dataset includes 9 different healthy students as subjects, 2 recordings of each 

action, and 28 different actions that correspond to general kitchen tasks. This amounts to 

504 different image sequences. The 28 actions can be considered as 5 categories which are 

washing, meal preparation, kitchen gadget manipulation, general picking tasks, and 

walking. In the washing tasks, the participants were asked to put an item into the sink 

(WashSink), wash and rinse a dish (WashRinse) and place an item into the dishwasher 

(WashDishwasher). In the meal preparation tasks, the participants cut (PrepCut) and stirred 

(PrepStir) food. They were also asked to open (PrepOpen) and close (PrepClose) a 

container. In the manipulation tasks, participants performed actions including using the 

stove (ManipulateStove), microwave (ManipulateMicrowave) and refrigerator 

(ManipulateFridge), and turning on and off the sink faucet (ManipulateSinkOn/Off). In 

general picking tasks, the participants were asked to pick up and place an object onto a 

counter or a cabinet (PickUpCounter, PutDownCounter, PickUpTop, PutDownTop, 

 

Figure 27. A simulated kitchen environment in the Occupational Therapy department. 
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PickUpBottom, PutDownBottom). They also opened and closed a cabinet 

(OpenBottomCabinet, CloseBottomCabinet, OpenTopCabinet, CloseTopCabinet). In the 

walking tasks, the participants walked in the kitchen either holding an object or without 

holding an object. 

4.3.2 Simulated kitchen dataset 

The video clips in the single action dataset only contains one action, which means that 

the actions have been potentially segmented. In reality, a sequence of actions will be 

recorded in a video clip.  To make it possible to investigate temporal action localization to 

segment the clinically relevant actions out, the cooking scenario datasets was collected.  

Simulated kitchen dataset. We collected some kitchen action videos in a simulated 

kitchen environment at the Occupational Therapy department. The VicoVR sensor was 

selected to record kitchen actions.  The sensor was placed close to the corner of the wall to 

capture the full view of the kitchen. Eleven healthy students were recruited to perform three 

pre-designed action scenarios at least three times. In total, 100 continuous, untrimmed 

action video sequences were logged. Three scenarios of continuous actions were designed 

and described following: 

• Scenario 1: Walk into the kitchen carrying the gallon of milk and put it in the 

fridge. Get out the peanut butter and jelly from the overhead cabinet. Get out 

the knife from the drawer. Get out the cutting board from the cabinet below. 

Walk out of the kitchen. 
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• Scenario 2: Walk into the kitchen. Get out the pasta from the overhead cabinet. 

Get out the strainer from the cabinet below. Rinse off the strainer in the sink 

and put it on the counter. Use the towel to dry it. Walk out of the kitchen. 

• Scenario 3: Walk into the kitchen. You notice that someone has spilled some 

cereal on the floor! Get the broom and dustpan and sweep it up. Carry the 

swept-up cereal to the trashcan. Come back into the kitchen and sit in the chair. 

Based on the input from occupational therapies, each frame has been labeled to one of 

these 8 action categories which are walking, sitting, reaching above the head, reaching 

forward, reaching below the waist, hand manipulation, sweeping and none of the above. 

4.3.3 Stroke dataset 

The cooking scenario dataset includes sequences of cooking activities from young 

participants. The aim of developing DARAS is to recognize the clinically relevant actions 

of stroke patients. There is no daily action dataset containing stroke subjects. As a result, 

sixteen stroke participants were recruited in our IRB-approved data collection. Three-

month daily activity data were collected from each participant in realistic cooking 

environments.  

The collected data were firstly post-processed from the raw binary format to the png 

format for depth data and the CSV format for joint data. To train the action recognition and 

temporal localization algorithm, the per-frame labels were provided manually. To assess 

the motions of each participant, subject identification labels were provided for each action 

segment.  

The stroke dataset was formed by the data from six participants, which are 

participants 1, 2, 3, 4, 5, and 10.  
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4.3.3.1 Post-processing 

To optimize the data saving process, the Foresite system stores the compressed 

binary depth data and the joint data in CSV format. Each CSV file contains the joint frames 

generated within a minute. The compressed binary data and joint data require a further 

process to be used for action recognition and assessment. 

The procedure of the post-processing is shown in Figure 28. For depth data, the 

binary data were uncompressed and converted to the .png frames. The .png frames were 

rotated. The depth frames were filtered to ensure no more than one person in the view. For 

joint data, all the joint data have been concatenated into one file for each participant.  

4.3.3.2 Data labeling and clinically relevant actions 

In order to train and test the action recognition model, a dataset with per-frame level 

ground-truth is necessary. Each frame was labeled to one of the clinically relevant action 

categories: are walking, sitting, reaching above the head, reaching forward, reaching below 

the waist, hand manipulation, sweeping and none of the above. A data labeling tool is 

developed shown in Figure 29 to label the depth frames in batch.  

 

Figure 28. The procedure of post-processing on the collected data. 
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The label tool shows the current data frame and the corresponding label. Two options 

are provided in the tool. One option is to change the label of the current frame. Another 

option is to label a batch of frames by selecting the start frame and the end frame.  

In order to perform assessments for each individual, the subject identification labels 

are necessary for each action segment.  After the per-frame action labels were reviewed, 

the ground truth action segments were identified by grouping the same consecutive per-

frame labels together.  The subject identification label was provided manually for each 

action segment.  

4.3.3.3 Data sets and EDA 

The labeled data were split into different sets. Half of the whole set was used as a 

training and testing set. Another half was used as a validation and assessment set.  To make 

the two sets have a similar distribution. The data were first grouped by date as small buckets. 

 

Figure 29. The interface of the data labeling toolbox. 
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The data in each bucket were split in half. One for training and testing, and the other for 

validation and assessment.  

The exploratory data analysis (EDA) was conducted to understand the training and 

test dataset and to perform the necessary data cleaning.  

Each frame in the dataset has been labeled to one of the clinically relevant actions or 

none of the above. Action segments can be located by grouping the frames with the same 

labels. The length of segments for each action category was analyzed. The results are 

shown in Table 12. The number of segments, average length, and the maximum length of 

each action category are listed in the table. For example, there are 522 segments that are 

none of the above segments. The average length among those actions is 119 and the 

maximum length is 7503.  

Short action segments whose length is less than 5 frames need to be removed since 

temporal information is limited from the short segments. The long none-of-the-above 

segments need to be removed because the long none-of-the-above segments make the 

action segments unbalanced. When analyzing the total number of frames of each action 

category, the proportion of some action categories is much larger than the rest, which 

Table 12. Statistical analysis of action segments. 

Action Count mean std min 25% 50% 75% max 

None of the above 522 119 612 1 5 10 37 7503 
Walk 261 12 10 1 4 9 17 59 

Reach Up 19 15 11 2 5.5 16 24.5 35 
Reach forward 258 12 12 1 7 10 15 137 
Reach below 47 34 28 5 14 26 45.5 121 
Manipulation 161 52 72 1 9 24 65 421 
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makes the dataset unbalanced. As a result, the following three data-cleaning procedures 

were performed: 

a. Any segment whose frame length is less than 5 frames was removed. 

b. Find all the long none-of-the-above segments whose lengths are longer than 150 

frames. Keep the first 50 frames and remove the rest. 

c. To balance the number of frames among action categories, the total number of 

frames of action categories that have large proportions has been reduced. 

The summary of the pre-processed training and testing set was shown in Table 13. 

4.4 Action recognition on manually segmented depth videos 

4.4.1 HON4D descriptor for action recognition 

It is important to have a rigorous global descriptor of a sequence of depth images so 

that actions that resemble each other are distinguishable. Many kitchen actions have an 

opposite, and only differ in the temporal sense by reversing the movement, such as opening 

and closing various items. By including temporal information, a histogram of normal 4d 

Table 13. The summary of the pre-processed training and testing set. The total 
number of frames of each action category for each participant were counted. 

 P1 P2 P3 P4 P5 P10 

None of the above 4000 4000 4000 1000 6000 6182 
Walk 5000 3122 5000 378 6171 8885 

Reach up 5840 297 8479 430 612 366 
Reach forward 5000 3313 5000 1091 6121 4080 
Reach below 1171 1625 4926 773 3060 3516 
Manipulation 4000 4000 4000 701 6000 1395 

 25011 16357 31405 4373 27964 24424 
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algorithm (HON4D) can be constructed [82]. We implemented a novel C# version that uses 

the first half of creating a HON4D descriptor, without adding projectors to the already-

calculated histogram [82]. 

The first step in the methodology is to calculate normals for every pixel in a given set 

of depth images I = {i1, i2, ···, ik}, as in Figure 30. The components of the normals are the 

changes in depth, which is summarized by 

                                        𝒏𝒏 = �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

, 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

, 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

,−1�.        (11) 

Once all normals are computed, they are normalized since only the direction matters 

for bin contribution. A polychoron is then initialized uniformly in 4D space, where the 

vertices are treated as vectors and called projectors to be used as the bins of the histogram 

[82]. The contributions are calculated as the dot product of every normal and projector, as 

in Figure 31. After every dot product is calculated and added to the proper bin of the 

histogram, it is normalized. 

To enhance the uniqueness of a HON4D descriptor, it is essential to subdivide the 

sequence of images into cells [82]. The Kinect sensor records depth information at a 

resolution of 512 × 424. Our cells are 4 × 4 × 3 (w × h × d). As normals are computed, they 

are placed into their proper cells. Once all normals are placed, a separate HON4D is 

calculated for each cell. Afterwards, they are concatenated and normalized. This produces 

a 120-bin histogram. 
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4.5 Temporal action localization on untrimmed depth videos 

The depth videos and skeletal joint data of daily activities were collected by using the 

action logging system. Specifically, the collected data contains many continuous 

untrimmed action sequences. For example, the “taking a drinking” video includes the 

actions of fetching a cup, pouring the water, drinking and putting back the cup continuously 

in a sequence. According to the need from clinicians, performing qualitative assessments 

on clinically relevant actions, such as the arm reaching above the head, is more desired. To 

 

Figure 30. Pseudocode to generate a list of oriented 4D normals for a sequence of 
images. 

 

 

1:        procedure CALCULATENORMALS(images) 
2: for k = 0; k < images.Count − 1; k++ do 
3: img1 ← images[k] 
4: img2 ← images[k+1] 
5: for x = 0; x < img1.Width; x++ do 
6: for y = 0; y < img1.Height; y++ do 
7: currentPixel = img1.GetPixel(x, y) 
8: nextPixel = img2.GetPixel(x, y) 
9: rightPixel = img1.GetPixel(x + 1, y) 
10: leftPixel = img1.GetPixel(x − 1, y) 
11: upPixel = img1.GetPixel(x, y − 1) 
12: downPixel = img1.GetPixel(x, y + 1) 
13: x = rightPixel - leftPixel 
14: y = downPixel - upPixel 
15:              z = currentPixel - nextPixel 
16: normalList.Add(x, y, z, −1) 
17: end for 
18: end for 
19: end for 
20: return normalList 

21: end procedure 
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perform such assessments, it is necessary to recognize the specified actions and locate these 

actions from the untrimmed videos. Such process is often referred to as temporal action 

localization [131]. An ensemble network was proposed and implemented to predict action 

at the frame level. Thus, the recognized actions can be segmented based on the per-frame 

action labels. 

4.5.1 Ensemble network architecture 

It is a challenging task to recognize and localize the clinically relevant actions from a 

realistic environment. Three networks that outperformed in the RGB dataset were selected 

and customized to depth-based collected datasets. To have a more accurate prediction 

outcome, an ensemble network [132] has been proposed to fully utilize the collected data 

in different data types. The network includes three networks, which are the 3D 

convolutional-de-convolutional network, Region Convolutional 3D Network, and Region 

Hierarchical Co-occurrence Network. The architecture of the proposed ensemble network 

is shown Figure 32. 

 

Figure 31. Pseudocode to generate a histogram of oriented 4D normals, where proj is 
the list of projectors, normalList is the list of normals calculated from Figure 28 and 
hon4d is the histogram. 

 

 

1: procedure CREATEHON4D(proj, normList, hon4d) 
2: for k = 0; k < proj.Count; k++ do 
3: for n = 0; n < normList.Count; n++ do 

 

4: hon4d[k] += max(0, dotP(proj[k], 
5: end for 
6: end for 
7: return hon4d 
8: end procedure 

norm- List[n])) 
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4.5.2  Convolutional-De-Convolutional (CDC) network 

4.5.2.1 3D Convolution and CDC filter 

Shou et al. [133] proposed a Convolutional-De-Convolutional (CDC) network which 

places CDC filters on top of 3D ConvNets. The CDC network performs spatial down-

sampling to extract the action semantics and temporal up-sampling to preserve the time 

information for each frame. Thus, it provides the prediction score at each frame, which can 

be used to locate the actions. 

Convolution neural networks (CNN), where the dimension of the convolution kernel 

is two-dimensional, have been widely used in image classification, detection, segmentation 

and other tasks. For video analysis, the temporal features need to be preserved. However, 

2D convolution cannot capture the timing information very well. So, 3D convolution neural 

networks (3D CNN), which consists of 3D ConvNets followed by three fully connected 

layers, were proposed in [134]. Although the 3D CNN can learn the advanced semantic 

 

Figure 32. The architecture of the ensemble network. 
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abstraction of time and space, the output of video time sequence length is decreased 8 times. 

Thus, the fine-grained time has been lost.   

For timing location problems, the timing output should be consistent with the input 

video, but the output size should be reduced to 1*1. Motivated by pixel level semantic 

segmentation, Shou et al. [133] proposed a CDC filter that generates two 1*1 points for 

each input feature map. As a result, the filter performs convolution in space (for semantic 

abstraction) and de-convolution in time (for frame level resolution) simultaneously. It is 

unique in jointly modeling the spatial-temporal interactions between summarizing high-

level semantics in space and inferring fine-grained action dynamics in time.  

4.5.2.2 Network architecture 

Figure 33 shows the CDC network. The input video segment is 112*112*L, a 

continuous L frame 112*112 image. After C3D network, L is sampled down to L/8 in the 

time domain, and the image size in space is sampled from 112*112 to 4*4. Then the time 

domain is sampled up to L/4 in CDC6 and the image size is continuously down sampled to 

1*1 in the spatial domain. The time domain is sampled up to L/2 in the CDC7. Next in 

CDC8, the time domain is sampled up to L, and 4096*K+1 is used in the full connection 

layer, where K is the number of classes. The last layer is the softmax layer. The final output 

is (K+1, L, 1, 1), where K+1 stands for K action categories plus the background class. 

 

Figure 33. Architecture of a typical CDC network. 
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4.5.2.3 CDC networks on collected depth-based datasets 

The CDC network has been evaluated using THUMOS’ 14, an untrimmed RGB sport 

action video dataset. The evaluation results show that the model outperforms state-of-the-

art methods in video per-frame action labeling. Due to the privacy requirement, a network 

that can perform temporal action localization on depth kitchen action videos is desired in 

DARAS. However, the proposed CDC network was designed for RGB videos. So, we first 

adopted the CDC network for depth videos and then fine-tuned the network using a new 

collected depth video dataset.  

Given a piece of untrimmed depth video as shown in Figure 34, it is input into the 

CDC network, in which the 3D convolution neural network is used to extract semantics, 

and the CDC network is used to predict the dense frame number level scores. Since a depth 

image only has one grey channel compared to an RGB image, the input of the network is 

 

Figure 34. A framework for positioning of temporal action recognition and 
localization. 
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adjusted for depth videos. The time boundary of action instances is identified by grouping 

the same labels of frames. 

4.5.3 Region Convolutional 3D network 

Region Convolutional 3D Network (R-C3D) [91] recognizes and detects actions from 

untrimmed continuous videos. The key innovations include effectively extracting spatio-

temporal features using the 3D ConvNet [134] and extending the 2D RoI pooling in Faster 

R-CNN to 3d RoI pooling to extract features from proposals with various lengths. 

4.5.3.1 Network architecture 

The R-C3D Network consists of three components: a shared 3d ConvNet feature 

extractor, a temporal proposal subnet, and an activity classification and refinement subnet.  

4.5.3.2 3D Convolutional feature extractor 

Both spatial and temporal features are essential for representing action sequences. To 

make the action recognition and localization accurate, it is important to extract meaningful 

spatio-temporal features. A 3D ConvNet encodes rich spatio-temporal features by 

extending the 2d convolutional layer to 3d, the temporal information has also been 

preserved while learning the spatial information.  Specifically, the features are learned from 

the convolutional layers (conv1a to conv5b) of C3D. The conv5d activations have been 

used as the input to the temporal proposal subnet.  

4.5.3.3 Temporal proposal subnet 

The potential action segments are initially by anchor segments. The anchor segments 

are the segments that are uniformly distributed throught the input with different pre-defined 

scales.  A 3D convolutional filter is used on the top of the conv5d to extend the temporal 
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receptive field for the anchor segments. Then a 3D max-pooling filter is used to down-

sample the spatial feature to produce a temporal-only feature map. The output of the 3D 

max-pooling layer has been used as the feature vector to predict a relative offset to the 

central location and the length of each anchor segment by adding two convolutional layers.  

4.5.3.4 Activity classification and refinement subnet 

There are three main functions: 1) selecting proposal segments using a greedy Mon-

maximum Suppress strategy to eliminate highly overlapping and low confidence proposals 

2) extracting fixed-size features from selected proposals using 3D region of interest pooling 

and 3) activity classification and boundary regression for the selected proposal using the 

pooled features from a series of two fully connected layers. 

4.5.3.5 Optimization  

Both the classification and regression subnets are optimized by the objective function.  

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 1
𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐

∑ 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐(𝑎𝑎𝑖𝑖 ,𝑎𝑎𝑖𝑖∗)𝑖𝑖 + 𝜆𝜆 1
𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟

∑ 𝑎𝑎𝑖𝑖∗𝑖𝑖 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡𝑖𝑖 , 𝑡𝑡𝑖𝑖∗)   (12) 

The softmax loss function is used for classification and the smooth L1 loss function 

was used for regression. The notation is explained in the Table 14. 

The window regression and coordinate transformation are calculated using equation 

below: 

               𝑡𝑡𝑥𝑥 = 𝑥𝑥−𝑥𝑥𝑎𝑎
𝑤𝑤𝑎𝑎

, 𝑡𝑡𝑤𝑤 = log � 𝑤𝑤
𝑤𝑤𝑎𝑎
�               (13) 

          𝑡𝑡𝑥𝑥∗ = 𝑥𝑥∗− 𝑥𝑥𝑎𝑎
𝑤𝑤𝑎𝑎

, 𝑡𝑡𝑤𝑤∗ = log (𝑤𝑤∗/𝑤𝑤𝑎𝑎)              (14) 
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where x is the predicted window, xa is the anchor window, and x* is the ground truth 

window. 

4.5.4 Region Hierarchical Co-occurrence network 

4.5.4.1 Skeleton motion 

Temporal features are important for recognizing the underlying actions. The temporal 

representation of skeleton motion was computed and explicitly fed into the network.   

For the skeleton of a person in frame t, it is formulated as 𝑆𝑆𝑡𝑡 = {𝐽𝐽1𝑡𝑡 , 𝐽𝐽2𝑡𝑡 , … , 𝐽𝐽𝑁𝑁𝑡𝑡 } where N 

is the number of joint and 𝐽𝐽 = (𝑥𝑥,𝑦𝑦, 𝑧𝑧) is a 3D joint coordinate. The skeleton motion is 

defined as the temporal difference of each joint between two consecutive frames: 

𝑀𝑀𝑡𝑡 = 𝑆𝑆𝑡𝑡+1 − 𝑆𝑆𝑡𝑡 = {𝐽𝐽1𝑡𝑡+1 −  𝐽𝐽1𝑡𝑡 , 𝐽𝐽2𝑡𝑡+1 −  𝐽𝐽2𝑡𝑡 , … , 𝐽𝐽𝑁𝑁𝑡𝑡+1 −  𝐽𝐽𝑁𝑁𝑡𝑡 }   (15) 

4.5.4.2 Joint feature extractor 

The hierarchical co-occurrence network [135, 136] as shown in Figure 35 was 

employed to learn the joint co-occurrences and the temporal features jointly. The inputs 

are a skeleton sequence X with dimension T*N*D and its corresponding skeleton motion 

with the same shape as X. They are fed into two point-level learning layers, since the kernel 

Table 14. The notation of the optimization function where the i is the anchor/proposal 
segments index in a batch, and lambda is the trade-off parameter. 

Classification Regression 
Ncls: number of batches Nreg: number of anchor/proposal 

segments 
ai: the predicted probability of the 
proposal or activity 

ti={tx,tw}: predicted relative offset to 
anchor segments or proposals 

ai*: the ground truth. (1 if the anchor is 
positive, and 0 if the anchor is negative. ) 

ti*={tx*,tw*}: the coordinate 
transformation of ground truth segments 
to anchor segments or proposals 
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sizes along the joint dimension are forced to 1 to learn the point-level representation of 

each joint.  The transform layer switches the joint dimension with the coordinate dimension. 

The global co-occurrence features from all joints were extracted, and the features from the 

joint and motion are concatenated. Finally, the feature maps are flattened, and the further 

features are extracted by two fully connected layers. 

4.5.4.3 Network architecture 

The region hierarchical co-occurrence network as shown in Figure 36 extracts the 

spatial-temporal features from the input joint sequence. The temporal proposal subnet and 

 

Figure 35. The architecture of the hierarchical co-occurrence network. 
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the action classification subnet used in the R-C3D network were employed to perform 

action recognition and detection.  

4.5.5 Ensemble network action recognition and detection 

The goal of action recognition and detection system is to recognize the clinically 

relevant actions and segment the detected action out. Specifically, the per-frame action 

label needs to be generated. The ensemble network consists of three networks. All of them 

output the start frame, end frame and predicted label of a detected segment. The per-frame 

label can be easily generated using the outputs of the networks. As a result, for each frame, 

three labels were given by the three networks in the ensemble network.  

The final per-frame label was fused using the labels predicted by the three separate 

networks. If two of the networks vote the same action for a frame, the corresponding label 

of that frame was assigned to an action label with most vote counts. Otherwise, the frame 

was considered as none of the above.  

 

Figure 36. The architecture of the proposed region hierarchical co-occurrence 
network. 
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4.6 Action recognition results 

4.6.1 Single action recognition 

Descriptor HON4D extracted a histogram of 3D and time information from a sequence 

of depth frames for each action segment. An SVM with a quadratic kernel was then chosen 

to classify actions using histograms. Since DARAS was made to work in a challenging 

home environment, some data can be confused with one another. Prep Cut, Prep Open, and 

Prep Close look similar to the algorithm since they involve standing in the same spot with 

similar hand movements. To this end, the action recognition algorithm was tested by 

subdividing the dataset into smaller datasets. 

Table 15. Datasets Generated and the corresponding action recognition accuracies. 

Dataset name Actions SVM accuracy 
Prep2 Prep Cut, Prep Stir 

Prep Open + Close 
66.7% 

Manipulate1 All Manipulate Actions, Separated 73.3% 

Manipulate2 Manipulate Stove 
Manipulate Microwave 
Manipulate Sink On + Off 
Manipulate Fridge 

77.1% 

Wash Wash Rinse 
Wash Sink 
Wash Dishwasher 

72.2% 

Walk2 WIK Hold + Not Hold 
WAK Hold + Not Hold 
WOK Hold + Not Hold 

41.7% 

Walk Hold WIK Hold 
WAK Hold 
WOK Hold 

69.3% 

Walk Not 
Hold 

WIK Not Hold 
WAK Not Hold 
WOK Not Hold 

52.8% 

Pick Put1 All Pick Up and Put Down 
Actions, Separated 

37.5% 

Pick Put2 Pick Up Counter + Put Down 
Pick Up Top + Put Down 
Pick Up Bottom + Put Down 

69.4% 
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Open Close1 Open Top Cabinet 
Close Top Cabinet 
Open Bottom Cabinet 
Close Bottom Cabinet 

54.2% 

Open Close2 Open Top Cabinet + Close 
Open Bottom Cabinet + Close 

75.0% 

Mixed1 Manipulate Fridge 
Close Bottom Cabinet 
WIK Hold 

97.2% 

Mixed2 Wash Sink 
WAK Not Hold 
Prep Stir 

97.2% 

Mixed3 Open Top Cabinet + Close 
Prep Open + Close + Cut 
WIK + WOK, Hold + Not Hold 
Manipulate Microwave 
Manipulate Stove 
Manipulate Fridge 

86.9% 

 

Initial datasets were put together under their theme. After running a raw category, 

actions that are similar are combined. In each instance accuracy improved. The last three 

datasets have members that are from mixed categories to better imitate the diverse actions 

possible in a kitchen. Accuracy is important, so therapists can have a better understanding 

of what actions a stroke patient is performing. 

The cross-validation method chosen was the holdout method with 4 items in the test 

set. The rest of the data were assigned to a training set. This was performed 3 times. All 

the datasets and their accuracies are summarized in Table 16. 

The confusion matrix in Figure 37 was produced from a dataset of 50 random actions 

from each group, which amounts to 250 items. 20 actions from each category of this new 

subset were put into a test set, totaling 100. The rest, 150, were used as a training set. 
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Overall, the precision is 70%. Individually, Walking, Preparation, Picking, 

Manipulation, and Washing have the precisions 83.3%, 81.3%, 73.7%, 58.3%, and 53.0%, 

respectively. Manipulation and washing have the lowest precisions due to confusion from 

the algorithm because of similar hand movements and standing positions. Manipulation is 

incorrectly labeled as Washing 25% of the time, and Washing is falsely labeled as 

Manipulation 35% of the time. 

4.6.2 Action recognition and temporal localization on simulated data  

4.6.2.1 CDC 

We first trained and evaluated the CDC network using the simulated kitchen dataset 

described in section 4.3.2. Although the CDC filter can be applied to the input of arbitrary 

size, due to memory limitation, we applied a 16-frame sliding window to segment the 

videos without overlapping. Each window with a label of each frame was then fed into the 

 

Figure 37. A confusion matrix generated from a 100-item test set and 150 training set. 
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CDC network. Note that the frames in one window can have different action labels. The 

CDC network was initialized by the model trained on the THUMOS dataset and trained on 

the collected dataset. The stochastic gradient descent was applied for optimization. 

Following conventional settings, the momentum was set to 0.9 and the weight decay was 

set to 0.005. I randomly selected 90 videos as the training set and the remaining 10 videos 

as the test set. To find the suitable initial learning rate, we trained the network using 

different learning rates ranging from 0.0000001 to 0.01. The network was trained three 

times at the same learning rate and the training iteration was set to be 10000. The average 

per-frame recognition accuracies of different learning rates were shown in Figure 38. The 

learning rate of 0.001 generated the best per-frame precision. 

After the best initial learning rate was found, we initialized the learning rate as the 

optimal value of 0.001, and then decreased it by 0.1 for each 5000 iterations, resulting in a 

 

Figure 38. An experiment of selecting suitable hyperparameter, learning rate. The 
network was trained on randomly selected 90 videos from the simulated dataset and 
tested on the rest of 10 videos for three times under different learning rates. The 
average per-frame precisions were calculated. The accuracy was highest when the 
learning rate was 0.001. 
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total of 30,000 iterations. To evaluate the ability of detecting the actions, the per-action 

precision was calculated. To test the ability of localizing the actions, the per-frame 

precision was calculated. The recognition and localization results of the simulated dataset 

are shown in Table 16. The normalized confusion matrix of per-action recognition is shown 

in Figure 39. None of the above category was excluded for per-action precision 

performance. Reaching over head, reaching below the waist and sweeping categories show 

exceptional recognition results. 

Table 16. Per-frame precisions and per-action precisions of test videos from CDC on 
simulated kitchen dataset. 

 Average precision 
Per frame Per action 

Simulated kitchen 85.1% 92.1% 
 

 

Figure 39. Normalized confusion matrix of recognizing actions from CDC network 
on simulated kitchen dataset. 
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4.6.2.2 R-C3D 

Ten anchor segments were chosen with the scale value of [2, 4, 5, 6, 8, 9, 10, 12, 14, 

16]. For training, the positive/negative labels need to be assigned to the anchor segments. 

Following the standard practice in object detection [91], a positive label was selected if the 

anchor segment 1) overlaps with some ground-truth activity with Intersection-over-Union 

(IoU) higher than 0.7, or 2) has the highest IoU overlap with some ground-truth activity. If 

the anchor has IoU overlap lower than 0.3 with all ground-truth activities, then it is given 

a negative label. The search scope of the hyperparameter is shown in Table 18. The learning 

rate was 1e-14, and the learning weight decay was 0.0005.  The network output the start 

frame id, end frame id, prediction label, and the confidence score of the detected action 

segments as shown in Table 17. A threshold was set to select segments with high 

confidence. 

Table 17. The output of the R-C3D network. The start frames, end frames, action 
predict labels, and the confidence scores of detected segments were generated.  

Video name Start frame End frame Predict label Confidence score 
16-17-35 58 69 walking 0.3679 
16-17-35 69 107 sweeping 0.9470 

                                                                    ... 

14-58-53 229 239 Reaching below 0.0052 
 

Table 18. Search scope of the hyperparameters of the R-C3D network.   

Anchor scales Optimizer learning rate lr weight decay lr decay step 
training 

max 
epochs 

[2,4,5,6,8,9,10,12,14,16] sgd 1.00E03 0.1 3 5 

 

adam 1.00E-04 0.05 4 6 

 

1.00E-05 

 

5 7 
1.00E-06 6 8 

 7 9 
 10 
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Per-action precision and per-frame action precisions were used to evaluate the 

accuracy of action recognition and detection. The results with different thresholds were 

shown in Table 19. The confusion matrix was shown in Figure 40.  The per-frame precision 

and the per-action precision were 0.793 and 0.941, respectively.  Some reaching front 

actions were mis-predicted as hand manipulation actions based on the confusion matrix. 

 

Figure 40. Normalized confusion matrix of recognizing actions from R-C3D 
network on simulated kitchen dataset.  

 

 

Table 19. Per-frame precisions and per-action precisions of test videos from R-C3D on 
simulated kitchen dataset. 

Threshold Per-frame 
precision 

Per-action 
precision 

0.4 0.726 0.882 
0.5 0.772 0.942 
0.6 0.793 0.941 
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4.6.2.3 R-HCN 

The anchor segments were initially with scales of [50, 100, 200, 400] in the temporal 

proposal. The search scope of the hyperparameter in the R-HCN network is the same as 

the R-C3D network. The stroke dataset was split for training and testing. 80 percent of the 

data were selected as a training set. The best test result was generated with the learning rate 

1e-14, and the learning weight decay 0.0005. Since the skeletal joint data are more sensitive 

to noise, only detected walking actions were considered.  

4.6.2.4 Ensemble net 

The per-frame label was generated by fusing the labels predicted by the three networks. 

The per-frame precision and per-action precision were used to evaluate the accuracy of the 

ensemble network on the simulated kitchen dataset shown in Table 20. The confusion table 

was shown in Figure 41. The per-frame precision and per-action precision of the ensemble 

net were 0.916 and 0.942. Though the accuracy of predicting reaching forward actions 

increased, about 30 percent of reaching forward actions were predicted as hand 

manipulation. 

Table 20. Per-frame precisions and per-action precisions of test videos from the 
ensemble network on simulated kitchen dataset. 

Models Per-frame 
precision 

Per-action 
precision 

R-C3D (t=0.4) 0.726 0.882 
CDC 0.849 0.890 

CDC+R-C3D 0.882 0.931 
CDC + R-C3D + R-HCN (walking) 0.916 0.942 
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4.6.3 Action recognition and temporal localization on stroke data 

The stroke dataset contains the labeled data from participants 1,2,3,4,5 and 10. In order 

to develop a model which can predict clinically relevant actions accurately, as well as 

preserve sufficient data to perform the kinematic assessment, the stroke dataset has been 

firstly split into two halves. One for algorithm training and test set, and another one for 

validation and assessment set. Specifically, the data were grouped into buckets by dates. 

The data in each bucket were split into two halves. The training and test set was randomly 

selected from those two halves. The second half was used as the validation and assessment 

set. As a result, the training and test set has a similar histogram to the validation and 

assessment set. In addition, the assessment set covers all the collection days of a participant.  

 

Figure 41. Normalized confusion matrix of recognizing actions from the ensemble 
network on simulated kitchen dataset. 
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4.6.3.1 CDC 

The CDC network was also evaluated using the stroke dataset. To feed the video 

sequences to the network while maximizing the memory usage, a 16-frame sliding window 

was applied to segment the videos without overlapping. The CDC network was initialized 

by the model trained on the simulated kitchen dataset. The stochastic gradient decent was 

applied for optimization. Following conventional settings, we set the momentum to 0.9 and 

the weight decay to 0.005.  

The training dataset was formed by 80% of the training and test set and the remaining 

data was used as the test set. The best test results were generated with the learning rate as 

0.001 and decreased by 0.1 for each 5000 iterations. The recognition and localization 

results of the simulated dataset are shown in Table 21.  The highest predict accuracies were 

from the full dataset with all six participants’ data. The best per-frame and Per-action 

precisions were 0.859 and 0.871, respectively.  

Table 21. Per-frame precisions and per-action precisions of test videos from the CDC 
network on stroke dataset. 

Dataset Precision Trial1 Trial2 Trial3 Mean Std. 

P1-3 
Per frame 0.765 0.542 0.576 0.628 0.120 
Per action 0.807 0.574 0.562 0.647 0.113 

P1-4 
Per frame 0.682 0.688 0.526 0.632 0.092 
Per action 0.702 0.685 0.581 0.656 0.053 

P1-5 
Per frame 0.728 0.614 0.737 0.693 0.068 
Per action 0.752 0.635 0.739 0.709 0.052 

P1-5, 10 
Per frame 0.758 0.769 0.859 0.795 0.055 
Per action 0.767 0.814 0.871 0.817 0.043 
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4.6.3.2 R-C3D 

The same training strategy was used to train R-C3D models for both stroke dataset 

and the simulated kitchen dataset. For training on the stroke dataset, ten anchor segments 

were chosen. The scale value was [2, 4, 5, 6, 8, 9, 10, 12, 14, 16]. To take advantage of 

what have been learning from the healthy subjects, the model trainable parameters were 

initialized by the model trained on the simulated kitchen dataset. 

For the training and test stroke dataset, 80% of the data were randomly selected for 

training and the rest of the data were used for testing. The different combination of 

hyperparameter were investigated. The optimal results were generated where learning rate 

was 1e-14, learning rate weight decay was 0.0005, learning rate decay step was 7, and the 

maximum epochs was set to be 10. Per-action precision and per-frame action accuracy 

were used to evaluate the accuracy of action recognition and detection. The per-action 

precision and per-frame precision were shown in Table 22 with the threshold as 0.9.  

Table 22. Per-frame precisions and per-action precisions of test videos from the R-
C3D network on stroke dataset. 

Dataset Precision Trial1 Trial2 Trial3 Mean Std. 

P1-3 
Per frame 0.684 0.742 0.666 0.697 0.040 
Per action 0.785 0.804 0.754 0.781 0.025 

P1-4 
Per frame 0.713 0.705 0.673 0.697 0.021 
Per action 0.794 0.733 0.722 0.750 0.039 

P1-5 
Per frame 0.805 0.708 0.665 0.726 0.072 
Per action 0.828 0.792 0.732 0.784 0.048 

P1-5, 
10 

Per frame 0.811 0.891 0.880 0.861 0.044 
Per action 0.837 0.895 0.860 0.864 0.029 
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4.6.3.3 R-HCN 

We followed the same training strategy for both the simulated kitchen dataset and the 

stroke dataset. Specifically, the anchor segments were initially with scales of [50, 100, 200, 

400] in the temporal proposal. The stroke dataset was split for training and testing. 80 

percent of the data were selected as training set. The best test result was generated with the 

learning rate 1e-14, and the learning weight decay 0.0005. Since the skeletal joint data are 

more sensitive to noise, only detected walking actions were considered. The recognition 

and localization results of the simulated dataset are shown in Table 23.  

4.6.3.4 Ensemble net 

The per-frame label was generated by fusing the labels predicted by the three networks. 

The per-frame precision and per-action precision were used to evaluate the accuracy of 

ensemble network on the stroke dataset shown in Table 24.  

Table 23. Per-frame precisions and per-action precisions of test videos from the R-
HCN network on stroke dataset. 

Dataset Precision Trial1 Trial2 Trial3 Mean Std. 

P1-3 
Per frame 0.569 0.544 0.573 0.562 0.016 
Per action 0.543 0.585 0.554 0.561 0.022 

P1-4 
Per frame 0.623 0.517 0.787 0.642 0.136 
Per action 0.657 0.594 0.794 0.682 0.102 

P1-5 
Per frame 0.721 0.809 0.588 0.706 0.112 
Per action 0.782 0.808 0.598 0.730 0.115 

P1-5, 10 
Per frame 0.822 0.652 0.685 0.719 0.090 
Per action 0.815 0.691 0.702 0.736 0.068 
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The performance of the model with the highest accuracies in Table 24 was evaluated 

using the validation set. The confusion matrices of the ensemble network on the validation 

set were shown in Figure 42 and Figure 43. The per-frame precision and the per-action 

precision were 0.819 and 0.838 on the validation set, respectively. 

 

Figure 42. Normalized confusion matrix of recognizing actions from the ensemble 
network on validation stroke dataset. 
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Table 24. Per-frame precisions and per-action precisions of test videos from the 
ensemble network on stroke dataset. 

Dataset Precision Trial1 Trial2 Trial3 Mean Std. 

P1-3 
Per Frame 0.785 0.791 0.679 0.752 0.063 
Per Action 0.831 0.801 0.761 0.798 0.035 

P1-4 
Per Frame 0.790 0.772 0.789 0.784 0.010 
Per Action 0.801 0.792 0.724 0.773 0.042 

P1-5 
Per Frame 0.818 0.817 0.742 0.792 0.044 
Per Action 0.839 0.801 0.791 0.810 0.025 

P1-5, 10 
Per Frame 0.824 0.904 0.881 0.869 0.041 
Per Action 0.827 0.911 0.867 0.868 0.042 

 

 

Figure 43. Confusion matrix of recognizing actions from the ensemble network on the 
validation stroke dataset. 
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4.7 Kinematic assessments 

Stroke patients can suffer from weakness or paralysis on a side or the whole body [2]. 

If a clinician can track improvements and declines, critical intervention points can be 

identified, and care can be adjusted accordingly. Quantitative measures of movement 

quality are important for expressing the outcomes and clinically important changes in 

functional status of stroke patients. Kinematic metrics in relation to joint displacements, 

analysis of hand trajectories and velocity profiles have been commonly used to perform 

quantitative measures. For this reason, maximum extent of reach and speed related metrics 

of hands are calculated in the DARAS system. To evaluate the smoothness of hand 

movement, normalized jerk metric are also calculated. Each piece of information can be 

used to track improvement over time, or indicate a decline where intervention is needed. 

The Foresite system senses a user in 3D space and provides the 3D coordinates of up 

to 19 skeletal joints for a user. The maximum sample rate is 30 frames per second. The 

DARAS system recorded the skeletal joint samples and the timestamps in a csv file. The 

kinematic assessments were performed using the recorded joint data. The confidence 

values of each joint are also recorded to indicate the quality. 

4.7.1 Preprocessing 

The start frame names, end frame names, and the corresponding labels of the predicted 

actions were generated by the proposed ensemble network on the validation and assessment 

set. Before performing the kinematic assessment, it is necessary to crop the recognized 

joint action segment, remove the outliners and reduce the noise.  



107 
 

Crop the action segments. The recognized actions were cropped from the validation 

joint set using the ensemble output, which includes segment start names and segment end 

names. 

Remove the outliners. If the total number of frames of a segment is less than 4 frames, 

the segment is too short for assessing the normalized jerk measure. Thus, short segments 

with frames less than 4 were removed. A bone length filter was applied to each segment. 

The bone length filter first computed the lengths of all the bones using the joint data. Then 

the filter computed the average standard deviation of all the bones among all the frames in 

a segment. If the average standard deviation was larger than 10 centimeters, the segment 

was considered an outlier and was removed.  

Reduce the noise. The Butterworth filter designed for the data in the stroke 

rehabilitation game was applied to the joint data for action segments to reduce the noise.  

4.7.2 Kinematic measures 

4.7.2.1 Extent of reach 

Extent of reach was calculated for each recognized action. Extent of reach was defined 

as the distance from the hand joint to the shoulder center, where the shoulder center is the 

middle of the left and right shoulder joints. Suppose the hand joint and the shoulder center 

are represented by jhand = {hx, hy, hz}and jshoulderC = {sx, sy, sz}, then the extent of reach for 

each frame is calculated by 

                     𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑜𝑜𝑜𝑜 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ =  �(hx −  sx)2 + (hy −  sy)2 + (hz −  sz)2     (16) 
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4.7.2.2 Speed 

We also calculated maximum and mean velocities for each action. Suppose the hand 

joint of the ith frame is represented by jhand = {xi, yi, zi}, the velocity of this frame is 

calculated by 

                              𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 =  �(x𝑖𝑖− x𝑖𝑖+1)2+(y𝑖𝑖− 𝑦𝑦𝑖𝑖+1)2+(z𝑖𝑖− z𝑖𝑖+1)2

 t𝑖𝑖+1−t𝑖𝑖
    (17) 

where t, timestamp, is measured and stored automatically with each frame by the 

system.  

4.7.2.3 Normalized jerk 

Jerk is the third derivative of position. Reference [76] presented that the time-

integrated squared jerk decreases as the smoothness of the movement increases. The 

integrated squared jerk has dimensions of (squared length)/(5th power of duration) [77]. To 

make the measurement dimensionless, normalized Jerk is computed using (18): 

                             Normalized Jerk = �1
2

× d5

l2 ∫ J2(t)dttf
ti

                                  (18) 

where d denotes the overall movement duration, and l denotes the overall movement 

length, and J denotes the jerk function, the third derivative of position.  

4.7.3 Trajectory visualization 

For each recognized action segment, it is necessary to visualize the motion in multiple 

ways, because that we can straightforwardly review how the subject performs this action. 

In the DARAS, there are two main approaches to visualize an action segment. One is the 

visualization of full-body skeletal joints frame by frame as a video. Another is the plot of 

left- and right-hand trajectory.  
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For left-right trajectory visualization, the middle spine joint is used as the origin. This 

is accomplished by subtracting the middle spine joint coordinates from any chosen joint’s 

coordinates. 

4.7.4 Statistical analysis 

After the assessment was performed, a set of kinematic measures were calculated for 

each recognized action segment. With the kinematic outcomes of the all the action for a 

subject, statistical analysis can be conducted to investigate the following two aspects. 

1. Can we quantitively describe the movement qualities between stroke participants 

and healthy participants? 

2. Can we identify the change of the movement for a stroke participant using the 

assessment data? 

To investigate the first question, the average values of each action category of each 

hand were computed for both stroke and non-stroke participants. Also, the frequency and 

type of movement were evaluated to show how active a person is.  

To investigate the second question, the histogram of a metric of both hands were 

generated for stroke participants and the over-time trend of a metric of both hands were 

plotted.  

4.8 Assessment results 

The DARAS also quantitatively evaluated the kitchen actions using assessment 

metrics including hand movement speeds, maximum hand extent of reach, and smoothness. 

In this section, the assessment results of two single actions are shown first. Then, statistical 

analysis results of stroke participants and healthy participants are presented. 
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4.8.1 Assessment outcomes on a single action 

The hand extent of reach in x, y, z, and 3d space was computed to evaluate the range 

of the hand movement, hand mean speed and hand maximum speed were computed to 

evaluate the hand movement velocity, and the normalized jerk metric was computed to 

evaluate the smoothness of a hand movement. The assessment outcomes of a reaching 

forward action and a hand manipulation action were presented. 

For the reaching forward action, the replay of the skeletal model and hand trajectories 

were visualized in Figure 44 and Figure 45. The outcomes of the kinematic measures were 

listed in Table 25.  

The participant reached an object using his right hand. The extent of reach values of 

the right hand was larger than the values of the right hand. The assessment outcome also 

showed that the right hand moved faster than the left hand. 

Table 25. The assessment outcome of the reaching forward action using the proposed 
metrics. 

  Left Right 

Extent of reach 

X 67.7 316.04 
Y 283.41 436.73 
Z 208.88 236.27 

3D 352.15 522.89 
Speed and smoothness 

Max speed 348.41 1171.08 
Mean speed 166.27 579.32 
Norm. jerk 82.27 36.29 
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Figure 44. Visualization of the skeletal joints of a reaching forward action from a 
healthy subject. The right hand reached forward.  

 

Figure 45. The trajectories of both hands of a reaching forward action in the lateral-
vertical space. The right hand had a larger movement range compared to the left hand.  
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For the hand manipulation action, the replay of the skeletal joins and hand trajectories 

were visualized in Figure 46 and Figure 47. The outcomes of the kinematic measures were 

listed in Table 26.  

The extent of reach values and the speed values were similar for both hands. The hand 

manipulation movement usually involves manipulating objects in front of the chest, such 

as cutting vegetables. Thus, the movements of both hands can be similar, which matched 

with the assessment outcome. 

Table 26. The assessment outcome of the manipulation action using the proposed 
metrics. 

  Left Right 

Extent of reach 

X 101.1 179.58 
Y 377.06 442.28 
Z 141.49 377.97 

3D 395.6 527.02 

Speed and smoothness 

Max speed 296.61 222.15 
Mean speed 93.87 106.27 
Norm. jerk 906.05 627.83 
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Figure 46. Visualization of the skeletal joints of a hand manipulation action from a 
healthy subject. Both hands were occupied in this hand manipulation action. 

 

 

 

Figure 47. The trajectories of both hands of a hand manipulation action in the lateral-
vertical space. The movement ranges of both hands look similar. 
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4.8.2 Comparison between both hands 

The assessment outcome from a single action cannot represent the character of a 

participant’s movement. Clinicians are more interested in investigating the overall 

movement quality, the behavior pattern, and the change or trend of movement quality of a 

stroke individual. Statistical analysis approaches have applied to assessment results of 

recognized action segments.  

The assessment results were first grouped by different participants. There were usually 

a stroke participant and several non-stroke participants in a stroke participant’s home. For 

non-stroke participants, the most appeared person was selected in the analysis in each 

location. The assessment data were also grouped by different clinically relevant actions. 

Finally, the average values were calculated for the left and right hands of a non-stroke 

participant and for impaired side and less affected side of a stroke participant. The average 

values were summarized in Table 27.  

 

Figure 48. Histogram of the extent of reach in 3d of left and right hands. 
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To compare the difference between the movement quality of left and right hands of 

participants, histogram graphs were applied in Figure 48. 

4.8.3 Active level analysis 

To show how active a stroke participant is in the cooking area, the number of 

recognized clinically relevant actions were counted. The average number of recognized 

actions detected per day of all six participants in the three-month data collection period 

Table 27. Quantitatively assessment of clinically relevant actions performed by subjects 
in their kitchens. Assessment metrics includes extent of reach in millimeter, and speed 
metrics in millimeter/s. All the recognized trials over the three-month collection period 
were selected to perform the assessment. The average values were calculated for each 
metric of each action category. 

metrics actions non-stroke stroke 

left right impaired less affected 

E
xtent in 3d 

manipulation 508.20 506.87 517.54 509.18 
Reach below 559.34 538.84 488.04 534.72 
reach forward 549.16 511.74 557.31 566.20 

reach up  516.32 502.80 533.10 548.71 
walk 561.53 550.47 588.04 570.48 

M
ax speed 

manipulation 1169.60 611.83 393.19 572.33 
Reach below 1346.66 1329.16 579.95 512.25 
reach forward 1651.40 1408.08 1038.93 1034.63 

reach up  2200.71 1594.95 2068.23 1646.90 
walk 1951.12 2176.05 1788.86 1560.78 

M
ean speed 

manipulation 415.77 258.86 135.84 179.89 
Reach below 422.64 361.96 213.35 188.17 
reach forward 550.79 497.93 330.89 357.11 

reach up  807.38 625.04 647.75 476.41 
walk 955.04 1040.82 725.56 668.92 

N
orm

. Jerk 

manipulation 3454.02 2412.95 25749.73 22255.37 
Reach below 2408.91 1623.91 25007.95 25063.26 
reach forward 1399.34 6550.83 16529.75 16036.36 

reach up  1777.19 698.39 2934.12 2631.72 
walk 6333.16 4455.02 3521.29 4257.34 
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were shown in Table 28. For most of stroke participants, the average number of actions per 

day of a stroke participant was less than the value of the non-stroke participant in the same 

location, which means that a post-stroke individual is usually less active than a healthy 

individual.  

 Figure 49 visualized the numbers of actions of each action category for a stroke 

participant and a non-stroke participant in a kitchen of a week period.  The figures also 

 

Figure 49. Count number of actions in different categories by each date for a stroke 
subject and a healthy subject. 

 

 

Table 28. The average number of actions recognized per day. For most stroke 
participants, the number of recognized actions per day is smaller than non-stroke 
participants. 

 Kitchen1 Kitchen2 Kitchen3 Kitchen4 Kitchen10 

Stroke 
participant 11 5 495 7 48 

Non-stroke 
participant 210 12 34 39 89 
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showed that the stroke participant was less active. In addition, the stroke participant tends 

to do more walking and reaching forward actions among all the clinically relevant actions.  

4.8.4 longitudinal analysis 

Tracking the change of the movement quality over time of a stroke individual is 

important because it directly reflects the effectiveness of the treatment outcomes. 

Clinicians usually provide scale-based assessments periodically to evaluate the status of a 

post-stroke individual and compare the outcomes of multiple assessments. Due to the 

limitation of healthcare resources, scale-based assessments can’t be conducted frequently.  

The metrics were computed for each recognized action. Thus, the DARAS can 

evaluate the quality of every recognized clinically relevant action of a stroke individual. 

 

Figure 50. Average normalized jerk by date over time of both hands. 
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By analyzing the change of the values for metrics, the longitudinal analysis can be more 

sensitive. Also, clinicians can detect changes of the movement of a stroke individual 

quickly. Figure 50 and Figure 51 show the over-time change of normalized jerk values of 

both hands and change of the number of recognized actions by dates of a stroke participant. 

 

4.9 Discussion 

Post-stroke individuals can regain their motion abilities and achieve functional 

independence from efficient rehabilitation treatment. Due to the limitations of healthcare 

resources, post-stroke individuals usually can only visit a clinic at most a few hours per 

week. Clinicians may not be able to provide a personalized effective rehabilitation plan for 

each individual based on the feedback from in-clinic visits. Patients spend most of their 

 

Figure 51. The changes of the number of actions over the three months of a stroke 
participant. 
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time doing daily activities at home. If a system can evaluate the quality of a post-stroke 

individuals’ daily actions and provide the evaluation reports to clinicians, clinicians can 

have a better understanding of the health status of the post-stroke individual. As a result, a 

more personalized rehabilitation plan can be provided. Currently, no system has been 

developed to track the daily activities of stroke individuals and perform assessments on the 

clinically relevant actions.  

The daily activity recognition and assessment system (DARAS) has been proposed 

and implemented to fill this gap. The DARAS contains three main components which are 

action logging system, action recognition and temporal localization part, and action 

assessment part. The development of DARAS has been summarized in three phases.  

Phase 1. A Kinect-based DARAS was implemented to investigate if cooking-related 

actions can be collected and recognized.  Then the assessment was performed on the 

recognized actions. Twenty-eight different general kitchen actions were designed, such as 

rinsing a dish. 504 action segments were collected from a simulated kitchen environment.  

HON4D was applied to extract the spatial-temporal feature for depth data action segments. 

An SVM classifier was trained to recognize actions. The prediction results showed that the 

model had difficulties recognizing all 28 actions. But when the action segments were 

grouped as action categories, the prediction accuracy increased to about 80%. The action 

categories were walking, preparation, picking, manipulation, and washing. The kinematic 

assessment can be performed using the skeletal joint data generated by the Kinect SDK.  

In this phase, the prediction results showed that the cooking action categories can be 

distinguished and recognized by the HON4D based model. Skeletal joint data made the 

assessments possible. The limitation of this version of DARAS is that it was inconvenient 
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to set up a Kinect-based system. In addition, in a realistic situation, a sequence of actions 

is recorded in a video clip, so temporal action localization is necessary.  

Phase 2. A VicoVR-based DARAS was implemented to reduce the size of the whole 

system and simplify the set-up process. The Nuitrack SDK was selected to retrieve the 

depth and skeletal joint from the VicoVR sensor. In this phase, I investigated if actions can 

be recognized and segmented from action sequences. The CDC network was customized 

to perform action recognition and temporal action localization from depth sequences. In 

order to make the action as close as possible to daily cooking activities, three cooking 

scenarios were designed. Totally, 100 action sequences were collected using the VicoVR-

based logger. Each frame was labeled to be one of seven clinically relevant action 

categories or none of the above. The clinically relevant action categories included walking, 

sitting, reaching above the head, reaching forward, reaching below the waist, hand 

manipulation, and sweeping. The trained CDC model provided the per-frame action 

prediction. The per-frame prediction labels were grouped to locate the action segments. 

The per-frame and Per-action precisions were 85% and 92%, which showed that the trained 

model can recognize and segment actions for assessment. The kinematic assessments were 

performed using the skeletal joint data.  

In this version, I demonstrated that the VicoVR-based DARAS can recognize and 

segment clinically relevant actions from untrimmed continuous action sequences. But the 

data were collected from young non-stroke participants in a simulated kitchen environment.  

Phase 3. A Foresite-based DARAS system was implemented. The Foresite system is 

a standalone system that integrates an ubuntu computer, a depth sensor, and necessary 

accessories in a small box. The Foresite-based DARAS system is easy to install and set up. 
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Multiple features were added to the logger software, including the self-recovering 

functions. Sixteen post-stroke participants were recruited for the data collection. Three-

month daily cooking activity data were recorded from each participant. To improve the 

accuracy, an ensemble network was proposed and implemented for recognizing actions and 

temporal localizing actions. A dataset was formed using the data from six participants. 

Each frame in the dataset was manually labeled to the clinically relevant action defined in 

Phase 2. The ground-truth action segments were located by grouping the same adjacent 

per-frame action labels. The subject identification label was provided manually for 

assessing the actions of each person in a participant’s home. The prediction accuracies of 

the trained ensemble network on the validation set were 0.819 and 0.838, respectively.  The 

results showed that the ensemble network trained on a dataset with more data tended to 

provide higher prediction accuracies. The ensemble network sometimes mis-predicted 

hand manipulation action and the reaching forward action. The view of the system affected 

the prediction accuracy. The prediction accuracy drops for the model to predict action using 

the occluded body-view or back-view frames.  

The kinematic assessments were performed on recognized actions of the validation 

set. The statistical analysis of the assessment outcomes showed that stroke participants 

were less active compared with non-stroke participants. Most of the recognized action 

types of stroke participants were walking and reaching forward. The speed of the motions 

of stroke participants was slower than that of non-stroke participants. The over-time trends 

were visualized for each kinematic measure of each stroke participant.  

The limitations of the current DARAS are that training the ensemble network requires 

the per-frame label and the assessments required a subject identification label. However, it 
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is expensive to manually label the data.  In the future, networks with semi-supervised 

learning approaches can be investigated to reduce the burden of data labeling.   
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CHAPTER 5 CONCLUSION 
For stoke rehabilitation, the more clinicians collect the health information and 

understand the recovery status of patients, the better customized and personalized treatment 

plans can be made, which helps patients recover efficiently and return quickly to 

independent living.   

Traditionally, patients are asked to go to clinic to undergo scale-based assessments up 

to a few hours a week, then are prescribed with in-home exercise. Clinicians acquire 

patients’ information from the in-clinic assessments and from the self-reports of in-home 

exercise. Throughout this process, not only the collected data in clinics are limited, but the 

measurement approaches, scale-based assessments and even self-reports could be 

subjective. 

In this work, I proposed and developed a toolchain that comprises a kinematic 

assessment tool designed in a rehabilitation game and a system for daily activity 

recognition and assessment, aiming to help clinicians to gather sufficient and reliable health 

information. 

5.1 Kinematic assessment in a rehabilitation game 

The proposed kinematic assessment tool was designed for a rehabilitation game called 

Mystic Isle which is a Kinect-based virtual reality video game that targets balance training 

and provides upper limb reaching exercises for people with orthopedic and neurological 

injury or impairments, including stroke. The game tracked the 3D positions of joints and 

exported the skeletal joint data in a rate of either 15 or 30 frames per second (fps).  
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To prove the spatial accuracy and the measurement validity of the data collection on 

Kinect V2, I propose to compare the data collected by Kinect V2 with those collected from 

a gold standard motion capture system named Vicon™. The Vicon system uses markers 

on body and is proved to be accurate. Thirty healthy participants were recruited to play six 

pre-designed game trials that cover sitting and standing full-body movements.  

For the spatial accuracy of tracking joints, the data of the arm joints were highly 

correlated between both systems with high SNR values. For the joints of the hip, although 

they reported less number of correlations over 0.90 with lightly lower SNR values, we still 

found data from two systems are closely correlated. Thus, we conclude that the Kinect V2 

is sufficiently accurate for tracking movements, and the clinical measurements we obtained 

(e.g., extent of reach) are repeatable and valid, which supports the use of the Kinect V2 in 

a clinical rehabilitation setting.  

To explore the use of VR-based rehabilitation game to assess upper extremity 

movement for post-stroke individuals, I aggregated and analyzed movement data captured 

with Kinect V2 from four separate studies including 8 post-stroke individuals and 30 

individuals without disabilities. Kinematic measurements, normalized jerk, movement path 

ratio, and average path sway, were used to evaluate the smoothness and efficiency of the 

hand movements. Data from the 30 healthy individuals created a normative baseline for 

the three kinematic variables. The assessment outcomes of individuals post-stroke were 

compared with the normative baseline. 

For the mild stroke population, these kinematic variables are potentially sensitive to 

performance impairments that are even unobservable with a trained therapist eye. 
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Individuals post-stroke were less efficient and had more jerky movements in both upper 

extremities as compared with healthy individuals. 

The founding showed that it is feasible to use a movement sensor paired with a VR-

based intervention to quantify and qualify upper extremity movement for post-stroke 

individuals. 

5.2 Daily activity recognition and assessment system (DARAS) 

DARAS comprises three main parts. The data logging system part, action recognition 

and temporal localization part and action assessment part. In the data logging system part, 

different depth sensors have been investigated to provide an efficient and convenient way 

to collect daily motion data. Two versions of action recognition algorithms have been 

explored to acquire accurate action recognition results from both manually segmented 

videos and real-life unsegmented video streams. The assessments were performed for each 

recognized action using joint data. 

Multiple depth sensing systems, including the Kinect sensor, the VicoVR sensor, 

the TVico system, and the Foresite system, were investigated. Among them, the Foresite 

system was selected for the action logging system, because the Foresite system not only 

provides the accurate depth and skeletal joint data, but also make the logger system stable, 

reliable, and portable. In addition, the logger has supporting functions for monitoring the 

status of the data collection, memory usage, and data transmission.  

The ability to log the daily actions has been proved by an IRB-approved data collection 

from 16 stroke participants. Over a 3-month period, each subject will provide 
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approximately 120GB of data for training the proposed action recognition and temporal 

localization network and for assessments.  

The depth videos and skeletal joint data of daily activities were collected by using the 

action logging app. Specifically, the data included many continuous untrimmed actions. 

According to the need of clinicians, it is desired to qualitatively evaluate clinically relevant 

actions, such as the arm reaching above the head. To perform such kinematic assessments, 

the specified actions need to be recognized and segmented first. 

It is a challenging task to recognize and segment clinically relevant action from a 

realistic environment. To make accurate prediction outcomes, an ensemble network has 

been proposed and implemented for action recognition and temporal action localization 

using collected different data sources. The ensemble network includes three networks 

which are CDC, R-C3D and R-HCN. The CDC and R-C3D learn the spatial-temporal 

motion features from depth data, and the R-HCN network extracts features from joint data. 

The prediction results from all three subnetworks were fused to make the final prediction. 

The prediction accuracies of the trained ensemble network on the validation set were 0.819 

and 0.838, respectively.  The results also showed that the ensemble network trained on a 

dataset with more data tended to provide higher prediction accuracies.  

The kinematic assessments were performed on recognized actions of the validation 

set. The assessment measures include extent of reach, speed, smoothness of hand motions. 

The statistical analysis of the assessment outcomes showed that stroke participants were 

less active compared with non-stroke participants. Most of the recognized action types of 

stroke participants were walking and reaching forward. The speed of the motions of stroke 
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participants was slower than that of non-stroke participants. The longitudinal analysis was 

visualized for each kinematic measure of each stroke participant.  

This work demonstrates that the proposed kinematic assessment toolchain provides an 

objective and sensitive approach to quantitatively evaluate the motions from stroke. The 

movements in the Mystic Isle rehabilitation game can be tailored to each post-stroke 

individual. With the help of the assessments in the game, clinicians can track the quality of 

the predesigned motions longitudinally. With the help of the DARAS, clinicians can gather 

sufficient information from daily behaviors. As a result, a more personalized treatment plan 

can be provided for each post-stroke individual with the help from the assessment outcome 

from the toolchain.  

5.3 Future work  

Though the DARAS has been proved to monitor daily motions of a stroke participant, 

recognize and segment the clinically relevant actions, and finally perform kinematic 

assessment on the recognized actions, the system can be improved from the following 

aspects.  

1. Process the data from the rest of the stroke participants in the IRB study. The 

action recognition and temporal localization results showed that the ensemble 

network trained on a larger dataset is likely to have a higher prediction accuracy. 

A more generalized model can be created by training the network on a dataset with 

more participants. 16 stroke participants were recruited in the IRB study. Currently, 

data from six participants have been utilized for developing a network and for 

assessments. With more data processed, we can not only build a more accurate and 
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generalized action recognition and temporal localization model but also, we can 

perform kinematic assessments on action motions for more stroke participants. As 

a result, potential behavior patterns for stroke participants can be found via 

assessments.  

2. Investigate algorithms to reduce the workload of data labeling. Processing the 

raw collected data involves converting the binary data to a readable format and 

providing the per-frame action labels. It usually takes at least one second to label 

a frame. The data collection rate is at least 6 fps. So, it takes at least 6 minutes to 

label the data collected within a minute. The action logger system is running 24/7 

for 3 months for a stroke participant. Thus, the data labeling process is the most 

time-consuming task. Algorithms that don’t require per-frame labels, such as 

active learning or semi-supervised learning, can dramatically reduce the workload 

of data labeling.  

3. Stroke participant identification algorithms. Before performing kinematic 

assessments on the motions of a stroke participants, it is necessary to identify the 

stroke participant and select the action segments performed by the stroke 

participant. Currently, I manually labeled the person in each recognized action and 

grouped the action segments by different persons in a kitchen. A stroke participant 

identification algorithm is required to automatically provide subject-level label to 

the participant in each recognized action segment. Then, the kinematic assessment 

can be conducted on each stroke individual.  
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CHAPTER 6 PROJECT PROGRESS 
Table 29. Project progress summary 

Mystic Isle Stroke Game Assessment  
Task Started Progress  Completed 

Skeletal joint data pre-processing (transformation, 
filling missing samples, filtering, cropping) [40]   

100% 
  

Outlier detection    100%   
Definition of upper-extremity assessment metrics 
[26, 40]   100%   

Statistical analysis on assessment results [26]   100%   

Daily Activity Recognition and Assessment System (DARAS) 
Task Started Progress  Completed 
System Development 
Kinect-based action logging system 
using a Windows computer [129] 

  100%   
Wireless VicoVR-based action logging system 
using an android device [130]   100%   
Wireless Tvico-based action logging system   100%   

Foresite-based action logging system   100%   

Action Recognition and Temporal Localization Algorithm 
Action recognition on manually segmented videos 
using HON4D algorithm [129] 

  100%   

Action localization and recognition  
on continuous videos  
using a customized CDC algorithm [130]   

100% 
  

New algorithm to improve the action recognition 
accuracy   100%   
Refine the model for stroke patients’ actions  100%  
Action Assessment 

Skeletal joint data pre-processing [40]   100%   
Outlier detection   100%    
Assessment using defined metrics [26, 40]   100%   

Perform over-time assessment for each subject   100%  
Evaluation 

Evaluation of confidence level   100%    
Test the system in a simulated kitchen  
on healthy subjects [129, 130]   100%   
Test the system in real kitchens  
on healthy subjects [130]   100%   
Test the system in real kitchens on stroke subjects   100%    
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CHAPTER 7 PUBLICATIONS 

7.1 Published papers 

M. Ma, R. Proffitt, and M. Skubic, "Quantitative Assessment and Validation of a 
Stroke Rehabilitation Game," in 2017 IEEE/ACM International Conference on 
Connected Health: Applications, Systems and Engineering Technologies (CHASE), 
2017, pp. 255-257. 

Abstract: We explore a quantitative assessment for a Microsoft Kinect-based stroke 
rehabilitation virtual reality (VR) video game, Mystic Isle, by evaluating three 
assessment metrics of player hand movement- maximum range (extension), peak 
velocity and mean velocity. We also analyze the left-right hand symmetry by 
visualizing trajectories of both hands throughout the game. Assessment metrics 
obtained by the Kinect-based game have been validated using a Vicon motion 
capture system. The percentage errors of maximum range and mean velocity are less 
than 10%. The peak velocity metric is more sensitive to noise and sampling rate with 
a percentage error up to 18%. 

J. Collins, J. Warren, M. Ma, R. Proffitt, and M. Skubic, "Stroke patient daily 
activity observation system," in 2017 IEEE International Conference on 
Bioinformatics and Biomedicine (BIBM), 2017, pp. 844-848. 

Abstract: Stroke is a leading cause of long-term adult disability. Stroke patients 
can recover through rehabilitation programs prescribed by occupational therapists 
(OT); however, an individualized rehabilitation program can reduce recovery times 
compared to traditional ones. In this paper, we propose a daily activity observation 
system (DAOS) that uses a Kinect v2 sensor to collect and retrieve motion data. The 
DAOS has a robust interface to extract depth and skeleton data and supports data 
collection in an unstructured kitchen environment. Depth data are used to perform 
action recognition and track problematic movements, while skeleton data are used to 
calculate mean velocities of hand joints, max extensions, symmetry of hand 
movements, and other assessment metrics for therapists. Histogram of oriented 4D 
normals is used for action recognition. The action recognition accuracy is 97% on a 
multi-class kitchen action dataset. Through action recognition and accurate 
assessment, we present a novel system that can assist therapists and their ability to 
provide quality care to stroke patients. 

M. Ma, R. Proffitt, and M. Skubic, "Validation of a Kinect V2 based rehabilitation 
game," PLOS ONE, vol. 13, no. 8, p. e0202338, 2018. 

Abstract: Interactive technologies are beneficial to stroke recovery as 
rehabilitation interventions; however, they lack evidence for use as assessment tools. 
Mystic Isle is a multi-planar full-body rehabilitation game developed using the 
Microsoft Kinect® V2. It aims to help stroke patients improve their motor function 
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and daily activity performance and to assess the motions of the players. It is 
important that the assessment results generated from Mystic Isle are accurate. The 
Kinect V2 has been validated for tracking lower limbs and calculating gait-specific 
parameters. However, few studies have validated the accuracy of the Kinect® V2 
skeleton model in upper-body movements. In this paper, we evaluated the spatial 
accuracy and measurement validity of a Kinect-based game Mystic Isle in 
comparison to a gold-standard optical motion capture system, the Vicon system. 
Thirty participants completed six trials in sitting and standing. Game data from the 
Kinect sensor and the Vicon system were recorded simultaneously, then filtered and 
sample rate synchronized. The spatial accuracy was evaluated using Pearson’s r 
correlation coefficient, signal to noise ratio (SNR) and 3D distance difference. Each 
arm-joint signal had an average correlation coefficient above 0.9 and a SNR above 5. 
The hip joints data had less stability and a large variation in SNR. Also, the mean 3D 
distance difference of joints were less than 10 centimeters. For measurement validity, 
the accuracy was evaluated using mean and standard error of the difference, 
percentage error, Pearson’s r correlation coefficient and intra-class correlation (ICC). 
Average errors of maximum hand extent of reach were less than 5% and the average 
errors of mean and maximum velocities were about 10% and less than 5%, 
respectively. We have demonstrated that Mystic Isle provides accurate measurement 
and assessment of movement relative to the Vicon system. 

M. Ma, B. J. Meyer, L. Lin, R. Proffitt, and M. Skubic, "VicoVR-Based Wireless 
Daily Activity Recognition and Assessment System for Stroke Rehabilitation," in 
2018 IEEE International Conference on Bioinformatics and Biomedicine (BIBM), 
2018, pp. 1117-1121. 

Abstract: Stroke is the leading cause of long-term disability. Stroke patients can 
recover faster with personalized therapy treatments. This requires both clinical 
assessments and in-home assessments of daily activities. In this paper, we propose a 
daily activity recognition and assessment system for stroke patients. Our system is 
able to classify daily activities in real home environments and quantitatively evaluate 
upper body motions while preserving privacy by utilizing depth videos. Specifically, 
our system collects the depth videos and skeletal joint data of daily activities using a 
VicoVR sensor. It then recognizes and localizes clinically relevant actions from 
continuous untrimmed depth videos using a customized convolutional de-
convolutional network. In addition, it assesses the extent of reach and speed metrics 
of both hands using skeletal joint data. The system has been tested on simulated 
cooking videos and real-life cooking videos in various kitchens with different room 
layouts and light conditions. The action recognition accuracies for simulated and 
real-life videos can reach 90.9% and 87.5%, respectively. With the valuable 
assessment feedback of our system, therapists can make better personalized 
treatments for stroke patients. 
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Z. Moore, C. Sifferman, S. Tullis, M. Ma, R. Proffitt, and M. Skubic, "Depth 
Sensor-Based In-Home Daily Activity Recognition and Assessment System for 
Stroke Rehabilitation," in 2019 IEEE International Conference on Bioinformatics 
and Biomedicine (BIBM), 18-21 Nov. 2019 2019, pp. 1051-1056.  

Abstract: Stroke is a leading cause of long-term adult disability. Many stroke 
patients participate in rehabilitation programs prescribed by an occupational therapist 
to aid in recovery; however, occupational therapists rely on in-clinic assessments and 
often-unreliable self-assessments at home to track a patient's progress, limiting their 
ability to monitor how patients perform outside of a clinical setting. Our Daily 
Activity Recognition and Assessment System collects depth and skeletal data 
passively from within the patient's home to assess long-term recovery and provide 
metrics to an occupational therapist to allow for more individualized rehabilitation 
plans. Using data from a wall-mounted depth sensor, we adapt a hierarchical co-
occurrence network to identify actions from pre-segmented skeletal data. We then 
perform assessments on the classified actions to track key recovery metrics: 
normalized jerk, speed of motions, and extent of reach. We also introduce novel 
filters to identify high quality data for analysis. Our sensor was installed in a stroke 
patient's kitchen for seven days, generating the first action recognition data set from 
a stroke patient in a naturalistic environment. We use this data in conjunction with 
the NTU-RGB-D data set to validate our recognition and assessment algorithms. We 
achieved 90.1% accuracy by replicating the results of the NTU-RGB-D data set and 
a maximum of 59.6% accuracy on our kitchen data set. 

R. Proffitt, M. Ma, and M. Skubic, "Novel clinically-relevant assessment of upper 
extremity movement using depth sensors," Topics in Stroke Rehabilitation, pp. 1-
10, 2022, doi: 10.1080/10749357.2021.2006981. 

Abstract:  

Background: For individuals post-stroke, home-based programs are necessary to 
deliver additional hours of therapy outside of the limited time in the clinic. Virtual 
reality (VR)-based approaches show modest outcomes in improving client function 
when delivered in the home. The movement sensors used in these VR-based 
approaches, such as the Microsoft Kinect® have been validated against gold 
standards tools but have not been used as an assessment of upper extremity 
movement quality in the stroke population.  

Objectives: The purpose of this study was to explore the use of a movement 
sensor paired with a VR-based intervention to assess upper extremity movement for 
individuals post-stroke.  

Methods: Movement data captured with the Microsoft Kinect® from four 
separate studies were aggregated for analysis (n = 8 individuals post-stroke, n = 30 
individuals without disabilities). For all participants, the skeletal data (x, y, z 
coordinates for 15 tracked joints) for each game play session were processed in 
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MatLab and movement variables (normalized jerk, movement path ratio, average 
path sway) were calculated using an OPTICS density-based cluster algorithm.  

Results: Data from the 30 healthy individuals created a normative baseline for 
the three kinematic variables. Individuals post-stroke were less efficient and had 
more jerky movements in both upper extremities as compared to healthy individuals.  

Conclusion: It is feasible to use a movement sensor paired with a VR-based 
intervention to quantify and qualify upper extremity movement for individuals post-
stroke. 

7.2 Planned papers 

An ambient in-home activity recognition and assessment system for stroke 

In the paper, our newly developed Foresite-based daily activity recognition and 
assessment system will be presented. The novelty of this paper is that the Foresite system 
will be introduced to log the daily actions of a stroke participant, and an ensemble 
network for action recognition and temporal action localization will be proposed. The 
ensemble network has been trained in a dataset that contains daily action data collected 
from six stroke participants. The per-frame precision and the per-action precision were 
0.819 and 0.838 on the validation set, respectively. 

Clinically analysis of the kinematic assessment outcomes on daily actions of post-
stroke individuals  

In this paper, the kinematic assessment outcomes from the DARAS on the recruited 
stroke participants will be presented. The statistical analysis of the assessment results 
showed that stroke participants were less active compared with non-stroke participants. 
Most of the recognized action types of stroke participants were walking and reaching 
forward. The speed of the motions of stroke participants was slower than that of non-
stroke participants.   
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APPENDIX 

A1. Social/Behavioral/Educational Research Protocol  

 
Project Title: Development and Acceptability of an Ambient In-Home Activity 
Assessment Tool for Stroke 
IRB Number: 2017864 
Version Number: 2 
Version Date: 11/13/2020 
Principal Investigator: Rachel Proffitt, Marjorie Skubic 
Funding Source: National Institutes of Health   
 
 
 

 
1. The purpose of this study is to develop and refine an action recognition algorithm 

for detecting specific functional activities in the home setting. 
2. Nearly 80,000 people each year suffer from a stroke in the U.S. [1]. Moreover, 

about 50% report hemiparesis which affects their ability to live independently [1]. 
Traditional rehabilitation for stroke involves patients performing exercises in a 
hospital or clinic monitored by a therapist [2]. To make rehabilitation treatment 
effective, it is essential for therapists to personalize and refine rehabilitation plans. 
This requires monitoring patient health status and recovery progress. To collect 
such information, the therapist can either observe the patient in the clinic or use 
patient/caregiver self-report. However, constant visits to the clinic are not 
convenient for most and self-report is unreliable. Neither provides assessment on 
how the rehabilitation translates to everyday activities. To accomplish this, a 
system that can provide daily activity assessment in the home is needed. To our 
knowledge, there is currently no such system for tracking rehabilitation progress 
as it relates to everyday movements at home, for example, tracking range of 
motion of actions in the kitchen. 
 

 
 

1. Potential subjects from the MU Stroke Registry will be contacted by phone. If 
recruitment numbers are low at month 6 of recruitment, we will mail a postcard to 
those we have not yet contacted or those we were unable to contact during our 
initial calls. The postcard will contain brief information about the study and 
contact information. We will also post an informational flier across MU campus, 
in the School of Health Professions newsletter, MU Information e-blast, and 
distribute fliers at MU Outpatient facilities with patient populations of at least 
50% stroke.  
 

 

I. Research Objectives/Background 

II. Recruitment Process 

III. Consent Process 
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1. If the subject is interested in the study, they will be provided with a consent form 

to review. A time to consent will be scheduled. During the consent process, the 
subject will review the consent form with the researcher. They will be asked 
various questions to validate their comprehension such as "Is your participation 
voluntary?" and "How long will you be in this study if you agree to participate?". 
If they fully comprehend the study, they will be asked to sign the consent form. If 
the participant has expressive aphasia, they will be asked only yes/no questions to 
assess understanding. 
 

 
 

1. Inclusion criteria: 
a. Over the age of 18 
b. Conversational in English 
c. Able to ambulate with or without an assistive device 
d. At least mild hemiparesis in the arm (NIH Stroke Scale score > 6) 

2. Exclusion Criteria: 
a. Under the age of 18 
b. Unable to converse in English 

3. The MU Stroke Registry will be the initial point of screening for eligibility (age). 
The recruitment process will be in English, screening out those who do not 
converse in English. The NIH Stroke Scale will be used to screen out those 
without any upper extremity impairments. Participants will be asked over the 
phone if they are able to ambulate with or without an assistive device. 

 
 
 
 

1. Anticipated enrollment: 20 
2. One week of subject data provides approximately 10GB of data for algorithm 

training. Over a 3-month period, each subject will provide approximately 120GB 
of data for training and testing the algorithm. Therefore, a sample of 20 subjects 
will allow for adequate training and testing, especially if any subjects are outliers.  

 
 
 

1. Home Visit 1: The research team will set up the Foresite depth sensor in the 
subject’s kitchen. The exact placement will be determined by the available space. 
The research assistant will complete the Demographic Questionnaire and Fugl-
Meyer Assessment- Upper Extremity with the participant. The Demographic 
Questionnaire asks questions about stroke history, daily activities, and experience 
with technology. The Fugl-Meyer Assessment- Upper Extremity is a standardized 
clinical assessment of upper extremity motor function. After the sensor is in place, 
the participant will don an ActiGraph accelerometer on both wrists. The 
participant will then complete 3 tasks from the Performance Assessment of Self-

IV. Inclusion/Exclusion Criteria 

V. Number of Subjects 

VI. Study Procedures/Study Design 
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Care Skills (PASS) while the sensor and ActiGraph record data. The research 
team will collect contact information for a designated person in case of a fall. This 
visit will take no longer than 2 hours. 

2. Home Monitoring (3 months): The Foresite depth sensor system will record data 
over the course of 3 months. The participant will be asked to not deviate from 
their normal activities within the home. Depth and skeletal data will be 
transmitted from the Foresite sensor to the Foresite managed secure server via the 
participant’s WiFi/high speed internet.  

3. Home Visit 2: The research team will collect all the equipment from the study 
participant’s home. Before removal of the sensor, the participant will don an 
ActiGraph accelerometer on both wrists. The participant will then complete 4-5 
tasks from the Performance Assessment of Self-Care Skills (PASS) while the 
sensor and ActiGraph record data.  This visit will take no longer than 1 hour. 

4. Interview: The participant will participate in an interview. The interview will 
occur via videoconferencing. All interview will be audio-recorded. Total time will 
be no more than 2 hours. 

5. All procedures are research-only.  
 
 

1. The subjects may feel that having the sensor in their home is an invasion of 
privacy. The data will be reviewed with the participant both before and after the 
study so that they can feel comfortable with the nature of the data collected.  

2. Subjects will be provided with researcher contact information and asked to call if 
any adverse events occur. All unanticipated problems will be reported to the IRB 
within 5 days of knowledge of the problem or event. 

3. Subjects will provide the research team with contact information for a family 
member/caregiver/friend who will act as a designated point of contact for fall 
detection. The Foresite sensor system has a built-in fall detection algorithm that is 
monitored in real-time. Detection of a fall by the system will trigger an alert to the 
designated individual as well as the research team. The research team will provide 
assistance to the designated individual in securing emergency services, if 
necessary. The research team cannot provide direct medical assistance. 

 
 
 

1. There are no direct benefits to study participants. The potential benefits is that we 
may be able to develop and ambient sensor for activity recognition in the stroke 
population. This could add to our outcome assessments in this population and 
gain a glimpse into the home environment. 

 
 
 

1. Participants will be provided with $100 as compensation for their time and effort. 
Participants will receive $50 at the completion of the 3-month in-home data 
collection. Participants will receive a second $50 at the completion of the 
interview. 

VII. Potential Risks 

VIII. Anticipated Benefits 

IX. Compensation 
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1. This study is funded by an NIH R21 grant through the Eunice Kennedy Shriver 
National Institute on Child Health and Human Development. All study costs are 
covered by the grant. There are no costs to the participants. 

 
 
 
 

1. N/A- not an intervention study 
 

 
 

1. N/A- single site 
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virtual reality interventions for stroke rehabilitation: Moving the field forward,” 
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2. K. Nair and A. Taly, “Stroke rehabilitation: traditional and modern approaches,” 
Neurology India 50, pp. S85 – 93, 2002. 
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A2. Data collection and participants 

It is essential to have a dataset with stroke patients’ data activities to train an action 

recognition and temporal localization network. However, there is no public dataset which 

includes any stroke individuals. As a result, we conducted an IRB approved data collection 

to collect stroke individual’s kitchen-related daily actions. The IRB is included in 

Appendix 9.1. 

sixteen stroke participants were recruited in the study. The demographics of 

participants is listed in Table 29 and the device information is shown in Table 30.  

Table 30. The demographics of the recruited participants 

Participant Gender Age* Time* Hand 
dominance 

Impaired 
side 

FMA-
UE 

1 F 
 

1 year 6 months R R 31 
2 F 57 6 year 7 months L R 40 
3 M 59 2 years 2 months R L 36 
4 M 50 2 years 10 months R R 26 
5 F 73 1 year 6 monts R L 63 
6 M 64 1 year 7 months R R 57 
7 F 76 1 year 7 months R R 47 
8 F 49 2 years 5 months R L 15 
9 F 78 1 year 10 months R R 54 
10 M 64 12 years 9 months R R 11 
11 F 82 7 years 7 months R R 59 
12 F 71 1 year 11 months R L 47 
13 F 39 5 years 4 months R L 64 
14 F 61 3 years 5 months R L 62 
15 M 77 3 years 2 months R L 56 
16 M 45 4 years 3 months R R 54 

*Age means the age of a participant at time of Install. The time means the time since the first 
stroke 
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A Foresite DS5 systems was installed in each participant’s kitchen to collect data from 

three month. If the devices had the online access, the data were eventually synchronized to 

the HTC server. The specific directory is listed below: 

/storage/htc/eldercare/data/sensordata/cert/<device id>/kinect/Data1/daraslogger 

Otherwise, the data were stored locally and manually uploaded to the shared folder in 

OneDrive.  

Table 31. Data collection log of the R21 Participants 

Participant  Device serial number Install date Removal date Data destination 
1 DS5-RN-18000192 6/24/20 10/2/20 online 
2 DS5-RN-18000289 7/20/20 10/12/20 online 
3 DS5-RN-19000744 8/11/20 11/22/20 online 
4 DS5-RN-19000725 11/6/20 3/2/21 local 
5 DS5-RN-18000192 12/4/20 3/26/21 online 
6 DS5-RN-19000743 12/11/20 3/29/21 online 
7 DS5-RN-18000289 12/18/20 4/16/21 local 
8 DS5-RN-18000191 3/29/21 6/29/21 online 
9 DS5-RN-19000743 4/20/21 8/23/21 online 
10 DS5-RN-18000190 6/15/21 10/1/21 online 
11 DS5-RN-17000192 7/17/21 10/20/21 online 
12 DS5-RN-18000191 7/6/21 10/20/21 local 
13 DS5-RN-19000743 9/18/21 2/20/22 online 
14 DS5-RN-18000289 9/30/21 4/5/22 local 
15 DS5-RN-18000298 10/13/21 4/5/22 online 
16 DS5-RN-19000743 4/6/22      10/12/22  local 

 

The data were not successfully transferred to the desired cloud location of participant 

six due to upgrade the data transmission approach. As a result, the data from the participant 

six were missing. Totally, data from 15 participants were collected and stored properly. 
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A3. Data preprocessing and labeling 

The DARAS logger outputs depth data as compressed binary files to increase the data 

sample rate and save the memory storage.  The binary files need to be converted to image 

frames as both png or jpeg formats for training the networks. Thus, after retrieving the data 

from the cloud storage, the first step is to convert the binary files to image files.  

The per-frame action labels are required for training the proposed ensemble network, 

and the subject identification labels for each actions segment are required for performing 

kinematic assessment for each individual at each home. The per-frame label files contain 

the frame name and the corresponding action category for each frame. In this study, we are 

focusing the single-person action recognition. Thus, the multiple-person frames were 

filtered out while labeling frames. To speed up the labeling process, undergraduate students 

and students from the Occupational Therapy department have helped to label per-frame 

action. I also reviewed the action label files, because of the definition of the boundary of 

action. We labeled a sequence of motions as a reaching action starting from raising an arm 

to putting down the arm. It can be subjective process of determining the start and end frame.  

I reviewed the labeled file to ensure the definition of the start and end frame is consistent 

for the whole dataset. An action-label review tool was developed to easily view a frame 

and its corresponding label. The label can be quickly modified in the tool if it is necessary.  
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To perform the kinematic assessment for each individual, especially the stroke 

participant, the individual identification label is required. Two label tools have been 

developed to speed up the labeling process. After the per-frame action labels were ready, 

the action segments with their corresponding action category labels were generated. I 

provided the identification label for each action segment manually. The labeled data were 

summarized in Table 31.  

  

Table 32. The summary of the labeled data. 

Participant Dates 
1 All 
2 All 
3 All 
4 All 
5 2020-12-4 to 2021-2-28 
10 2021-6-16 to 2021-6-24 
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A4. DARAS logger and the supporting software 

Scripts for data processing 

- Synchronize the data.  

Synchronize the collected data from the HTC server to the local storage.  

- Group data by type. 

Automatically separate the data by types to different folder. 

- Batch binary to png converter. 

Convert all the binary files in a given folder to png frames 

- Select one-person frames. 

Loop through all the frames of a participant and select single-person frames only. 

- Rotate depth frames. 

Rotate the depth frames if they are up-side down. 

- Joint visualization. 

Visualize the joint data as an avatar 

- Bone length filter. 

Evaluate the standard deviate of the bone-length different among adjacent frames 

for a segment.  

Software for data labeling 

A tool to review the label files. After the label file and the corresponding depth frame 

folder are imported to the tool, the selected frame and its label will be display in the 

interface. Users can loop backward or forward of the frames in the selected folder. The 

label of a specific frame or the labels of a batch of frames can be modified in the label tool.  
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Source code of the ensemble network 

CDC: https://github.com/pgtgrly/Convolution-Deconvolution-Network-Pytorch 

R-C3D: https://github.com/sunnyxiaohu/R-C3D.pytorch 

HCN: https://github.com/huguyuehuhu/HCN-pytorch 

Source code of assessment 

It includes the source code of bone-length filter, per-action assessment tool, and scripts 

of statistical analysis.  

All the scripts and source code can be found in the GitLab repo of the DARAS project.  

Supporting documents 

The supporting documents of my dissertation have been uploaded to the following 

shared folder on 

OneDrive:  R21_daras_data/Dissertation_supporting_documents_Mengxuan_Ma. 

  
Data labels 

The per-frame labels and subject id labels can be found in the following shared 

folder:  R21_daras_data/labels_of_participant1-5and10. 

 

 

https://github.com/huguyuehuhu/HCN-pytorch
https://mailmissouri.sharepoint.com/:f:/r/sites/CERT-Ogrp/Datasets/R21_daras_data/Dissertation_supporting_documents_Mengxuan_Ma?csf=1&web=1&e=XVlsV2
https://mailmissouri.sharepoint.com/:f:/r/sites/CERT-Ogrp/Datasets/R21_daras_data/labels_of_participant1-5and10?csf=1&web=1&e=J5xVby
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A5. Action recognition and temporal localization of each 

participant 

The performance of the proposed ensemble network was also evaluated by each 

participant using the per-frame precision and per-action precision. The ensemble network 

model with the best test results in the experiment was selected to predict and segment 

actions from the validation set of each participant. The per-frame precision and per-action 

precision are listed in Table 32, and the confusion matrices are presented in Figure 52 to 

Figure 55.  

 

Figure 52. Confusion matrix of the validation set of the participant 1. 

 

 

Table 33. Per-frame and per-action precisions on the validation sets of each 
participant 

Precision P1 P2 P3 P4 P5 P10 
Per frame 0.845 0.821 0.792 0.652 0.786 0.865 
Per action 0.870 0.850 0.810 0.556 0.837 0.851 
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Figure 53. Confusion matrix of the validation set of the participant 2. 

 

Figure 54. Confusion matrix of the validation set of the participant 3. 
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Figure 55. Confusion matrix of the validation set of the participant 4. 

 

Figure 56. Confusion matrix of the validation set of the participant 5. 
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Figure 57. Confusion matrix of the validation set of the participant 10. 
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