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PHOTOEMISSION SPECTROSCOPY AND FIRST-PRINCIPLES  

STUDIES OF  

TWO-DIMENSIONAL DIRAC AND WEYL MATERIALS 

 
Abstract 

       Two-dimensional (2D) materials have attracted tremendous research interest since the 

breakthrough of graphene. As the nature of the low dimension, 2D materials are thin, flexible, 

and easy for fabrication. More interestingly, it emerges a lot of novel and unique properties 

such as 2D magnetic and 2D superconductivity, which attracts a huge amount of research and 

opens a door for the next generation of electronics and spintronics.  Dirac and Weyl 

semimetals are topological matter with gapless electronic excitations protected by topology 

and symmetry. Their nontrivial electron band topology leads to protected surface or edge states 

and novel responses to applied electric and magnetic fields. Those states are described by the 

models of relativistic chiral fermions as quasi-particles, which raise a platform to study particle 

physics in condensed matter physics and lead to more possibilities for spintronics and quantum 

calculation. The combination of low-dimension and novel band topology would emerge a lot 

of novel physics properties and applications, but due to the lack of a dimensional constraint, 

2D Dirac and Weyl systems are rare.  In this research, we use the symmetry analysis to find the 

possible candidate of 2D Dirac and Weyl materials, the molecular beam epitaxy (MBE), and 

the in-situ scanning tunning microscopy (STM) are used to experimentally synthesize and 

adjust the 2D thin films, the combination of angle-resolved photoemission spectroscopy 

(ARPES) and first-principles calculation is used to examine the electronic properties of 2D 
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Dirac and Weyl matter. Specifically, there are three different 2D Dirac or Weyl systems 

discussed in this thesis. The first one focuses on black phosphorous structures, and symmetry-

enforced Dirac states, unpinned 2D Dirac states, and 2D Weyl fermions are discussed in this 

system. The second one studies the interaction between Dirac states based on the Moiré lattice. 

The third one is mainly about the 2D magnetic material and its heterostructures which are the 

candidates of the 2D magnetic Weyl matters. 
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1. INTRODUCTION 

1.1.  Two-Dimensional materials 

Two-dimensional (2D) materials have attracted tremendous research interest since the 

breakthrough of graphene. Recent research around 2D magnetic and 2D superconducting 

matter exhibits the novel properties of 2D material and opens a new gate to understanding 

the fundamental physics of magnetism and superconductivity. On the other hand, their 

unique electronic, optical, magnetic, and mechanical properties hold great potential for 

harnessing them as key components in novel applications for electronics, optoelectronics, 

and spintronics. In addition, the coupling between the layers in 2D materials usually is the 

Van der Waals force, which is easy for exfoliation and fabrication. Their atomic thickness 

and huge exposed surface even make them highly designable and manipulable, leading to 

extensive application potential. 

2D superconductors: Due to the poor quality and extreme sensitivity of the samples, early 

research of high-Tc superconductors reported that superconductivity degradation occurs in 

the 2D limit [1, 2], but in recent years, the exfoliated Cu-based superconductors (Bi-2212) 

[3],  the monolayer FeSe/SrTiO3 system, [4,5] the ultrathin transition metal 

dichalcogenide(TMD) samples (NbSe2, TaS2, WTe2, etc.), [6-11], and the twisted bilayer 

graphene (TBG) systems raise different kinds of superconductors and have been 

experimentally achieved. As the mechanism and the physical properties of the 2D 
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superconducting are different from the 3D cases, the 2D superconductor attracted much 

attention in recent years. 

2D magnetism: Ferromagnetism had long been believed to hardly survive in two-

dimensional (2D) systems because of the enhanced thermal fluctuations revealed by the 

Mermin-Wagner theorem. The recent discovery of 2D magnetic crystals on Cr2Ge2Te6, 

CrI3, and Fe3GeTe2 [13-19] showed that magnetic anisotropy could stabilize the long-range 

magnetic order opening up an excitation gap to resist thermal agitation. Two-dimensional 

magnetic crystals constitute ideal platforms to experimentally access the fundamental 

physics of magnetism in reduced dimensions. In contrast to the traditional magnetic thin 

films, 2D materials largely decouple from the substrates, allow electrical control, and are 

mechanically flexible. [20] 

1.2.  Topological materials 

A decade has passed since the first experimental observation of topological materials that do 

not require stringent experimental conditions to realize a topological state1. Topological 

materials are characterized by an electronic band structure that exhibits a special band 

topology [21-23], which is now essential to understand the physical properties of many 

materials. These materials possess topologically protected surface states with unique 

electronic properties; in topological insulators (TIs) [26-29], the surface states arise from the 

inversion of the bulk bandgap, which is induced by the large spin-orbit coupling of the heavy 

atoms in the material and is protected by time-reversal symmetry. In topological crystalline 

insulators (TCIs) [30,31], the surface states are protected by crystal symmetry instead. In 



 

 3 

recent years, topological materials have expanded to include topological semimetals: Weyl 

and Dirac semimetals [24, 32-35] are 3D systems that possess gapless bulk states in the form 

of relativistic chiral fermions near nodal points and Fermi arc surface states and are described 

by the 3D Weyl and Dirac [25] equations, respectively. With the breaking of symmetry, 

either inversion symmetry or time-reversal symmetry, a Dirac semimetal can become a Weyl 

semi- metal, as each Dirac point splits into a pair of Weyl points. Detail discussions of 

topological order and topological semi-metal are in sections 2.4 and 2.5. 

1.3.  Structures and overview of this thesis 

This thesis is organized as follows: Chapter 2 provides some background knowledge and some 

fundamental understanding of this thesis, and chapter 3 introduces the experimental techniques, 

including the principle of ARPES, MBE, and STM system.  

Chapters 4 ~ 7 discuss the 2D Dirac and Weyl states on a black phosphorous structure system (α-Bi 

and α-Sb). We start at the non-symmorphic symmetry of these black phosphorous structures 

and study the symmetry-enforced Dirac fermions located at the high symmetry points 

(chapter 4 for α-Bi and chapter 5 for α-Sb). Next, we introduce a new 2D topological phase, 

unpinned Dirac fermion, which is observed on monolayer and bilayer α-Sb (chapter 6). 

Further, we found that substrate perturbation can modulate the α-Bi into a 2D Weyl state, 

which is the first observation of 2D Weyl fermion (shown in chapter 7). 

Chapter 8 focused on the interaction between 2D Dirac states. We observed cloned Dirac 

cones on Graphene/SiC heterostructures. The Moiré modulation causes the Dirac fermions 
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cloning and interaction. Similar to twist bilayer graphene, we discuss the magic lattice 

constant and the emergent flat bands in this substrate-induced Moiré system. 

Chapter 9~11 introduces the study of 2D ferromagnetic CrTe2 thin film and heterostructures, 

which is an ideal candidate for the 2D magnetic Weyl system. We first show the intrinsic 

room-temperature ferromagnetism in the CrTe2 monolayer and a few layers (in chapter 9). 

Then we found a giant topological Hall effect in CrTe2/Bi2Te3 heterostructures (in chapter 

10). We also report the epitaxy and crystallinity engineering of CrTe2 on an amorphous 

substrate (shown in chapter 11) 

Chapter 12 is the summary and outlook of this thesis 

. 

  



 

 5 

Reference 
 
[1] K. S. Novoselov, D. Jiang, F. Schedin, T. J. Booth, V. V. Khotkevich, S. V. Morozov, A. K. Geim, 

Proc. Natl. Acad. Sci. USA 2005, 102, 10451. 

[2] L. J. Sandilands, A. A. Reijnders, A. H. Su, V. Baydina, Z. Xu, A. Yang, G. Gu, T. Pedersen, F. 

Borondics, K. S. Burch, Phys. Rev. B 2014, 90, 081402. 

[3] Y. Yu, L. Ma, P. Cai, R. Zhong, C. Ye, J. Shen, G. D. Gu, X. H. Chen, Y. Zhang, Nature 2019, 

575, 156. 

[4] Q.-Y. Wang, Z. Li, W.-H. Zhang, Z.-C. Zhang, J.-S. Zhang, W. Li, H. Ding, Y.-B. Ou, P. Deng, 

K. Chang, J. Wen, C.-L. Song, K. He, J.-F. Jia, S.-H. Ji, Y.-Y. Wang, L.-L. Wang, X. Chen, X.-C. 

Ma, Q.-K. Xue, Chin. Phys. Lett. 2012, 29, 037402. 

[5] S. He, J. He, W. Zhang, L. Zhao, D. Liu, X. Liu, D. Mou, Y. B. Ou, Q. Y. Wang, Z. Li, L. Wang, 

Y. Peng, Y. Liu, C. Chen, L. Yu, G. Liu, X. Dong, J. Zhang, C. Chen, Z. Xu, X. Chen, X. Ma, Q. Xue, 

X. J. Zhou, Nat. Mater. 2013, 12, 605. 

[6] J. P. Xu, M. X. Wang, Z. L. Liu, J. F. Ge, X. Yang, C. Liu, Z. A. Xu, D. Guan, C. L. Gao, D. 

Qian, Y. Liu, Q. H. Wang, F. C. Zhang, Q. K. Xue, J. F. Jia, Phys. Rev. Lett. 2015, 114, 017001. 

[7] H.H.Sun, K.W.Zhang, L.H.Hu, C.Li, G.Y.Wang, H.Y.Ma Z.A.Xu, C.L.Gao, D.D.Guan, Y.Y.Li, 

C.Liu, D.Qian, Y.Zhou, L. Fu, S. C. Li, F. C. Zhang, J. F. Jia, Phys. Rev. Lett. 2016, 116, 257003. 

[8] S. C. de la Barrera, M. R. Sinko, D. P. Gopalan, N. Sivadas, K. L. Seyler, K. Watanabe, T. 

Taniguchi, A. W. Tsen, X. Xu, D. Xiao, B. M. Hunt, Nat. Commun. 2018, 9, 1427. 

[9] Y. Yu, F. Yang, X. F. Lu, Y. J. Yan, Y. H. Cho, L. Ma, X. Niu, S. Kim, Y. W. Son, D. Feng, S. Li, 

S. W. Cheong, X. H. Chen, Y. Zhang, Nat.Nanotechnol. 2015, 10, 270. 



 

 6 

[10] V. Fatemi, S. Wu, Y. Cao, L. Bretheau, Q. D. Gibson, K. Watanabe, T. Taniguchi, R. J. Cava, 

P. Jarillo-Herrero, Science 2018, 362, 926. 

[11] E. Sajadi, T. Palomaki, Z. Fei, W. Zhao, P. Bement, C. Olsen, S. Luescher, X. Xu, J. A. Folk, 

D. H. Cobden, Science 2018, 362, 922. 

[12] D. Qiu, C. Gong, S. Wang, M. Zhang, C. Yang, X. Wang, and J. Xiong, Adv. Mater. 2021, 33, 

2006124 

[13] C. Gong et al., Discovery of intrinsic ferromagnetism in two-dimensional van der Waals 

crystals. Nature 546, 265–269 (2017). 

[14] B. Huang et al., Layer-dependent ferromagnetism in a van der Waals crystal down to the 

monolayer limit. Nature 546, 270–273 (2017). 

[15] T. Cao, Z. Li, S. G. Louie, Tunable magnetism and half-metallicity in hole-doped monolayer 

GaSe. Phys. Rev. Lett. 114, 236602 (2015). 

[16] L. D. Casto et al., Strong spin-lattice coupling in CrSiTe3. APL Mater. 3, 041515 (2015).  

[17] H. J. Deiseroth, K. Aleksandrov, C. Reiner, L. Kienle, R. K. Kremer, Fe3GeTe2 and Ni3GeTe2 

- two new layered transition-metal compounds: Crystal structures, HRTEM investigations, and 

magnetic and electrical properties. Eur. J. Inorg. Chem. 2006, 1561–1567 (2006). 

[18] B. Chen et al., Magnetic properties of layered itinerant electron ferromagnet Fe3GeTe2. J. 

Phys. Soc. Jpn. 82, 124711 (2013). 

[19] J.-X. Zhu et al., Electronic correlation and magnetism in the ferromagnetic metal Fe3GeTe2. 

Phys. Rev. B 93, 144404 (2016). 



 

 7 

[20] Cheng Gong and Xiang Zhang, Two-dimensional magnetic crystals and emergent 

heterostructure devices, Science 363, eaav4450 (2019) 

[21] Kane, C. L. & Mele, E. J. Z2 topological order and the quantum spin Hall effect. Phys. Rev. 

Lett. 95, 146802 (2005). 

[22] Fu, L. & Kane, C. L. Time reversal polarization and a Z2 adiabatic spin pump. Phys. Rev. B 

74, 195312 (2006). 

[23] Qi, X.-L. & Zhang, S.-C. Topological insulators and superconductors. Rev. Mod. Phys. 83, 

1057–1110 (2011). 

[24] Armitage, N., Mele, E. & Vishwanath, A. Weyl and Dirac semimetals in three-dimensional 

solids. Rev. Mod. Phys. 90, 015001 (2018). 

[25] Dirac, P. A. M. The quantum theory of the electron. Proc. R. Soc. A 117, 610–624 (1928). 

[26] Zhang, H. et al. Topological insulators in Bi2Se3, Bi2Te3, and Sb2Te3 with a single Dirac 

cone on the surface. Nat. Phys. 5, 438–442 (2009). 

[27] Fu, L. & Kane, C. L. Superconducting proximity effect and Majorana fermions at the surface 

of a topological insulator. Phys. Rev. Lett. 100, 096407 (2008). 

[28] Ren, Z., Taskin, A., Sasaki, S., Segawa, K. & Ando, Y. Large bulk resistivity and surface 

quantum oscillations in the topological insulator Bi2Te2Se. Phys. Rev. B 82, 241306 (2010). 

[29] Kim, D. et al. Surface conduction of topological Dirac electrons in bulk insulating Bi2Se3. 

Nat. Phys. 8, 459 (2012). 

[30] Fu, L. Topological crystalline insulators. Phys. Rev. Lett. 106, 106802 (2011). 



 

 8 

[31] Hsieh, T. H. et al. Topological crystalline insulators in the SnTe material class. Nat. Commun. 

3, 982 (2012). 

[32] Pengzi Liu, James R. Williams, and Judy J. Cha. Topological nanomaterials, Nature Reviews 

Materials 4, pages 479–496 (2019) 

[33] Yan, B. & Zhang, S.-C. Topological materials. Rep. Prog. Phys. 75, 096501 (2012). 

[34] Müchler, L., Casper, F., Yan, B., Chadov, S. & Felser, C. Topological insulators and 

thermoelectric materials. Phys. Status Solidi Rapid Res. Lett. 7, 91–100 (2013). 

[35] Ando, Y. & Fu, L. Topological crystalline insulators and topological superconductors: from 

concepts to materials. Annu. Rev. Condens. Matter Phys. 6, 361–381 (2015).  



 

 9 

2. BACKGROUND KNOWLEDGE 

2.1.  Electron band structures 

The basic and fundamental question we want to study is the electron properties in the material 

or the condensed matter in about a hundred years before Bloch raised a theorem [1] that 

could give the solutions of the Schrodinger equations in a periodic boundary condition or a 

periodic potential.  

Mathematically, it is written as: 

𝜓(𝒓) = 𝑒!	𝒌∙𝒓𝑢(𝒓) 

Where r is position, 𝜓 is the wave function, u is a periodic function with the same periodicity 

as the crystal, and the wave vector k is the crystal momentum vector. This function serves 

as a suitable basis for the wave functions or states of electrons in crystalline solids, which 

can simplify the Schrodinger equations and make the equations solvable. Based on the Bloch 

theorem, the Schrodinger equations can be solved in the k space or the momentum space 

with the relations between energy and momentum (or k). These solutions could be found in 

each k point in the whole k space. By connecting all of the solutions (energy points at 

different k positions), we can get the electron band structures. A graphene band structure is 

shown in Figure 2.1. A real band structure for a 3-dimensional crystal is 4-dimension (E, kx, 

ky, kz), and it is 3-dimension for a 2-dimensional thin film such as graphene (shown in Fig. 

2.1 left). The band structures usually are drawn along high symmetry lines (shown in Fig. 

2.1 right). In most cases, the band structures along high symmetry lines hold all information 

of the total band structures. In addition, as the electron band structures contain all the 
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solutions of the Schrodinger equations, almost all the electron properties in the single crystal 

could be realized from the band structures. 

 

Fig. 2.1 Electron band structures of graphene, 3-dimensional band structures (left), band structures 

along high symmetry lines (right). 

2.2.  A semi-classic view of band structures 

Basically, a tight-binding approximation is used with the wave function linear combination 

of different orbits and different sites of the atoms to build the total wave function of the 

crystal.[2] 

We can start with a one-dimensional case and consider a series of atoms labeled by n=1, 2, 

3⋯ , as shown below. There is a basis function (an H 1s orbital),𝜒&, 𝜒', 𝜒(, etc., then the 

appropriate symmetry-adapted linear combinations (remember that translation is as good a 

symmetry operation).  
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𝜓) =*𝑒!	)*	+	𝜒*
*

 

Here a is the lattice spacing, the unit cell in one dimension, and k is an index that labels 

which irreducible representation of the translation group. Let's see what combinations are 

generated for two specific values of k: 0 and 𝜋/a. 

𝑘 = 0,			𝜓& =*𝑒&	𝜒*
*

=*	𝜒* =
*

𝜒& + 𝜒' + 𝜒( +⋯ 

 

			𝑘 =
𝜋
𝑎 ,			𝜓& =*𝑒!	,*	𝜒*

*

=*−1*	𝜒*
*

= 𝜒& − 𝜒' + 𝜒( −⋯ 

 

We can see that the wave function corresponding to k = 0 is the most bonding one, the wave 

functions of all atoms are in the same phase, so the energy would be the lowest. On the 

contrary, the one for k =𝜋/a should be at the top of the band. For other values of k, we get a 

neat description of the other levels in the band. But one has to be careful--there is a range of 

k, and if one goes outside of it, one doesn't get a new wave function but rather repeats an old 

one. The unique values of k are in the interval -𝜋/a≤ k ≤ 𝜋/a. This is called the first 
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Brillouin zone, the range of unique k. Based on the above discussion, we are already able to 

predict the band structure in Fig. 2.2: 

 

Fig. 2.2 Band dispersion from 0 to 𝜋/a	formed	by	a	1s	orbits	chain.	[3]	

	

If we consider different orbits, the band dispersion could be different, for example, the p 

orbits. We can consider a similar case: a one-dimension chain contains all p orbits and all 

the p orbits connected head-to-head. The wave function and the band structure on k=0 and 

k=𝜋/a	drawn	in	Fig.	2.3.	

	

Fig. 2.3 Wave function and band dispersion from 0 to 𝜋/a	formed	by	a	p	orbits	chain.	[3]	
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Now, we can move to a two-dimensional case (shown in Fig. 2.4) 

Consider a squire lattice shown in Fig. 2.4. For the s orbits, at the 𝚪	point(0,0), the phase of 

the wave function should be the same, and the energy would be the lowest. At the Y point 

(0, 𝜋/a),	 the	 atoms	 on	 the	 same	 horizontal	 line	 has	 the	 same	 phase	 but	 have	 the	

opposite	 phase	 along	 the	 vertical	 line.	 We	 can	 count	 the	 ‘nodes’	 (number	 of	 the	

connecting	point	with	the	opposite	phase)	in	the	diagram,	and	if	they	are	head-to-head,	

we	can	define	they	are	𝜎	nodes;	and	if	they	are	shoulder-to-shoulder,	we	can	define	

they	 are	𝜋	 nodes.	We	 can	 count	 the	 number	 of	 nodes.	 The	more	nodes,	 the	 higher	

energy	the	configuration	should	be,	and	the	𝜎	nodes	care	a	higher	energy	than	𝜋	nodes.	

As	a	result,	we	can	draw	the	energy	levels	at	different	high	symmetry	points	so	that	we	

can	have	a	brief	band	structure	shown	in	Fig.	2.4c.	The	result	is	actually	quite	accurate	

as	a	result	fits	well	with	the	real	band	structure	of	Sb	atoms	with	a	2D	squire	lattice	

(shown	in	Fig.	2.4d).	

As	 a	 summary,	we	 can	use	 the	 semi-classic	 view	 to	 understand	 the	 band	 structure	

formation.	More	important,	we	can	tell	the	band	orbital	formation	in	a	real	system	band	

structure	based	on	this	view.	We	can	even	predict	the	symmetry,	the	degeneracy,	and	

even	the	topology	of	band	structures	just	based	on	the	lattice	structure.		
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Fig. 2.4. a s orbital phase diagram in 2D squire lattice. b px and py orbital phase diagram, c 

a predicted band structure based on the orbital phase diagram. d band structure of a 2D Sb 

squire lattice.  

2.3.  Surface states (SSs), edge states (ESs) and quantum well state (QWSs). 

2.3.1 Surface states and edge states 

The termination of a material with a surface not only gives rise to surface relaxation and 

reconstruction but also strongly modifies the electronic structure at the surface. Breaking of 

the lattice periodicity allows the existence of new states beyond the Bloch bulk states. The 

wavefunctions of those new states are localized near the surface, and thus they have 

accordingly termed surface states [1]. Their energy levels are found in the band gaps where 

bulk states are not allowed. Intuitively the surface states can be viewed as electronic states 
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which are trapped by the band gap on one side of the surface and the surface barrier potential, 

which prevents electrons from escaping into the vacuum. 

In order to examine the behavior of surface electrons, one needs to compare the surface bands 

with the bulk bands projected to the surface [4]. Fig. 2.5 gives such a comparison. [5] 

Suppose the bulk band disperses along 𝑘- , the wavevector perpendicular to the surface, in 

the manner as shown in the left upper panel of Fig. 2.5. The width of this band then gives the 

continuum of allowed states in the surface reciprocal space, and the projected bulk bands are 

widened to have the shape of, say, the hatched area along a particular 𝑘∥ direction. Surface 

states may exist in the gap of the projected bulk bands, as shown in the upper middle panel. 

In such a case, the states must be localized near the surface as they are not allowed in bulk. 

Thus, the wavefunctions of the surface states decay rapidly towards the interior of the solid, 

as illustrated in the lower middle panel. If, however, a surface band stays in the band gap for 

only a limited range of 𝑘∥ and overlaps with the projected bulk bands for other 𝑘∥, as shown 

in the right upper panel, then the wavefunction will be gradually evanescent towards the 

bulk, as shown in the right lower panel. These states inside the bulk band region are called 

surface resonance states. Both surface state and surface resonance are experimentally 

observable by photoemission spectroscopy, but a clear discrimination between the two is not 

always accessible. Similar to the SSs, edge states (ESs) are the new states that are rising from 

breaking the periodic condition of a two-dimensional system. Well-defined edge states are 

located inside the band gap. In a topological nontrivial system, the SSs or ESs are from, as 

the topology is different in and out of the system. When connecting the wave function in and 

out of the system, a new solution will arise. This solution is the non-trivial SSs or ESs. 
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Because the topological SSs or ESs are derived from the non-trivial property of the 3D or 

2D bulk, those SSs and ESs are robust under perturbation. This will be discussed in section 

2.5. 

 

Figure 2.5. Schematic illustration of the surface states as compared with the projected bulk bands 

(the hatched area) [4]. Left: projected bulk bands and a bulk state. Middle: a surface band (the solid 

line) and a surface state. Right: a surface resonance. The “0” denotes the surface position. 

 

2.3.2 Quantum well states 

If the film thickness is comparable to the coherence length of the electron, the electrons can 

bounce back and forth between the two boundaries of the film and form electronic standing 

waves, known as quantum well states (QWS). For thin films, quantum well states are often 

the dominant features, giving rise to quantum size effects. As a consequence, the 

continuum of the valence band is quantized in the kz direction (Fig. 2.6c). Considering the 
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dispersion along the kx and ky directions, say, free electron-like, the band structure of the 

thin film will consist of a set of parabolic quantum well subbands (Fig. 2.6c). 

 

Fig. 2.6 a an Ag-Si quantum well, b the potential barrier of the Ag quantum well, c the quantization 

of kz and the free electron like kx band dispersion. 

 

2.4.  Berry phase and Topological invariants 

Consider a system with a Hamiltonian that depends on a set of parameters H=H(R). We are 

interested in the adiabatic evolution of the system as R(t) moves slowly along path C in the 

parameter space. For this purpose, it is useful to introduce an instantaneous orthonormal 

basis so 𝐻(𝑅)|𝑛(𝑅) >	= 𝜀*(𝑅)|𝑛(𝑅) >. According to the quantum adiabatic theorem, [6] 

a system initially in one of its eigenstates |n(R(0))>  will stay as an instantaneous eigenstate 

of the Hamiltonian H(R(t)) throughout the process. Therefore, the only degree of freedom 

we have is the phase of the quantum state. We write the state at time t as: 
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Where the second exponential is known as the dynamical phase factor, put this into the time-

dependent Schrodinger equation: 

 

We can find that 𝛾* can be expressed as a path integral in the parameter space, 

 

Where                                             

This vector An(R) is called the Berry connection or the Berry vector potential. It shows that, 

in addition to the dynamical phase, the quantum state will acquire an additional phase 𝛾* 

during the adiabatic evolution. Consequently, the phase 𝛾*  will be changed by 𝜁(R(0))-	

𝜁(R(T)) after the transformation, where R(0) and R(T) are the initial and final points of path 

C. This shows that 𝛾* can be only changed by an integer multiple of 2𝜋 under the gauge 

transformation, and it cannot be removed. Therefore, for a closed path, 𝛾* becomes a gauge-

invariant physical quantity, now known as the Berry phase. 

 

In three-dimension cases, it is useful to define, in analogy to electrodynamics, a gauge-field 

tensor derived from the Berry vector potential: 

 

This field is called the Berry curvature. Then according to Stokes’s theorem, the Berry phase 

can be written as a surface integral 
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where S is an arbitrary surface enclosed by path C. Unlike the Berry vector potential, the 

Berry curvature is gauged invariant and thus observable. If the parameter space is three-

dimensional, the above equations can be recast into a vector form: 

 

Besides the differential formula, the Berry curvature can also be written as a summation of 

the eigenstates: [7] 

 

Here, we need to notice that the E, k, v change sign is under space inversion, and the k, v 

change sign is under time reversal. So, if the system is time-reversal invariant, then Ω(−𝑘) =

−Ω(k), and if the system is space-inversion invariant, then Ω(−𝑘) = Ω(k). As a result, if 

the system has P and T symmetry, the Berry curvature always is 0. 

 

2.5.  Topological Semimetals 

2.5.1 Weyl semimetal  

Weyl semimetal is a three-dimensional (3D) topological state of matter in which the 

conduction and valence energy bands touch at a finite number of nodes [8, 9]. The nodes 

always appear in pairs. In each pair, the quasiparticles carry opposite chirality and linear 
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dispersion, much like a 3D analog of graphene. In the past few years, a number of materials 

have been suggested to host Weyl fermions [10–22]. The topological semimetals can be 

simply classified into Weyl semimetals and Dirac semimetals. In a Weyl semimetal, each 

Weyl node is non-degenerate, while in a Dirac semimetal, the Weyl nodes are degenerate 

due to time-reversal and inversion symmetry [17]. 

 

Fig. 2.7. Nontrivial band structure and Berry curvature of a Weyl semimetal. (a) A schematic of the 

energy spectrum of a topological semimetal (kx, ky,kz) is the wave vector. K∥
2 = kx

2 + ky
2 . (b) The 

vector plot of the Berry curvature in momentum space. The conduction and valence bands of a 

topological semimetal touch at the Weyl nodes, at which a pair of monopoles are hosted. The arrows 

show that the flux of the Berry curvature flows from one monopole (red) to the other (blue), defining 

the nontrivial topological properties of a topological semimetal. [23] 

 

A minimal model for a Weyl semimetal can be written as 𝐻 = 𝐴i𝑘/	𝜎/ + 𝑘0	𝜎0j +ℳ)𝜎1, 

where σ are the Pauli matrices, Mk = M0 − M1 (kx2 + ky2 + kz2), k = (kx, ky, kz) is the wave 

vector, and A, M0/1 are model parameters. This minimal model gives a global description of 

a pair of Weyl nodes of opposite chirality and all the topological properties. If M0 M1 > 0, 
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the two bands intersect at (0, 0, ±kw ) with kw ≡ pM0/M1 (see Fig. 2.7), giving rise to the 

topological semimetal phase. In the topological semimetal phase, the model can also be 

written as 𝐻 = 𝐴i𝑘/	𝜎/ + 𝑘0	𝜎0j + 𝑀(𝑘2( − 𝒌()𝜎1 , here A, M, and kw are model 

parameters. The dispersions of two energy bands of this model are 

 

which reduce to E± = ±M|kw2 −kz2| at kx = ky = 0. The two bands intersect at (0,0,±kw) (see 

Fig. 2.7).  

The topological properties in H can be seen from the Berry curvature, Ω(k) = ∇k ×A(k), 

where the Berry connection is defined as A(k) = i ⟨u(k)| ∇k |u(k)⟩. For example, for the energy 

eigenstates for the + band |u(k)⟩ = [cos(𝜃/2), sin(𝜃 /2)eiφ ], where cos 𝜃 ≡ Mk /E+ and tanφ

≡ ky /kx. The three-dimensional Berry curvature for the two-node model can be expressed 

as  

 

There exists a pair of singularities at (0, 0, ±kw ), as shown in Fig. 2.7. The chirality of a 

Weyl node can be found as an integral over the Fermi surface enclosing one Weyl node. 

For a given kz, a Chern number can be well defined as nc(kz) = −(1/2𝜋)∬𝑑𝑘𝑥𝑑𝑘𝑦𝛺(𝑘) 	 ·

	𝑧y  to characterize the topological property in the kx-ky plane, and 

 

The Chern number nc(kz) = −sgn(M) for −kw <kz < kw , and nc (kz ) = 0 otherwise [12]. The 

nonzero Chern number corresponds to the kz-dependent edge states (known as the Fermi 

arcs) according to the bulk-boundary correspondence. 
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If there is an open boundary at y = 0, where the wave function vanishes, the dispersion of the 

surface states is finally given by 

 

The corresponding wavefunction is similar to the topological insulator surface states 

 

where C is a normalization factor and λ1,2 = A/2|M | ∓ {(𝐴/2𝑀)( 	− 	∆) ,and ∆k = kw2 − kx2 

− kz2. There are Fermi arcs in two cases: (i) λ1,2 > 0, and (ii) λ1,2 = a ∓ ib with a,b > 0 (Note 

that λ1 = λ2 corresponds to a trivial case). Also, in both cases (i) and (ii), we have λ1λ2 > 0 

and henceforth ∆k > 0. Therefore the solution of Fermi surface states is restricted inside a 

circle defined by kx2 + kz2 < kw2. 

The two-node model above provides a generic description for Weyl semimetals, including 

the band touching, opposite chirality, monopoles of Berry curvature, topological charges, 

and Fermi arcs. 
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Fig. 2.8. (Top right) Connection of surface states to bulk Weyl points. (Bottom) Evolution of the 

Fermi arc with chemical potential in a particular microscopic model on raising the chemical potential 

from the nodal energy (E =0). Fermi arcs are tangent to the bulk Fermi surface projections and may 

persist even after they merge into a trivial bulk Fermi surface. [24] 

 

2.5.2 Dirac semimetal 

As discussed, Weyl points can occur in three-dimensional materials only when either time 

reversal or inversion symmetries are broken. When inversion symmetry is present, a Weyl 

node at k must be accompanied by a partner node at −k at the same energy that carries the 

opposite topological charge. Conversely, time reversal symmetry requires that nodes at these 

momenta are time-reversed partners which carry the same topological charge. Since the net 

topological charge enclosed within the Brillouin zone is zero, this latter situation further 

requires the existence of two additional compensating partners, Weyl nodes. The presence 

of both inversion and time reversal symmetries excludes the possibility of a twofold 

degeneracy at a Weyl point in the spectrum. 

Nevertheless, when both symmetries are present, energetically degenerate Weyl nodes 

carrying opposite charges can be stabilized at the same crystal momentum. This produces a 

composite point singularity hosting a fourfold degeneracy. This degeneracy is not 

topologically protected since its net Chern number is zero, and residual momentum-

conserving terms in the Hamiltonian projected into the degenerate sub-space can potentially 

mix these states and gap the electronic spectrum. However, in special situations, this mixing 
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can be forbidden by space group symmetries, in which case the nodes remain intact as 

symmetry-protected degeneracies. This is of fundamental interest since the stable merger of 

two low-energy Weyl nodes provides a solid-state realization of the (3+1)-dimensional Dirac 

vacuum, and materials that support this degeneracy are called Dirac semimetals. 

Similar to the Weyl semimetal, the Hamiltonian can be treated as two pairs of Weyl fermion: 

𝐻(𝑘) = 𝐻2(𝑘) + 𝐻2∗ (𝑘) = 𝐴i𝑘/𝜎/ + 𝑘0𝜎0j + 2𝑀(𝑘2( − 𝒌()𝜎1 + 𝐴i−𝑘/𝜎/ + 𝑘0𝜎0j 

However, a DSM can also appear as a robust electronic phase that is stable over a range of 

Hamiltonian control parameters. There are at least two different ways of accomplishing this. 

(Class I) One can exclude the possibility of mass terms appearing in a band-inverted Bloch 

Hamiltonian H(k) for k lying along a symmetry axis [24]. We refer to this as the “band 

inversion” mechanism. (Class II) One can search for space groups that support small groups 

with four-dimensional irreducible representations (FDIR) at discrete high-symmetry 

momenta kn. We refer to this as the “symmetry-enforced” mechanism. In the band inversion 

mechanism, the Dirac semimetal is not truly a symmetry-protected state since it actually 

contains a pair of DPs, and one may continuously tune parameters to uninvent the bands 

without changing the space group. This eliminates the two DPs by their merger and pairwise 

annihilation. However, in the symmetry-enforced mechanism, the appearance of the DP is 

an unavoidable consequence of the space group of the material. 

The band inversion mechanism provides perhaps the most direct route to the formation of a 

Dirac semimetal. The energy eigenvalues in the nth band are related by time-reversal 

symmetry 𝐸*,↑(𝑘) = 𝐸*,↓(−𝑘)  and by inversion symmetry 𝐸*,7(𝑘) = 𝐸*,7(−𝑘)  The 

combined operation of both symmetries requires that 𝐸*,↑(𝑘) = 𝐸*,↓(𝑘) so that each band 
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remains doubly degenerate locally at every k. A Dirac node can occur if two such branches 

undergo an accidental band crossing at a point. Since the small group is trivial at a low 

symmetry k point in the Brillouin zone, the intersection of a pair of doubly degenerate bands 

is generically prevented by an avoided crossing. However, when k lies along a symmetry 

line, lattice symmetries intervene by constraining the possible interactions within this 

multiplet. For example, if the crossing states transform according to different irreducible 

representations of the group of the symmetry line, their hybridization is prevented, and a 

fourfold degeneracy at this point of intersection is symmetry protected. 

Figure 2.9 illustrates how this situation can arise naturally near a band inversion transition. 

The uninverted [Fig. 2.9(a)] and inverted [Fig. 2.9(b)] band structures reverse the parties and 

band curvatures of their k = 0 eigenstates. Generally, these states are allowed to mix at k ≠ 

0, as shown in Fig. 2.9(b), which produces an avoided crossing and fully gaps the state with 

a “Mexican-hat”  dispersion. However, if these states transform along a symmetry 

direction according to different irreducible representations of the group of the symmetry line, 

the spectrum retains a gap closure on the symmetry line, as shown in Fig. 2.9 (c). Note that 

this mechanism generically produces pairs of fourfold degenerate points along this line. If 

one tunes parameters to uninvent the bands, these two Dirac points merge and annihilate, 

and the system reverts to a fully gapped state shown in Fig. 2.9(a). Generally, Dirac systems 

are very sensitive to symmetry-breaking terms. 

The band inversion mechanism can be understood more quantitatively by adopting a four-

state Hamiltonian for a system near a band inversion transition 
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where σ and τ are Pauli matrices that act in the spin and orbital spaces, respectively. 

 

Fig.2.9. Development of a Dirac semimetal in an inverted band structure. The band inversion 

transition reverses the parities (±) of the k = 0 eigenstates in the (a) uninverted and (b) 

inverted level orderings. (b) The inverted bands are twofold degenerate and undergo an 

avoided crossing at k ≠ 0, which gaps the spectrum. (c) The mixing is forbidden along a 

symmetry line by the different rotational symmetries of the intersecting bands. This leaves 

two points, each with a fourfold point degeneracy at k = ±kD along the symmetry line that is 

lifted to linear order in k − kD. Uninverting the bands produces a pairwise annihilation of the 

Dirac points, and the system reverts to the conventional insulating state, as shown in (a). [24] 

 

2.6.  Two-dimensional magnetism 

In order to hold two-dimensional Weyl fermions, one practicable way is to break the time-

reversal symmetry, which in particular, the material needs to hold two-dimensional 
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magnetism. Two-dimensional intrinsic magnetic materials have been discovered in recent 

years  [22,23] and have attracted a lot of attention in the field. 

Understanding the fundamental difference between 2D and 3D magnetism is instructive. The 

driving force underlying the ordering of electrons’ spin magnetic moments in an (anti-

)ferromagnet is the “exchange interaction,” which was initially dubbed as a “molecular field” 

and was understood to be quantum mechanical (Fig. 2.10). The effect is a coulombic 

interaction under the Pauli exclusion principle relating to the electrons’ anti-symmetric wave 

function. The exchange interaction has been used to estimate the Curie temperatures of 3D 

ferromagnets based on the argument that the short-range exchange interaction needs to be 

overcome by thermal energy to randomize the magnetic moments. Nonetheless, the mean-

field picture suitable for 3D systems does not work for the length scale of 2D systems, in 

which the dimensionality effect comes into play. Magnon (i.e., quanta of a spin wave) 

dispersion in 2D systems is reduced with respect to that in the 3D counterparts, 

corresponding to an abrupt onset of magnon density of states (DOS) in 2D systems and thus 

ease of thermal agitations. For 2D systems without magnetic anisotropy (Fig. 2.10B), the 

spin wave excitation gap diminishes (Fig. 2.10C). Together with the diverging Bose-Einstein 

statistics of magnons at zero energy, any nonzero temperatures cause massive magnon 

excitations and the spin order to collapse. However, for 2D systems with uniaxial magnetic 

anisotropy, a magnon excitation gap opens up and resists the thermal agitations (Fig. 2.10, 

D and E), which then lifts the Mermin-Wagner restriction and results in finite Curie 

temperatures. Meanwhile, the exchange interaction, together with the dimensionality, 

dictates the magnon band width and profiles. Therefore, the synergy of these factors, as well 
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as the inter quasi-particle scattering, which potentially renormalizes the magnon spectrum, 

determines the upper bound temperature (i.e., Curie temperature) below which a 2D 

ferromagnet can be found. [27] 

 

Fig. 2.10. Fundamental physical parameters and spin wave excitations in ferromagnets of different 

dimensionalities. (A and B) In a collinear magnet, exchange interaction and magnetic anisotropy are 

fundamental parameters. Exchange interaction arises from electrons’ antisymmetric wave function 

and is governed by coulombic interaction under the Pauli exclusion principle. The exchange 

interaction between spins can be directly established (red dashed line 1) or indirectly mediated by 

conduction electrons (green ball with dashed lines labeled 2) or intermediate anions (orange ball with 

dashed lines labeled 3) such as O2–. While spins are aligned, there is usually a preferred orientation, 

which means magnetic anisotropy. Magnetic anisotropy has a variety of sources, such as 

magnetocrystalline anisotropy, shape anisotropy, and stress anisotropy. (C to F) In a 2D isotropic 

Heisenberg ferromagnet, there will be massive excitations of magnons at nonzero temperatures 
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because of the absence of a spin wave excitation gap, the abrupt onset of magnon density of states 

(DOS), and the diverging Bose-Einstein statistics at zero energy; the result is the collapse of long-

range magnetic order. The presence of uniaxial magnetic anisotropy (UMA) opens up the spin wave 

excitation gap to resist the thermal agitations of magnons, leading to the finite Curie temperature. As 

the system evolves from 2D to 3D, the magnon DOS spectrum changes from a step function to a 

gradually increasing function with zero DOS at the threshold of excitation. Therefore, in 3D systems, 

UMA (related to the spin wave excitation gap) is not a prerequisite for the presence of finite-

temperature long-range magnetic order. 
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3. EXPERIMENTAL TECHNIQUES 

This chapter presents a comprehensive description of our main experiment system: two-

dimensional material synthesizes and characterization system. This system contains a 

molecular beam epitaxy (MBE), a scanning tunning microscopy (STM), and an angle-

resolved photoemission spectroscopy (ARPES) system. We discuss the basic principles and 

working process of each part. 

The MBE-STM-ARPES system shown in Fig. 3.1, the MBE, STM, and ARPES systems are 

all connected to the same ultra-high vacuum (UHV) chamber, all the parts in the system need 

a UHV condition, and the basic knowledge of UHV system is discussed in section 3.1. 

Basically, ARPES use a photoemission process, photo in an electron out, to measure the 

electron band structures of the sample; MBE is a thin film synthesize method that deposit 

atoms or molecules on substrates under UHV condition; STM can directly measure the 

topography and local density of states (LDOS) on the sample surface based on quantum 

tunning on the tip. The principle of ARPES is discussed in sections 3.2 and 3.3, and the 

information on MBE and STM is in sections 3.4 and 3.5. 
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Fig. 3.1 MBE-STM-ARPES system in our lab. 

 

3.1.  Ultra-High Vacuum (UHV) systems 

There are three reasons that our system needs a good vacuum condition. First, to perform an 

ARPES measurement, a photoelectron should be able to travel from the sample to the micro-

channel plate (MCP) detector, and an electron mean free path (𝑙) of at least 2 meters is 

required. According to kinetic theory, 𝑙 is inversely proportional to the pressure and the 

scattering cross-section of the particle. l ∼ 2 m thus corresponds to a vacuum better than p ∼ 

10−4 torr (1 torr = 1 mmHg = 133.3 Pa =1.333mbar =0.019psi). Second, for a reasonably 

long lifetime of the sample inside the chamber, the sample surface must not be covered with 

gas molecules too quickly. In a gas system obeying the Maxwell-Boltzmann distribution, the 

typical scale for particle speed is v ∼ {𝑝𝑘𝐵𝑇/𝑚. In a given time t, the number of times these 

molecules would hit the sample surface is given by n ∼ 𝑣𝑡𝑠𝜌, where s is the area of the 

sample surface, and ρ is the density of gas molecules. Assume that all particles hitting the 
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surface would stick to it. The threshold pressure for the formation of a single layer of gas 

molecules on the sample surface within a time period t is ρc ∼ {𝑚/𝑘8𝑇/𝑡𝑠&, where s0 is the 

molecule cross-section. Therefore, a sample total-loss time of 1 hour in an oxygen gas 

environment at T = 10 K requires a vacuum better than p ∼ 10−9 torr, which is in the range 

of ultrahigh vacuum. Third, in the MBE growth process, atoms or molecules require a long 

enough mean free path to move from the evaporator to the substrate, which also needs a 

UHV condition. 

3.1.1 Vacuum pumps 

Based on the residual pressure, vacuum condition is generally divided into three major 

categories: rough vacuum (ambient pressure (760 torrs) to 10−3 torr), high vacuum (10−3 to 

10−9 torr), and ultrahigh vacuum (lower than 10−9 torr). Different types of pumps work in 

different pressure ranges and have different pumping speeds. In an operating vacuum 

chamber, these pumps are often arranged in series (e.g., a turbo pump backed up by a 

roughing pump). Ion pumps are usually directly connected to the chamber, but the chamber 

needs to be pre-pumped. 
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Fig. 3.2 vacuum pumps and pressure ranges. [1] 

 

3.1.2 Vacuum gauges 

Vacuum gauges are used to monitor the pressure inside a vacuum chamber. As an example, 

two types of gauges are used in the ARPES chamber at the Ames Laboratory: the Pirani 

gauge for measuring rough vacuum (10−3 torr to ambient pressure) in the load-lock area; and 

hot cathode ionization gauges (ion gauges) for measuring high to ultrahigh vacuum 

everywhere else. [2-5] 

A routine procedure for achieving UHV in our system is as follows: First, the chamber must 

be made leak-tight, particularly at the joints of flanges, and the oxygen-free gas kites are used 

to seal at the flange. Rough and turbo pumps are connected in series and provide a high 

vacuum condition (10-5~10-8 torr), then the ion pump can start the pump. In order to reach 
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the UHV condition, a “bakeout” process is carried out, during which the chamber is heated 

to ~150C for about 70 hours. In this process, most of the gas molecules that are absorbed in 

the chamber would be ‘pushed’ away and pumped by the ion pump. After backout, the 

titanium sublimation pump (TSP) is used with the ion pump to provide an even higher 

vacuum in the chamber. 

3.2.  Angle-Resolved Photoemission Spectroscopy (ARPES) 

3.2.1 Principle of ARPES 

Photoemission spectroscopy (PES) is a well-known technique that measures the electronic 

structure of a solid through the external photoelectric effect. For the PES measurement, 

photons excite electrons from the crystal surface by the external photoelectric effect. By 

fixing the energy of incident photons and observing the velocity (kinetic energy) of excited 

photo-electrons, it is possible to determine the density of states at a fixed binding energy of 

electrons in the material. [6] 

Semi-classical view of the photoemission process: Three-Step Model 

1. Photoexcitation of an electron inside the solid. 

2. Travel of the photoelectron to the sample surface. 

3. Emission of the photoelectron into the vacuum. 

The electron is initially excited by absorbing a photon, in which energy conservation across 

the excitation is satisfied. From the observed photoelectron kinetic energy Ek, 

 

where EB is the binding energy of an electron, hν is the incident photon energy, and φ is the 

work function. Since hν and φ are already-known values, we can determine EB when Ek is 
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identified experimentally. The PES technique is inherently surface sensitive. Figure 3.3 

shows a relationship between the escape depth and the kinetic energy of photoelectrons, 

called the “universal curve” [7,8]. Photoelectron escape depth varies according to the energy 

of the photoelectrons, while it also depends on the dielectric function of the material. The 

escape depth of photoelectrons for the kinetic energy of 20~100 eV is only 5~10 Å. 

Therefore, special attention is necessary to the surface condition of the sample. 

 

Fig. 3.3 3steps model and the photo-excitation process [7] 

 

 Fig. 3.4 Escape depth of electrons as a function of electron kinetic energy in a solid. [8] 
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In the ARPES, an initial momentum k is given by the emission polar angle θ (measured from 

the surface normal). The momentum of an exciting photoelectron in a crystal is expressed as 

the surface parallel component ħk// and the perpendicular component ħk ⊥ . After the 

photoelectron is emitted from the crystal to a vacuum, the momentum is expressed as the 

parallel ħK// and the perpendicular ħK⊥ component, respectively. The momentum of exiting 

electrons from a sample is altered by the crystal potential at the surface. However, the parallel 

component ħk// is conserved owing to the translation symmetry of the crystal surface. 

 

On the other hand, the energy of photoelectrons emitted to a vacuum is given by 

 

where m is an electron mass. 

 

Or 𝑘∥iÅ9'j = 0.5123	{𝐸)(𝑒𝑉)𝑠𝑖𝑛𝜃 

When the final state of the electron is assumed as the free electron, the perpendicular 

component k⊥ is not conserved. 

 

where U0 is a variable called “inner potential”. Typically it is defined as the energy of the 

valence band bottom [9]. However, the k⊥ value has a finite width (Δk⊥) because the escape 
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depth of photoelectron Δz is very short. From the uncertainty principle, Due to the effect, 

which is called “final-state broadening” [10], the K⊥ component in the final state also has 

a finite width. In the case of a 2D state like the surface, the interface, and the layered materials 

such as graphene, it is possible to ignore k⊥.  

3.2.2 Theory of photoemission process and matrix element effect 

Here, the wave function of the initial state can be written in the form of a Slater determinant 

as, 

 

where 𝜙!)is the orbital with momentum k from which the electron is excited, Ψ!:9' is the 

wave function of the remaining (N-1) electrons, and C is the operator that antisymmetrizes 

the wave function. The wave function of the final state under the sudden approximation can 

be written as a product of the wavefunction of the photoemitted electron 𝜙!) and that of the 

remaining (N-1) electrons Ψ!:9', 

 

Therefore, the matrix element is obtained as 

 

where 𝑀;,!) is the one-electron matrix element, and the second term is the (N-1)-electron 

overlap integral. In the first step of evaluating the overlap integral, one can assume that the 

remaining orbitals are the same in the final state as they were in the initial state (frozen-

orbital approximation), meaning that Ψ;:9'=Ψ!:9',. This renders the overlap integral unity, 
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and the transition matrix element is just the one-electron matrix element. Under this 

assumption, the photoemission experiment probes only the one-electron state (from 𝜙!) to 

𝜙;)), which does not interact with the remainder of the (N-1) electrons. Of course, this cannot 

be a very good approximation. In reality, this simple picture breaks down because the 

excitation of an electron from 𝜙!)disturbs the remaining (N-1) electrons. The remaining 

system will readjust itself in such a way as to minimize its energy (relaxation). We now 

assume that the final state with (N-1) electrons have many possible excited states (labeled 

by s) with the wave function Ψ;,!:9',. and energy E<:9'. Therefore, the total photoemission 

intensity measured as a function of electron kinetic energy at a momentum k is 

 

We can see that most of the factors in the photoemission process, such as the polarization of 

the light, and the different reactions of different orbits, are all hidden in the matrix element. 

Let us consider the photoemission of an electron from a d-orbital (as in the case of the iron 

pnictides), whose shapes are depicted in Figure 3.5. Assume that the photon comes along the 

y-z plane and the detector also locates at this plane (mirror plane). In order to have 

nonvanishing photoemission intensity, ⟨	𝜙 f (k) | er · x |	𝜙 i(k)⟩ has to be an even function 

under reflection with respect to the mirror plane. where er is a unit vector along the 

polarization direction of the vector potential in our approximation, electron final states are 

plane waves, i.e., ⟨	𝜙 f(k)| is always an even function. Therefore there are two possibilities. 

(1) Electrons are emitted from an odd orbital, e.g., dxz or dxy. In this case, the er has to be an 

odd function with respect to the mirror plane, i.e., perpendicular to the mirror plane. (2) 
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Electrons are emitted from an even orbital, e.g., dyz, dx2−y2, or dz2. In this case, er has to be 

along the mirror plane. 

 

Fig. 3.5 The shapes and parity of the d-orbitals. [11] 

 

3.3.  A setup of ARPES systems 

An ARPES system contains a light source, a sample stage, and an electron detector. For a 

light source or photo source, the commonly used types are gas discharge lamps, the 

synchrotron radiation source, and the laser light source. The gas discharge lamp is discussed 

in section 3.3.1. A sample stage usually has the ability to finely control the sample position 

(x, y, z) and rotate the sample in the polar axis (along x), azimuthal axis (along z), and the 

perpendicular polar axis (along y). A sample stage can usually also cool down the sample or 

heat up the sample. The last but the most important part of an ARPES system is an electron 

detector. Here a hemisphere electron analyzer is discussed in 3.3.2. 

3.3.1 Gas discharge light source 

Gas-discharge lamps are a family of artificial light sources that generate light by sending an 

electrical discharge through an ionized gas, i.e., plasma. In operation, the gas atoms are first 

ionized (excited to a quantum state with higher energy) by external means like high voltage 
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electro-sparks or collision with existing gas ions. In the subsequent relaxation process to the 

ground state, a photon with frequency characterized by the gas atom is emitted. In ARPES, 

these photons must have an energy higher than the work function (φ = 2 ∼ 5 eV) to be able 

to generate photoelectrons, i.e., they are ultraviolet (UV) photons. The most commonly used 

lamps are the helium lamp, the xenon lamp, and so on. Below we use the helium lamp 

(routinely used in the present thesis) as an example to explain the principle and typical 

composition of a gas discharge lamp. 

 

Fig. 3.6 Cross view of a helium lamp. [12] 

Figure 3.6 shows the components of a typical helium lamp used in ARPES experiments. In 

this setup, the helium plasma is generated by electron cyclotron resonance due to external 
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microwave radiation. When helium gas is imported into the plasma discharge area, gas 

discharge is initiated by high-voltage electric sparks generated at the UV source head and 

the filament. More helium atoms are subsequently ionized due to collisions with existing 

seed ions. Using this electron cyclotron resonance technique, a total UV flux as high as 2 × 

1016 photons/(s) can be obtained. The helium emission spectrum contains three major photon 

wavelengths functional for photoemission: the He Iα line (584 Å or 21.218 eV, ∼ 82%), the 

He Iβ line (537 Å or 23.08 eV, ∼ 8%), and the He IIα line (304 Å or 40.814 eV, > 10%). 

Since the He Iβ line is shadowed by the intense He Iα line, we normally use the He Iα and He 

IIα lines for the experiment. After leaving the plasma cavity, photons enter a monochromator 

chamber in which different wavelengths are selected. In the case of a helium lamp, this 

monochromatic process is optional since it will greatly reduce the photon intensity, and the 

He Iα line is separated sufficiently in energy from the He IIα line that the spectra from those 

lines will not substantially overlap in most cases even without the monochromator. On the 

other hand, one obtains a higher signal-to-background ratio, reduces the photon spot size, 

and prevents helium gas from leaking into the main chamber by using the monochromator. 

After the monochromator, the photons exit the photon source package via an exit capillary. 

The resulting beam has a typical dimension of a millimeter or so. The beam dimension is 

about 1 mm along the long axis of the elliptical bright spot. One of the most important 

advantages of using a gas discharge lamp as a photon source is the availability of large 

photon flux at ∼ 1 meV bandwidth and unlimited machine time.  

3.3.2 Hemisphere electron analyzer 
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Selected photoelectrons enter the hemispheric electron analyzer after traveling through the 

vacuum chamber. In this section, we intend to discuss the basic operating principles of the 

electron analyzer optimized for ARPES studies. In operation, the entire analyzer should also 

be kept under an ultrahigh vacuum, and the analyzer consists of two major parts: the 

electrostatic lens and the hemispheric capacitor.  

 

Figure 3.7 Schematics of the electrostatic lens setup. d is the working distance, φ is the acceptance 

angle of the analyzer. Red curves show the calculated electron trajectories for photoelectrons emitted 

from different angles or from the same angle with different energies. 

 

The electrostatic lens portion of an analyzer maps the emitting angle of the photoelectrons 

onto different positions at the plane of the analyzer slit. After being emitted from the sample, 

photoelectrons enter the electron analyzer through a circular opening at the beginning of the 

electrostatic lenses (shown in Figure 3.7). The diameter of the circular opening and its 

distance from the sample (working distance d) define the acceptance angle φ of the analyzer, 

which in turn gives the maximum k range in the raw data. There are usually 3 or 4 lens 
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elements in total. [13] In what is called the “angular mode,” these lenses work similarly to a 

regular concave lens in optics: at the focal plane of the lens set (slit plane), electrons emitted 

at different angles are focused to different locations, creating a one-to-one mapping from the 

real space to the reciprocal space. Modern analyzers also include the option of the 

“transmission mode”, which gives information on the real space distribution: electrons that 

come from different parts of the sample are focused on different locations at the slit plane. 

The transmission mode is often used in ARPES experiments to accurately locate the sample 

with respect to the analyzer. It should be noted that even electrons emitting at the same angle 

will have different energies due to the intrinsic electronic structure.  

The analyzer slit is located between the electrostatic lens and the hemispheric capacitor. The 

length of the slit determines the maximum k-range, whereas the width of the slit controls the 

electron intensity, energy, and lateral momentum resolutions of the analyzer (discussed later). 

In a Phobious 150  analyzer, one can choose the slit width from 0.1 mm to 2 mm. This is 

done by manually tuning a knob at the back of the hemispheric capacitor. 

After entering the hemispheric capacitor, electrons with different energies travel along 

different paths due to the voltage difference between the inner and outer hemispheric plane. 

As shown by the red and green curves in the left panel of Figure 3.8, electrons with lower 

kinetic energies bend more severely by the capacitor, ending up at locations closer to the 

inner sphere on the MCP/CCD screen. On the other hand, electrons with higher kinetic 

energies end up at locations closer to the outer sphere. By this means, the axis of energy is 

created. A second requirement of the hemispheric capacitor is that electrons with different k 

but the same Ek must travel along a plane to the MCP/CCD screen that is perpendicular to 
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the E-axis. As shown by the yellow and blue curves in the same panel, this is done in a 

reversed fashion: electrons that come from the right side (top) of the slit travel to the left side 

(bottom) of the screen and vice versa. The “straightness” of the k-axis depends on the shape 

of the analyzer slit. Before a real experiment, detailed calibration must be done to determine 

exactly how the k-axis is curved (or simply how the chemical potential is shifted with 

different k’s). 

 

Fig. 3.8 Left: Schematics of a hemispheric capacitor and several electron paths. Yellow and blue 

curves denote two trajectories for electrons with the same energy but different k; Red and green 

curves denote two trajectories for electrons with different energies but the same k. From [57]. Right: 

Raw data at the MCP screen. The horizontal and vertical axes are E and k, respectively. 

The final destination of the photoelectrons is the micro-channel plate (MCP) detector located 

at the opposite end of the hemispheric capacitor. A micro-channel plate is a slab with a 

regular array of tiny tubes or slots (microchannels) leading from one face to the opposite, 

densely distributed over the whole surface. Each microchannel works as a usual electron 
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multiplier, in which the number of electrons is multiplied by an electric-field-driven 

secondary emission process. The voltage across the MCP is generally > 1400 V. After the 

MCP, electrons hit a florescent phosphor screen, and images are collected by a high-speed 

CCD camera. A typical image of the CCD camera is shown in the right panel of Figure 3.8. 

It is interesting to notice that such a camera image (not even the raw data) already shows the 

band structure of the detected material: the brighter “band” in the image is actually an energy 

band in the sample, and the sudden drop of overall intensity at roughly the middle of the 

image comes from the Fermi cut-off.  

Now we introduce the concept of pass energy which generally determines the overall 

transmission and the energy resolution of an electron analyzer. A measurement with pass 

energy Epass (unit eV) is such that the electrons traveling to the central vertical line of the 

MCP detector have kinetic energy PE. Note that this energy is not the original kinetic energy 

of the photo-electrons. Photoelectrons undergo accelerating/decelerating processes within 

the electrostatic lens, yielding a certain range of energies with which electrons are allowed 

to pass through the analyzer slit. This energy range is centered at the pass energy, its width 

depending on the pass energy. For example, in the setting of Pass Energy 5 (PE = 5 eV) the 

energy range is 4.84 < E < 5.16 eV, and the width of the energy range is 0.32 eV. Since the 

pixel number in the MCP is fixed, we expect a measurement of higher pass energy to have 

higher intensity and lower energy resolution. 

Another factor that affects the intensity and the energy resolution is the slit size. The bigger 

the slit, the higher the number of transmitted electrons. However, in the bigger slit settings, 

some electrons with slightly different k’s would end up in the same k-channel in the MCP 
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detector, rendering a lower k and E resolution. As a result, the energy resolution of an ARPES 

experiment is a monotonic but non-linear function of the pass energy and the slit size. The 

momentum resolution, on the other hand, is better defined by the ratio between the 

acceptance angle and the number of k-channels in the MCP. 

3.3.3 Fermi-surface mapping 

After confirming the quality of a sample using a single ARPES map, a common next step is 

to map the Fermi surface of the sample, i.e., construct a kx-ky-E map out of a large number 

of ARPES maps with different inclining angle θ (shown in the upper right panel of Fig. 3.9). 

In order to do this, the analyzer should be arranged such that the entrance slit (with 

acceptance angle φ) is perpendicular to the scanning direction. By taking consecutive 

ARPES maps at a series of θ angles, we obtain a three-dimensional data set with axes θ, φ, 

and E (See Figure 3.9). Since a fixed incoming photon energy defines a spherical surface in 

the k-space, such a φ-θ map covers a spherical region. The Fermi maps presented in this 

thesis are projections of the spherical region onto the kx-ky plane (Figure 3.9). As a result, 

the conversion from φ-θ values to kx-ky values requires the usage of the three Euler angles θ, 

φ, and ψ, which are defined as the angles for each individual data point. 

3.3.4 kz mapping 

For a material whose bands are dispersive along the axis perpendicular to the cleaving plane 

(k⊥ or kz), the shape of the Fermi surface will depend on incoming photon energies. That is 

because, for different photon energies, the mapping region of the k-space intersects 

differently with the underlying electronic structure. Ideally, one would like to have a set of 
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ARPES Fermi maps for consecutive photon energies. In this way, a full three-dimensional 

Fermi map, as well as a full four-dimensional electronic structure (kx, ky, kz, E) can be 

constructed. Since this procedure requires considerable machine time, a more feasible way 

is to make a “kz dispersion map” by changing the photon energy while maintaining the θ 

angle (Figure 3.9 lower right) at a high symmetry axis. Figure 3.9 shows the principle and 

an example of such a map. By fixing the θ angle of the analyzer and varying the photon 

energy, a sector-shaped kx-kz cross-section of the k-space is measured. This schematic also 

explains the energy dependence of the momentum resolution. Since the pixel number is fixed, 

the higher the photon energy (hence the wider the detection range), the worse the k-resolution. 

On the other hand, we can find the real ARPES data of certain energy is a sphere, so we 

should be careful that the kz would be slightly different for the bands coming from different 

binding energy.  
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Fig. 3.9 ARPES measurement process (left), Fermi-surface mapping (upper right), and the kz 

mapping(bottom right). 

 

3.4.  Spin resolved ARPES measurement 

 For the electron spin-polarization measurements, many kinds of spin detectors have been 

developed utilizing various spin-dependent scattering processes, as shown in the following 

Table. Common characteristics of these detectors are to use heavy elements as a target like 

gold (Au) and tungsten (W) owing to their large spin-orbit coupling (SOC). Recently, a spin 

detector that utilizes the spin exchange interaction has also been developed. Among them, 

the Mott detector is one of the widely used, and the principles of other spin detectors are 
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similar to the Mott detector. The principles and the detail of the Mott detector are introduced 

in this section. [15-20] 

 

3.4.1 Principle of the Mott Scattering 

 

Fig. 3.10 Mott scattering process, electron experiences electric and magnetic field by scattering to a 

nucleus. 

 

The asymmetry of the spin polarization in the Mott scattering arises from SOC between the 

electron and the nucleus. Mott spin detector is based on this scattering [16]. As seen in Fig. 

3.10, in the electron’s rest frame, the positively charged nucleus looks to move toward the 



 

 53 

electron, and an effective magnetic field B is generated at the position of the electron. The 

magnetic field is given by 

 

Where v is the velocity of the electron, r is the distance between the electron and the nucleus, 

and Z is the atomic number of the nucleus. The electron orbital angular momentum about 

the nucleus L and the electric field of the nucleus E is given by 

 

The magnetic moment of an electron μe is defined as 

 

where gs is the gyromagnetic ratio (gs ≈ 2), it means that; when an electron has an upward 

spin perpendicular to the orbital plane, μe points to the downward direction. Here we take 

into account spin precession, and the potential by the SOC (VLS) that arises from the 

interaction between the electron magnetic moment and the B of the nucleus, as given by 

 

The sign of the VLS is determined by whether S and L are aligned or anti-aligned. The SOC 

becomes the maximum when the spin direction is perpendicular to the orbital plane. It is 

indicated that the upward (downward) spin is easy to be scattered toward the right (left) way. 

In addition, VLS becomes larger as the Z is larger and the v is faster so that the Mott detector 
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makes the electron collide with a target prepared by a heavy element such as Au at high 

speed (voltage). 

Now we consider the system in Fig. 3.11a. The electron beam strikes the Au target by high 

voltage. Depending on the scattering angle, the differential scattering cross section σ(θ) also 

shows an asymmetry. σ(θ) is given by 

 

Where I0(θ) is the differential scattering cross section for an unpolarized electron beam, P is 

the polarization vector of incident electrons, 𝑛� is the unit vector normal to a scattering plane, 

and S(θ) is the Sherman function. We notice that a vertical spin component to a scattering 

plane only contributes to the σ(θ). Scattering asymmetry, A(𝜃) is defined by the differential 

scattering cross section for up and down spin 𝜎 ↑ (𝜃), 𝜎 ↓ (𝜃) 

 

As shown in Fig. 3.11b, σ(θ) and A(θ) depend on the scattering angle, and they have a 

maximum value at θ = 120° [17]. S(θ) also becomes the maximum at θ = 120°. However, 

the S(θ) value strongly depends on the incident electron energy and Z of the target material 

(Fig. 3.11c, d). The absolute value of S(θ) becomes larger as Z becomes larger and v becomes 

faster. Since the up spin is scattered toward the −θ side and the down spin toward the +θ side, 

we need a pair of electron detectors that are set to ±120°. 
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Fig. 3.11 a Schematic view of electron spin scattering for heavy atom. b Cross section for gold as a 

function of the back-scattering angle at 50 keV. c, d Energy and atomic-number dependence of the 

Sherman function, respectively [17] 

3.4.2 Mott Detector 

A traditional Mott detector utilizes incident electrons with high energy (~30 keV) to enhance 

the scattering asymmetry. Figure 3.12 shows a schematic view of the Mott detector. In this 

type of Mott detector, energy-reduced electrons by multiple scattering are excluded by the 

retarding potential. A Mott detector usually has two-pair electron detectors, such as a 

channeltron, in order to observe spin for two axes. Lens elements are built into the Mott 

detector to make a focused electron beam onto the target. Au (Z = 79) is widely used as a 
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target material owing to its high stability. A thin film target is used to reduce multiple and 

plural scatterings, which reduces the scattering asymmetry. Taking account into the multiple 

scatterings, the Sherman function is replaced with an “effective Sherman function Seff”. The 

value of Seff is specific to each instrument. The absolute value of Seff(θ) is smaller than the 

S(θ), while the variation of Seff(θ) near 120° is milder than S(θ). The Mott detector is usually 

installed parallel to the MDC/CCD detector and connected to the hemisphere detector. So, 

after a general ARPES measurement, we can easily switch to the Mott detector and direct 

measure the spin polarization at the certain k position, the electron energy can be measured 

by the hemisphere detector, but the angular resolution is lost during the spin measurement. 

The electron used for the spin measurement comes from the center of the MDC detector or 

0 degree, so in order to get momentum information, we have to rotate the sample and measure 

different EDC lines. 
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Fig. 3.12. Schematic drawing of the process of the spin measurement. An MCP/MDC and 

an entrance hole of the spin detector are located closer to the inner and outer spheres. [18] 

 

Fig. 3.13 Procedure to extract the spin-resolved spectra from the experimentally observed data. a N

↑ and N↓ are intrinsic spin-polarized spectra. A solid line (Total) is a spin-integrated photoemission 

spectrum. b Spin polarization as a function of energy in a. c Spectra for Seff = 0.3 determined from 

the spin-resolved photoemission experiment. [17] 

 

Figure 3.12 and Figure 3.13 illustrates the process of spin measurement. Here the number of 

up or down spins is expressed as N↑, N↓ respectively, and the “total” spectrum is given 

by N↑ + N↓. As displayed in Fig. 3.13b, the spin polarization P range is −1 ≤ P ≤ 1. NL 

(NR) denotes the intensity measured in the left (right) channeltron detector at angle θ (−θ).  
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This represents the experimentally obtained spin-resolved spectra (Fig. 3.12c). Next, we 

calculate “NL + NR” and “NL – NR” : 

 

Here, P and A(θ) are defined as 

 

 

Thus, if the Seff(θ) is known and the asymmetry is measured, the polarization can be 

calculated; therefore, it is essential to determine an accurate Seff value of the Mott detector 

prior to the experiment. 

 

3.5.  Molecular beam epitaxy (MBE) 

The thin films synthesized in this thesis research are produced by molecular beam epitaxy 

(MBE), a process in which sample layers are deposited epitaxially on a substrate in an ultra-

high-vacuum (UHV) chamber. The principle behind the method is simple: a substance such 

as Bi or Sb is heated up in quasi-Knudsen effusion cells or electron-beam evaporators (EBE), 

it evaporates, and the vapor-deposited on a substrate such as Graphene. The substrate usually 

is a single crystal so that the crystallized surface can help the film grow as a single crystal.  
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A schematic diagram of our MBE system is shown in Fig. 3.14 [6]. A crucible containing 

high-purity materials is to be evaporated, and the evaporated molecules or atoms are 

bombarded to the sample surface. Evaporated atoms do not interact with each other or 

vacuum-chamber gases until they reach the wafer due to the long mean free paths of the 

atoms, which are protected by the UHV condition. The deposition rate is controlled by the 

temperature of the evaporate sources or the filament current and voltage of the EBE. The 

actual deposition rate is calibrated by a water-cooled crystal thickness monitor. The thickness 

monitor calibrates the deposition rate by monitoring the change in the oscillation frequency 

of a quartz crystal as a result of its mass change from the deposition.  

 

Fig. 3.14 MBE system on our chamber and a schematic diagram of MBE system. 
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3.6.  Scanning tunning microscope (STM) 

The scanning tunneling microscope (STM) is arguably the most powerful tool to directly 

study the electronic structure of material systems with atomic resolution. STMs can reach 

the resolution of sub-Angstrom lateral resolution and pm depth resolutions. With this 

resolution, individual atoms within materials are routinely imaged and manipulated. The 

STM can be used not only in ultra-high vacuum(UHV) but also in water and various other 

liquid or gas ambient, and at temperatures ranging from near zero Kelvin to a few hundred 

degrees Celsius. STMs work basically based on the tunning current, which is affected by the 

bias voltage and the local density of states(LDOS) of the sample. In other words, STM 

doesn’t measure the topography but measure the surface electron states distribution. 

3.6.1 Tunning current 

 

Fig. 3.15  Schematics of the electronic states of the sample-tip junction. Energy is shown on the 

vertical axis, and the density of states is on the horizontal axis. A negative bias is applied to the 

sample. As a result, the two Fermi levels are different by the amount of applied voltage (-eV). Filled 

states are shown in blue. Electrons from the sample, with their energy range between -eV and zero, 

can tunnel into the tip. [22] 
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Herein, we examine the case of tunneling in one dimension and consider two separate 

subsystems of the tip and the sample, where the electronic states can be found by using the 

time-independent Schr ̈odinger equation. To calculate the rate of transfer of electrons from 

one system to the other, we can use the time-dependent perturbation theory[22] and show 

that the amplitude of the electron transfer is determined by the overlap of the surface 

wavefunctions of the two systems.  

 

where matrix elements are given by 

 

Here, ψ and χ are the wavefunctions of the sample and the tip. To decipher useful information 

from STM experiments, some simplifying assumptions are commonly to be used. The matrix 

elements are usually assumed to be constant and not change from one energy level to the 

other. Since most of the tips used are metallic, the density of the states of the tip is fixed. 

Given the fact that experiments are usually carried out at 4 Kelvin, the Fermi distribution 

function can be replaced by a Heaviside step function. 

To decipher useful information from STM experiments, some simplifying assumptions are 

commonly to be used. The matrix elements are usually assumed to be constant and not 

change from one energy level to the other. Since most of the tips used are metallic, the density 

of the states of the tip is fixed. Given the fact that experiments are usually carried out at very 

low temperatures (4 Kelvin), the Fermi distribution function can be replaced by a Heaviside 

step function. After applying these assumptions, the last equation becomes:  
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Furthermore, we can approximate the vacuum potential barrier with a square and conclude 

that the wave functions decay exponentially inside this vacuum barrier. The simplified 

problem of finding the probability of tunneling through a square of width z0, and the potential 

height of V0, is a solvable one, and the final answer is: 

 

We can find that the tunning current is prepotential to the integral of the density states. In 

STM, a tunneling current is maintained between a sharp metallic tip and a sample, while the 

tip is held in the angstrom range above the sample. To achieve the desired control over its 

position, the tip is placed on a piezoelectric tube, which can extend or contract in response 

to an applied voltage. The piezoelectric material provides an essential ingredient for STM, 

namely the ability to move the sample and the tip with angstrom accuracy. There are four 

electrodes connected to the four quadrants of the piezoelectric tube, and by applying voltages 

to the different quadrants, the tube can be bent or made to vary in length (Fig. 3.16). By 

electrically biasing the sample with respect to the tip, electrons will tunnel into the empty 

states of the sample in the case of positive bias and tunnel from the occupied states of the 

sample to the tip in the case of negative bias. [23] 
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Figure 3.16: The Schematic of the STM operation. By bringing the tip (shown in red) close to the 

sample (shown in blue), electrons can tunnel between the two. The voltage bias applied determines 

the direction of the current. Applying a positive voltage to the sample gives the image of the empty 

states, and maps with a negative bias applied to the sample contribution of the filled states are 

depicted. [22] 

 

3.6.2 Scanning Tunning Spectrum (STS) measurement 

Topography. One of the most common modes of measurement in STM is the constant current 

mode, also known as topography. An STM topography is obtained by maintaining the 

tunneling current between the tip and the surface fixed. In this case, a constant voltage (Vs) 

is applied to the sample, and a constant current is demanded by the user (Iset). As the tip scans 

over the surface, its piezoelectric tube extends and contracts to keep the flow of current fixed, 
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and the height for which Iset was achieved is recorded. For scanning a metallic surface, the 

values of Vs could be as low as a few tens of millivolts and the current as high as 1 nA. The 

image represents a contour of constant tunneling current on a surface, approximating the 

integrated LDOS. Considering only elastic tunneling, the electrons with energies between 

Fermi energy and Vbias can tunnel from the filled states of the sample to the tip in the case of 

negative bias and from the tip to the empty states of the sample in the case of positive bias. 

dI/dV. Another STM mode of measurement is measuring the differential tunneling 

conductance dI/dV, which is directly proportional to the LDOS. The measurement can be 

done at a single point in space or over an area of the sample. A general technique to obtain 

the energy spectrum is to add some oscillatory voltage (dV) on top of the bias voltage and 

measure the response (dI) by using a lock-in amplifier. Thus, dI/dV for a particular value of 

energy can be measured, and from equation (IV) it can be seen that it is proportional to the 

density of states: 

 

The measurement of this differential conductance as a function of energy and space is the 

key measurement for obtaining energy-resolved information on the electronic structure. 
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.  

Fig. 3.17 a STM topography in 3*3nm area on NbSe2, b STS mapping at -700meV bias 

voltage (the same position as STM topography), c STS spectrum on hole-doped GaAs. [22] 
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4. SYMMETRY-ENFORCED TWO-DIMENSIONAL DIRAC 
FERMIONS IN BISMUTHENE 

Two-dimensional (2D) Dirac-like electron gases have attracted tremendous research interest 

ever since the discovery of free-standing graphene. The linear energy dispersion and 

nontrivial Berry phase play a pivotal role in the electronic, optical, mechanical, and chemical 

properties of 2D Dirac materials. The known 2D Dirac materials are gapless only within 

certain approximations, for example, in the absence of spin−orbit coupling (SOC). In this 

chapter, we report a route to establishing robust Dirac cones in 2D materials with the 

nonsymmorphic crystal lattice.  

4.1.  Introduction 

The discovery of graphene and topological insulators has stimulated enormous interest in 

two-dimensional (2D) electron gas with linear band dispersion. [1−3] The vanishing 

effective mass and nonzero Berry phase of Dirac fermion-like states give rise to many 

interesting physical properties such as extremely high mobilities and zero-energy Landau 

levels. [4] The two-dimensional Dirac cones are generally fragile against perturbations, and 

so various gapped electronic phases are observed. [5] For example, the weak spin−orbit 

coupling (SOC) can make graphene a quantum spin Hall insulator. Gapless 2D Dirac 

fermions can be found on the surfaces of 3D topological insulators. [3] However, when the 

dimension of the 3D systems is reduced, a tunneling energy gap opens at the Dirac point due 

to the hybridization of the surface states on the opposite surfaces. Therefore, it is a highly 

challenging task to find gapless Dirac fermions in intrinsic 2D materials. So far, only a few 

2D materials have been theoretically predicted to possess Dirac states, including graphene, 
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[1,2] silicene, [6] germanene, [7] and some artificial structures. [8−11] Among them, only 

graphene has been experimentally proven to possess Dirac cones as the spin−orbit gap is 

negligibly small. 

The reason for the rarity of 2D Dirac materials can be seen from a simple co-dimension 

analysis. The general Hamiltonian of 2D Dirac states is described by ασxkx + βσyky, where 

σi and ki are Pauli matrices and momentum components, and α and β are constants. The Dirac 

cone can be easily gapped by any perturbations in the form of mσz, and the resulting gapped 

system is energetically favored given that the Fermi level is in the gap. The perturbation can 

be from the intrinsic SOC of the system, as in graphene, or from lattice relaxations which 

reduce the surface energy of the 2D material. [12] In order to achieve truly gapless Dirac 

dispersion, geometrical or topological constraints are required to eliminate the gap term. 

Previous theoretical studies of the relation between lattice symmetry and Dirac states 

suggested that nonsymmorphic symmetries can enforce Dirac-like band structures. [13−17] 

The key idea is that the operator algebra involving nonsymmorphic symmetries allows only 

nontrivial irreducible representations at certain high-symmetry points of the Brillouin zone. 

[15,17] However, to date, a material realization of symmetry-enforced Dirac fermions in 2D 

nonsymmorphic materials is still elusive. 

In this chapter, we report the existence of 2D Dirac fermions in α-bismuthene (“α-Bi” for 

short). The Dirac band structure is observed by our micro-angle-resolved photoemission 

spectroscopy (μ-ARPES) experiment. The Dirac cone is protected by the glided mirror of 

the nonsymmorphic α-bismuthene lattice and shows that this concept can be generalized to 

other 2D materials with nonsymmorphic layer groups. The Dirac points are located at certain 
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high-symmetry momentum points which are entirely determined by the symmetry of the 

lattice. This correspondence of Dirac states to the lattice symmetry can accelerate discovery 

of a wide range of 2D Dirac materials. In this chapter, we report our experimental results on 

α- bismuthene. Then we will present a theoretical analysis of the 2D Dirac cone in this 

material as well as the first-principles band structure of bismuthene films. Finally, we discuss 

a guiding rule for the search of 2D Dirac materials. 

4.2.  Thin film growth and structure characterization  

In our experiment, α-Bi was grown by thermal evaporation of bismuth (99.999%) onto the 

highly oriented pyrolytic graphite (HOPG) substrate. The HOPG substrate was cleaved 

before deposition, annealed in UHV at 750 K for several hours to remove contaminants, and 

then kept at room temperature during deposition. In Fig. 4.1.a, a typical low-energy electron 

microscopy (LEEM) image recorded on α-Bi is shown. α-Bi is relatively well-characterized 

and consists of two-monolayer thick butterfly-like bases with black phosphorus-like 

crystallographic structure and the (110) plane (rhombohedral indices) parallel to the substrate 

[18,19] (see Fig. 4.1.a). On top of α-Bi, additional stripes of α-Bi are usually observed. These 

can be seen in LEEM images due to quantum oscillations in electron reflectivity for electron 

energies below 10 eV (as a result of the long inelastic mean free path). In our experiments, 

we found that highest height contrast for Bi on HOPG is obtained for electron energy equal 

to 8 eV. 
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Fig. 4.1. LEEM and scanning transmission microscopy (STM) results recorded on α-bismuthene (a) 

LEEM image of the α-Bi island. Micro-low-energy electron diffraction (μ-LEED) pattern recorded 

on α-Bi island is shown in the inset. (b) Lattice structure of α-Bi belonging to the #42-layer group 

pman: top and side views. The Bi atoms at two different heights are colored in red and green. The 

dimension of the unit cell after full density functional theory optimization is shown. (c) Atomic-

resolution STM image of α-Bi. (d) Brillouin zone of α-Bi. 

 

By using micro-low-energy electron diffraction (μ-LEED) (aperture size 500 nm), we 

confirm that the crystallographic structure of these islands is of black-phosphorus-type (see 

top inset in Fig. 4.1.a, recorded on an island shown in Fig. 4.1.a) rather than, for example, 

possible hexagonal structures. [20,21] Close inspection of the μ-LEED pattern reveals the 

very weak intensity of the (10) spots, which is the result of glide-line symmetry along the 
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⟨1̅10⟩ direction [22] (in rhombohedral indices, for a ball-and-stick model, see Fig. 4.1.b). 

Detailed analysis on the LEED intensity pattern indicates that the two atoms in each layer in 

the unit cell are at nearly the same height; the surface buckling is small, with a deformation 

Δz around 0.04 ± 0.005 Å. The geometry of the unit cell from the LEED fitting is shown in 

Figure 1b. This structure belongs to the #42-layer group (pman). The dimensions of the unit 

cell from scanning tunneling microscopy (STM) measurements are (4.5 ± 0.2) × (4.8 ± 0.2) 

Å [2]; see Fig. 4.1.c. The two-atom surface unit cell from STM is consistent with the LEED 

result. This is further supported by our fully relaxed first-principles calculations (in the 

framework of density functional theory (DFT)) performed for a free-standing film, yielding 

a unit cell of 4.48 × 4.72 Å2 (see Fig. 4.1.b). Note that in this structure there is no buckling 

within the uncertainties of the calculations; that is, the atoms in each layer are exactly parallel 

to the surface plane; please see a detailed discussion in the Supporting Information. The 

Brillouin zone is plotted in Fig. 4.1.d, in which Γ̅−X̅1 is along the ⟨1̅10⟩ direction and Γ̅− X̅2 

along the ⟨001⟩ direction. 

4.3.   μ-ARPES results and calculated band structures 

In order to understand the electronic properties of α-Bi, we performed μ-ARPES 

measurements using a spectroscopic photoemission and low-energy electron microscope 

(SPE- LEEM) [23] on the island shown in Fig. 4.1.a. When operated in the diffraction 

imaging mode, the SPELEEM microscope can record the ARPES pattern up to k∥ such that 

the first and a large portion of the second Brillouin zones of α-Bi are imaged. Results of μ-

ARPES experiments are compared with DFT calculations in Fig. 4.2. along the high-

symmetry directions of the surface Brillouin zone. Second derivative procedures are used to 
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enhance the visibility of the band features (smoothing and moving average used before 

second derivative calculation), as in the central column of Fig. 4.2. α-Bi is a semiconductor 

with the Fermi level barely touching the top of the valence band, as shown in the ARPES 

spectra. The most prominent feature of the valence band is that band crossings exist at X̅1 

and X̅2. A band degeneracy occurs for every band crossing at these two high-symmetry 

points. Here, we focus on the band crossings at 0.7 and 0.4 eV (denoted by “DP1” and “DP2”, 

respectively, in Figure 2) as examples and present a detailed analysis of the band dispersion. 

The conclusions from this analysis apply to every pair of bands that cross at X̅1 and X̅2. 

Overall, the agreement between theory and experiment is good considering the ARPES 

spectrum is taken from a single α-Bi island with size about 1 μm × 1 μm. We note that there 

are no spectral features ascribed to the HOPG substrate because, in the vicinity of Fermi 

level, HOPG bands are located farther away from the center of the Brillouin zone. 
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Fig. 4.2. μ-ARPES band structure taken from a single island of α- Bi. (a−d) ARPES band mapping 

taken at photon energy 27.9 eV along different high-symmetry directions, as indicated in each panel. 

The raw data are shown in the left column, second derivative enhanced data in the middle, and 

ARPES result overlaid with first-principles bands in the right column. 

 

The agreement between experiment and theory is seen very clearly in the plots of iso-energy 

contours (see Fig. 4.3a). The calculated contours are plotted on top of experimental images 

for comparison. In the first Brillouin zone, there are four small hole pockets at 0.2 eV, two 

of which are in between Γ̅ and X̅ 1 and the other two close to X̅2. In the vicinity of X̅2, the 

two hole-pockets grow into a star-shaped contour (indicated by arrows in the middle panel 

of Fig. 4.3a) as the binding energy goes from 0.2 to 0.4 eV. The center of the star corresponds 

to the Dirac point DP2 located at X̅ 2. The two pockets between Γ̅ and X̅1 also grow larger as 

the binding energy increases about 0.7 eV, they touch the pockets in the second Brillouin 

zone at X̅1, forming the Dirac point DP1 (see the bottom panel of Fig. 4.3a). These pockets 

eventually merge together into squarish contours for higher binding energy values (see the 

iso-energy contours at 0.9, 1.2, and 1.4 eV in Fig. 4.3a). This evolution of band contours is 

consistent with the DFT simulations. The DFT band structure in Fig. 4.3b demonstrates the 

band crossings DP1 and DP2. Fig. 4.3c,d shows 3D representations of the bands obtained 

from ARPES and DFT calculation, respectively. To compare with the experimental result, 

the DFT bands are smeared out by 0.5 eV. All main features in the ARPES data are well 

reproduced by DFT calculations, strongly suggesting the existence of nonsymmorphic Dirac 

states. In particular, the band crossing features marked by arrows are nearly identical, which 
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indicates that a Dirac state indeed exists at X̅1. We note that the Dirac bands at DP1 and DP2 

are anisotropic, especially along X̅ 2−M̅ direction. The linear dispersion can be seen only in 

the close vicinity of X̅1 and X̅2, as shown in Fig. 4.3a,b. 

 

Fig 4.3. μ-ARPES iso-energy contours and first-principles simulations. (a) μ-ARPES iso-energy 

contours taken at binding energy of 0.2, 0.4, 0.7, 0.9, 1.2, and 1.4 eV. (b) DFT-calculated bands for 

α-Bi. (c) 3D band representation with two cross-sectional planes X̅1−M−X̅1 and X̅1−Γ̅−X̅1. (d) 

Corresponding calculated 3D band contour with smearing of 0.5 eV. 

 

According to the ARPES and first-principles results, Dirac cones exist at X̅1 = (π,0) and X̅2 

= (0,π) of the Brillouin zone (for simplicity, the lengths are measured in units of the lattice 

constants ax and ay along ⟨1̅10⟩ and ⟨001⟩ directions, respectively). We now show that these 

band degeneracies are protected by the nonsymmorphic lattice symmetry. α-Bi is 

nonmagnetic and centrosymmetric, so the time reversal (T) and inversion (P) symmetries are 

preserved. The space−time inversion symmetry PT leads to the two-fold Kramers 

degeneracy of each band in the Brillouin zone in the presence of SOC. Therefore, the band 
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degeneracy is 4 for the band crossing points at X̅1 and X̅2. The lattice of α-bismuthene 

belongs to the #42-layer group (pman), which is described by the three generators:  

 

where σi (i = x, y, z) are Pauli matrices for the spin degree of freedom and σ0 is the 2 × 2 

identity matrix. Here, the tilde in M̃z indicates that it is a nonsymmorphic glide mirror 

operation, the mirror reflection, is accompanied by a half- lattice translation parallel to the 

mirror plane. We shall see that the three symmetries M̃z, P, and T dictate the existence of 

Dirac points at X̅1 and X̅2, which are robust under SOC. 

We first show that the three symmetries guarantee four-fold band degeneracies at X̅1 and X̅2. 

The key point is that the nonsymmorphic character of ̃ M̃ z leads to a special commutation 

relation between M̃ z and P. To see this, we compare the results when these two symmetry 

operators act on (x, y, z) in the different orders: 

 

 

This means that 

 

Where 𝑇''& = 𝑒9!)/9!)0 denotes the translation by one unit cell along both x and y 

directions. Consequently, at the special high-symmetry points X̅ 1: (π,0) and X̅ 2: (0,π), M̃ z 

and P anticommuting with each other: {M̃z, P} = 0. Meanwhile, the nonsymmorphic 
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character also makes the eigenvalues of M̃z momentum dependent. As (M̃z)2 = −T110 (the 

minus sign is due to a 2π rotation on spin), we have the M̃z eigenvalues 𝑔1 =

±𝑒9!)//(9!)0/(. Importantly, at X̅1 and X̅2 , gz = ±1, which is purely real. 

Consider an energy eigenstate |Φ(X̅ i)⟩ at X̅ i (i = 1, 2), which can be chosen as an eigenstate 

of M̃z with an eigenvalue gz. As X̅i is a T-invariant momentum point, |Φ(X̅i)⟩ has a degenerate 

Kramers partner T|Φ(X̅i)⟩, which must share the same gz eigenvalue (because gz = ±1 is real). 

Moreover, because {M̃z, P}=0, P|Φ(X̅i)⟩	(and also TP|Φ(X̅i)⟩) must be another  degenerate 

partner of |Φ(X̅i)⟩	with an opposite M̃z eigenvalue (−gz). Thus, the four states (|Φ⟩, P|Φ⟩, 

T|Φ⟩, TP|Φ⟩) always form a degenerate quartet at X̅1 and X̅2. Deviating from X̅i, the four-

fold degeneracy will generally be lifted because the k point is no longer invariant under T. 

We note that the upper equation plays the pivotal role in the formation of band degeneracy. 

The phase factor from T110, reflecting the nonsymmorphic nature of the lattice, determines 

the existence and location of the Dirac points. In addition, the above argument is made with 

explicit consideration of SOC, so these Dirac points are indeed robust against SOC and can 

be termed as the 2D spin−orbit Dirac points. To further characterize the emergent 2D 

spin−orbit Dirac fermions and to show that the dispersion is indeed a linear type, we 

construct an effective k·p model around each Dirac point based on the symmetry constraints. 

Consider DP1 at X̅1, the symmetry operations in the little group at X̅1 include T. The matrix 

representations of these operators can be obtained from the standard reference, [24] with 

T=−iσy ⊗	τ0 K, M̃z =σz ⊗	τy, P=σ0 ⊗	τx, and Mx =−iσx ⊗ τx. Here, K is the complex 

conjugation operator, σj and τj (j = x, y, z) are the Pauli matrices representing spin and orbital 
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degrees of freedom, respectively, and σ and τ are the 2 × 2 identity matrices. Subjected to 

these symmetry constraints, the effective model in the vicinity of DP1 expanded to linear 

order in the wave vector k’ takes the form of 

 

where the energy and the wave vector k′ = (k′x, k′y) are measured from DP1, the model 

parameters vx, vy, and θ are real, and their values depend on the microscopic details. The 

dispersion around DP1 is given by 𝐸 = ±�𝑣/(𝑘′/( + 𝑣0(𝑘′0( , which indeed corresponds to a 

linear Dirac cone. This confirms that the emergent fermions are 2D spin−orbit Dirac 

fermions. The effective model for DP2 at X̅2 can be defined in a similar way. With T=−iσy  

⊗	τ0 K, M̃z = σz ⊗	τy, P=σ0 ⊗	τx, and Mx = −i σx ⊗ τ0, the effective Hamiltonian can be 

written as 

 

Because there is no symmetry operation connecting DP1 and DP2, the model parameters 

are generally different for DP1 and DP2. For example, from fitting the DFT band structure, 

at DP1, we find the Fermi velocities vx = 3.95 × 105 m/s and vy = 2.12×105m/s, whereas at 

DP2,vx =1.19×105m/s and vy = 4.67 × 105 m/s. The lack of symmetry connection implies 

that each Dirac point may be tuned separately. For example, a single Dirac point may be 

tuned close to the Fermi level by lattice deformations that preserve the crystal symmetry. 

This is in contrast to the case of graphene, where the two Dirac points are symmetry-

connected and hence must shift in energy together. The strong spin−orbit coupling in α-Bi 

is crucial for the formation of the nonsymmorphic Dirac states. To see this, we calculated 
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the band structure without the inclusion of SOC; the result is shown in Fig. 4.4c. The bands 

become degenerate along X̅1−M̅−X̅2 and, consequently, form a nodal line at the boundary 

of the Brillouin zone; see Figure 4e. The band degeneracy is also due to the 

nonsymmorphic symmetry of the lattice. However, this band degeneracy is not robust 

against spin−orbit coupling. Turning on SOC, the nodal line is gapped everywhere except 

X̅1 and X̅2. In other words, SOC transforms the system from a nodal-line system into a 

Dirac fermion state. In the presence of SOC, the Dirac points at X̅1 and X̅2 are under the 

protection of the glided mirror symmetry. Naturally, breaking this glided mirror symmetry 

will lead to energy gaps at the Dirac points. Fig. 4.4d shows the band structure of a 

distorted lattice. The lattice distortion is depicted in the inset of Fig. 4.4d, which destroys 

the glided mirror symmetry while keeping the space inversion symmetry. In this case, 

every band still possesses the two-fold Kramers degeneracy, but the Dirac points at X̅1 and 

X̅2 disappear. This evolution of band surfaces and Dirac/nodal points, as schematically 

depicted in Fig. 4.4e, indicates that SOC and nonsymmorphic symmetry are two essential 

pillars supporting the formation of Dirac fermions in α-Bi. 
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Fig 4.4. SOC and distortion effects on α-Bi band structure. (a,b) DFT band surface calculated in the 

vicinity of X̅1 and X̅2, respectively. (c) Band structure of α-Bi in the absence of spin−orbit coupling. 

(d) Band structure of distorted α-Bi. The distortion is shown in the inset. The two atoms are moved 

along arrow directions by 2% of the unit cell width. (e) Evolution of band configuration from 

without SOC to with SOC to with both SOC and symmetry-breaking distortion. The Dirac/nodal 

points are highlighted in blue in the Brillouin zone. 

 

4.4.  Further discussion – Monolayer Bismuth case 

To illustrate the application of the principle to other cases, we now consider a different 

nonsymmorphic layer group. The lattice structure of a bismuth monolayer after DFT opti- 

mization is shown in Fig. 4.5a, and it belongs to the #15-layer group (p21/m11). Note the 
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buckling in this structure i.e. the two atoms in the unit cell are not exactly in plane, as shown 

in Fig. 4.5a. The layer group has two generators (with spin matrices) as follows: 

 

where C2x is a nonsymmorphic 2-fold screw axis operation. The combinations of these two 

operators in two different orders are given by 

 

Hence, the two combinations are connected by the momentum-dependent phase, 

 

where T100 = eikx. In this case, at M = (π,π) and X1 = (π,0), we have {P,C2x} = 0. Meanwhile, 

the nonsymmorphic character also makes the eigenvalues of C2x momentum dependent. 

Since (C2x)2 = −T100 (the minus sign is due to a 2π rotation on spin), we have the C2x 

eigenvalues cx = ±ie ikx/2. Importantly, at both X1 and M, cx = ±1, which are purely real. 

Suppose |Φ⟩ is an eigenstate of C2x at X1 (or M). Following a similar derivation as in the case 

of α-Bi, |Φ⟩, T|Φ⟩, P|Φ⟩, and TP|Φ⟩ must be degenerate at X1 (or M). This is indeed the case 

we find in the calculated band structure of the bismuth monolayer shown in Fig. 4.5b.  

In the absence of spin-orbit coupling, the bands are degenerate and become line nodes along 

X1 − M, see Fig. 4.5d. To see this, let us consider two operators Mx and Ct, where  

 

Following a similar derivation as in Equations. (11) and (12), we have MxCt = T100CtMx, 
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where T100 = eikx. A generic momentum point k = (π, ky) between X1 and M is invariant under 

Mx and Ct, since ky changes its sign under C2x, P , and T . Meanwhile, {Mx, Ct} = 0 at k. This 

anti-commutation relation guarantees the 2-fold band degeneracy at k, which leads to a nodal 

line along X1-M in the absence of SOC. Therefore, SOC is crucial for the formation of the 

Dirac cone. The Dirac bands found in this Bismuth structure are intrinsically of spin-orbit 

origin, in contrast to the spinless Dirac states in graphene. Just like the case of α-Bi, the band 

crossing point is protected by the nonsymmorphic lattice symmetry which eliminates the 

gap-opening effect of spin-orbit coupling in this 2D material. Consequently, breaking lattice 

symmetry will naturally introduce an energy gap at the Dirac point, as illustrated in Fig. 4.5e, 

which provides a tunability of the electronic property of this family of 2D Dirac materials. 

We note that the Dirac states are very close the Fermi level, so this Bi monolayer is a 2D 

Dirac semimetal. This structure is not energetically favored in its free-standing form, but it 

can be stabilized with the aid of substrate interactions. 
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Fig. 4.5: Lattice and band structure of bismuth monolayer. (a), The top and side views of Bi 

monolayer lattice structure. (b), DFT band structure of Bi monolayer. (c), Zoom-in band structure 

along X2-M-X1. The lattice is shown in the inset. (d), Band structure same as in c but calculated in 

the absence of spin-orbit coupling. (e), Bands calculated with a distorted lattice. The distortion is 

schematically shown in the inset. 

 

The nonsymmorphic α-Bi structure can be regarded as a variation of atomic layers truncated 

along (110) direction from Bi bulk lattice. In the Bi bulk structure, the atoms form a 

rhombohedral lattice. Therefore, if we look at (110) surface unit cell, d1 is generally not 

equal to d2 (see Fig. 4.6 for d1 and d2 definition) and the structure violates the 

nonsymmorphic symmetry. In 2D there is no constraint from the bulk lattice, so the atoms 

arrange their positions to saturate the dangling orbital of both atoms in the unit cell in the 

same way. Therefore, the pair of Bi atoms at the corner of the unit cell should be equivalent 
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to the pair at the center. In other words, d1= d2. This naturally leads to a nonsymmorphic 

structure in α-Bi and other group-V element monolayers (such P and Sb). 

 

Fig 4.6: Definition of in-plane separation between atoms in Bi(110). 

 

 

4.5.   Conclusions 

α-Bismuthene, a two-dimensional spin−orbit material, hosts Dirac fermion states at the high-

symmetry momentum points X̅1 and X̅2 , as demonstrated by our μ-ARPES measurements  

and first-principles calculations. The band degeneracy at the Dirac points is strictly protected 

by the nonsymmorphic symmetry of the lattice. Unlike graphene and other known 2D Dirac 

materials, the nonsymmorphic symmetry guarantees that the Dirac states in α-bismuthene 

are robust against spin−orbit coupling. Breaking the lattice symmetry, on the other hand, can 

lift the band degeneracy at Dirac points and yield gapped phases. Interestingly, a surface 

buckling in α-bismuthene breaks the space inversion symmetry and turns the system into a 

2D elemental ferroelectric. [25] Moreover, the two allotropic phases of bismuthene, namely, 

α-Bi and β-Bi, possess nontrivial band topology. The β-Bi was first theoretically proposed 
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to be a quantum spin Hall (QSH) insulator and recently realized in experiment. [26,27] 

Similar to the β phase, α-Bi has been reported to be a QSH in its flat form. [28] Here, we 

confirm the α-bismuthene prepared on HOPG is with negligible surface buckling and, 

therefore, belongs to the QSH topological phase. 

The formation mechanism of Dirac bands discussed in this work is intrinsically different 

from the band crossing induced by nonsymmorphic crystalline symmetry reported in 

previous works. [29−33] The two bands exchange the eigenvalues of a single 

nonsymmorphic operator, a glided plane or a screw axis, as they disperse from one high-

symmetry momentum to another high-symmetry momentum. Therefore, a band crossing 

must happen between the two high-symmetry points. By contrast, the Dirac points in α-

bismuthene reside at the high- symmetry momenta of the Brillouin zone because these points 

are invariant under P and T and allow momentum-dependent commutation/anticommutation 

relations involving the non-symmorphic symmetry operators. In other words, the location of 

the Dirac points is determined by the nonsymmorphic symmetry operations. [15] This 

property facilitates the detection of Dirac states in experiments. For example, let us consider 

a different nonsymmorphic group, the #15-layer group (p21/ m11). A bismuth monolayer 

structure belongs to this layer group. Because of a screw axis of the lattice, Dirac states are 

guaranteed to exist at X̅1 and M̅ points of the Brillouin zone. The principle demonstrated in 

this work can be applied to all 2D layered materials with a lattice belonging to one of the 36 

nonsymmorphic layer groups. [15,17] This will significantly accelerate the search of 2D 

Dirac materials and extend “graphene” physics into the territory where strong spin−orbit 

coupling is present. 
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5. OBSERVATION ON SYMMETRY-ENFORCED DIRAC FERMIONS IN 
ANTIMONENE 

Nonsymmorphic crystal symmetries can enforce the formation of Dirac nodes, providing 

another route to establishing symmetry-protected Dirac states in 2D materials. Similar to the 

bismuthene in last chapter, antimonene can also from the phosphorene structure or the α-

antimonene. As this structure contain nonsymmorphic symmetry, we can expect that α-

antimonene hold Dirac nodes but because the number of electrons is different in antimonene, 

a different band dispersion and properties would be found in α-antimonene. In this chapter, 

we report the symmetry-protected Dirac states in nonsymmorphic α-antimonene (Sb 

monolayer). The antimonene was synthesized by the method of molecular beam epitaxy. 2D 

Dirac states with large anisotropy were observed by angle-resolved photoemission 

spectroscopy. The Dirac states in α-antimonene are spin-orbit coupled in contrast to the 

spinless Dirac states in graphene. The result extends the graphene physics into a family of 

2D materials where spin-orbit coupling is present. 

5.1.   Introduction 

Dirac states with linear band dispersion and a vanishing effective mass have been discovered 

in condensed matter materials such as graphene, topological insulators, and bulk Dirac/Weyl 

semimetals [1–4]. The topological phase of Dirac-fermion states leads to many exotic 

physical properties such as zero-energy Landau levels [5]. The graphene like Dirac materials 

have been considered as a cornerstone for the development of next-generation electronic 

devices. However, the two-dimensional Dirac cones are generally unstable because an 

energy gap can be easily induced by intrinsic or extrinsic perturbations such as spin-orbit 
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coupling (SOC) and lattice distortions [6]. This leads to the rarity of two-dimensional (2D) 

Dirac materials, and only a few materials have been proved experimentally to host gapless 

2D Dirac states, including graphene [1,2] and the surface of topological insulators [3]. The 

Dirac states in graphene can be considered to be gapless only by ignoring the small SOC of 

the system. When the dimension of topological insulators is reduced, a tunneling energy gap 

opens at the Dirac point, which is due to the hybridization of the surface states on the opposite 

surfaces [3]. To find gapless Dirac states, geometrical constraints on the crystal lattice are 

generally needed to protect the nodal points against various gapping mechanisms. 

Recently, it has been proposed that nonsymmorphic crystalline symmetries including glide 

mirrors and screw axes can enforce band crossings and hence induce Dirac-fermion-like 

states [7–13]. This is because the operators of nonsymmorphic symmetry operations create 

only high-dimensional irreducible representations at certain symmetry points of the Brillouin 

zone [9,11–18]. This presents another route to realizing 2D Dirac materials whose Dirac 

states are robust even in the presence of strong SOC. Here, we report the observation of 2D 

Dirac states in the α phase of antimonene (monolayer antimony). Bulk Sb is a group-V 

semimetal with a small overlap between the valence and conduction bands. Despite small 

electron and hole pockets at the Fermi level, there exists an indirect negative energy gap 

traversing the whole Brillouin zone and separating the valence and conduction bands [19]. 

This gapped band structure enables Sb, though semimetallic, to host the same Z2 topological 

invariants as topological insulators [3,20]. The large spin-orbit coupling plays a key role in 

the generation of the nontrivial band topology. In the 2D limit, monolayer Sb, i.e., 

antimonene, is known to have two allotropic structural phases, namely, the black-phosphorus 
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(BP)-like α phase and the hexagonal β phase. The lattice of α-antimonene (α-Sb for short) is 

nonsymmorphic, meaning that α-Sb can host symmetry-protected Dirac states. In this Letter, 

we synthesized α-Sb by the technique of molecular beam epitaxy (MBE) and detected the 

2D Dirac states by angle-resolved photoemission (ARPES) experiments. The results shed 

light on the search for 2D Dirac materials in the vast territory of 2D nonsymmorphic crystals. 

5.2.   Thin film growth, crystal structures and calculated band structures 

In our experiment, α-Sb was grown on SnSe substrates under an ultrahigh vacuum 

environment. The SnSe crystals were cleaved in situ and provided an atomically flat surface 

for the deposition of Sb. The crystallographic structure of α-Sb is shown in Figs. 5.1(a) and 

1(b). The surface unit cell is marked by a blue rectangular box. The in-plane lattice constants 

are 4.49 and 4.30 Å in the x and y directions, respectively. The in-plane nearest-neighbor 

bond length is 2.90 Å. α-Sb consists of two horizontal atomic sublayers. Each atomic 

sublayer is perfectly flat according to the first-principles lattice relaxations. For a single layer 

(1L) of α-Sb, the vertical spacing between the two atomic sublayers is 2.79 Å. For a two-

layer (2L) α-Sb film, the vertical distance between the two atomic sublayers within each α-

Sb layer is 2.89 Å while the spacing between the two layers of α-Sb is 3.18 Å. The structure 

of one- and two-layer α-Sb belongs to the No. 42 layer group (pman). The lattice is 

nonsymmorphic because it is invariant under a glide mirror reflection operation. The glide 

mirror is parallel to the x-y plane and lies in the middle between the two atomic sublayers of 

1L α-Sb. The glide mirror reflection is composed of a mirror reflection and an in-plane 

translation by (0.5a,0.5b), where a = 4.30Å and b = 4.49Å are the lattice constants in the x 

and y directions, respectively. For 2L α-Sb, the glide mirror sits in the middle between the 
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two α-Sb layers. Figures 1(c)–1(e) show the scanning tunneling microscopy (STM) image 

of two α-Sb/SnSe samples with atomic resolution. The first sample consists of mainly 1L α-

Sb islands [see Fig. 5.1(c)]. A line-mode reconstruction (moiré pattern) can be seen on the 

α-Sb surface, as marked by the green dashed lines. The height profile is taken along the blue 

arrow [shown in Fig. 5.1(d)] indicates that the height of the 1L α-Sb island on the SnSe 

surface is 6.5 Å. The second sample possesses both 1L and 2L domains as shown in Fig. 

5.1(e). 

 

Fig. 5.1. (a) Side view of an α-Sb/SnSe lattice structure. (b) Top view of an α-Sb lattice structure. 

The unit cell is indicated by the blue rectangular box. The structure belongs to the No. 42 layer group 

pman. (c) Surface morphology of an α-Sb sample grown on SnSe substrate. (d) STM image of the α-

Sb sample showing 1L and 2L domains. (e) The height profile taken along the red arrow in (c). (f), 

(g) Zoom-in STM images of the 1L and 2L domains shown in (d), respectively. 
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The glide mirror symmetry of the lattice leads to band degeneracy at high-symmetry points 

X1 = (π , 0) and X2 = (0, π ). A detailed analysis of the location of the Dirac points can be 

found in a previous work [21]. We performed first- principles calculations for the band 

structure of 1L and 2L α-Sb films. The ABINIT package [22,23] and a plane-wave basis set 

were employed in the calculations. The energy cut is 400 eV. Relativistic pseudopotential 

functions constructed by Hartwigsen, Goedecker, and Hutter (HGH) were used [24]. The 

SOC of the system is varied from 0 to 300% by linearly scaling the relativistic parts of the 

Hamiltonian [25]. The calculated band structures of 1L and 2L α-Sb are shown in Figs. 5.2(a) 

and 5.2(b). The Brillouin zone of α-Sb is plotted in Fig. 5.2(c). Both 1L and 2L α-Sb have a 

semiconducting behavior, which can be seen in the calculated density of states. There exist 

band crossings at points X1 and X2. The band degeneracy occurs for every band at these two 

high-symmetry points. Each band splits into two branches as it disperses away from X1,2. 

Therefore, the band crossings at X1,2 create 2D Dirac states. The Dirac points at X1 and X2 

in the top valence band are marked by “D1” and “D2,” respectively. The location of the Dirac 

points is entirely determined by the underlying nonsymmorphic lattice symmetry. We note 

that the Dirac points in α-Sb are away from the Fermi level. There are a multitude of ways 

to shift the Fermi level in 2D materials, such as electrostatic gating and chemical doping. 

Therefore, the Dirac states can be accessed in transport experiments when the Fermi level is 

appropriately tuned in this monolayer system. 
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Fig. 5.2. (a) The band structure and density of states of 1L α-Sb. (b) The band structure and density 

of states of 2L α-Sb. (c) The Brillouin zone of α-Sb. (d) The band structure of 1L α-Sb without SOC. 

(e) Fermi velocity of the bands at D1 and D2 of 1L α-Sb with various strengths of SOC. 

 

The Dirac bands at X1,2 can be described by an effective k · p model constructed around each 

Dirac point. For D1 at X1, the matrix representations of the symmetry operations are T = −iσy  

⊗ τ0 K (time reversal), Mz = σz ⊗ τy (glide mirror reflection), P = σ0 ⊗ τx (space inversion), 

and Mx = −iσx ⊗ τx (mirror reflection with respect to a plane parallel to the y-z plane), where 

K is the complex conjugation operator, σj and τj ( j = x, y, z) are the Pauli matrices 

representing spin and orbital degrees of freedom, respectively, and σ0 and τ0 are the 2 × 2 
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identity matrices. These matrices of symmetry operators can be found in the standard 

reference [26]. Subjected to these symmetry constraints, the effective model in the vicinity 

of D1 expanded to linear order in the wave vector k’ takes the form of 

 

where the energy and the wave vector k′ = (kx′ , ky′ ) are measured from D1, the model 

parameters vx and vy are the Fermi velocities in the x and y directions, respectively, and θ is 

a real parameter that depends on the microscopic details. The dispersion around D1 is 𝐸 =

±�𝑣/(𝑘′/( + 𝑣0(𝑘′0( , which indeed corresponds to a linear spin-orbit coupled Dirac cone. 

According to the first-principles bands, vx = 3.74 × 105 m/s and vy =3.60 × 105 m/s. The 

Dirac cone exhibits a minor anisotropy. The effective model for D2 at X2 can be described 

in a similar way. With T=−iσy ⊗τ0 K, Mz=σz	⊗τy ,P=σ0	⊗	τx ,and Mx = −iσx ⊗ τx , the 

effective Hamiltonian can be written as 

 

where vx = 2.16×104 m/s and vy = 8.35×105 m/s, according to the first-principles calculation. 

A huge anisotropy is found in the Dirac bands at D2. To find the SOC effect on the Dirac 

states, we calculated the band structure with various strengths of SOC and extract the Fermi 

velocity at D1 and D2 [see Figs. 5.2(d) and 5.2(e)]. Without SOC, the two bands of the Dirac 

cone become degenerate in the direction of X1-M-X2. This can be seen in the above eqs: The 

terms depending on the spin matrices σx,y,z vanishes in the absence of SOC, leaving only one 

term with σ0, which induces the band splitting in X1-G and X2-G directions. Consequently, 

the bands form a nodal line at the boundary of the Brillouin zone, since the bands are 
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degenerate along X1-M-X2 [see Fig. 5.2(d)]. In this sense, the nodal-line band structure in 

the absence of SOC also arises from the nonsymmorphic symmetry of the lattice. However, 

this band degeneracy is not robust against spin-orbit coupling. Turning on SOC, the nodal 

line is gapped everywhere except X1 and X2. The Fermi velocity vy at D1 and vx at D2 grows 

from zero as SOC increases, leading to the formation of Dirac cones. In other words, SOC 

transforms the system from a nodal-line system into a Dirac-fermion state. It is worth noting 

that vx at D2 remains highly suppressed even at artificially enlarged SOC, leading to an 

anisotropic Dirac cone at D2. 

5.3.   ARPES and calculated band structures 

 

Fig. 5.3. (a), (b) Isoenergy contours of 1L α-Sb taken at E = EF and −0.4 eV, respectively. (c), (d) 

ARPES spectra taken along the lines of “cut1” and “cut2” marked in (a), respectively. The ARPES 

spectra are overlaid with the calculated bands. (e), (f) Second derivative of the spectra shown in the 

red boxes marked in (c) and (d). (g), (h) ARPES spectra taken along “cut3” and “cut4” marked in (a). 
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The ARPES result taken from the 1L α-Sb sample is shown in Fig. 5.3. The photon energy 

is 21.2 eV. There are three prominent features on the Fermi surface, namely, one electron 

pocket at G and two hole pockets near X2 [see Fig. 5.3(a)]. The central pocket disappears in 

the isoenergy contour at E = −0.4 eV , as shown in Fig. 3(b). The band spectrum taken along 

the X2-G-X2 and X1-G-X1 directions are plotted in Figs. 5.3(c) and 3(d). The calculated band 

dispersion is overlaid on the ARPES spectrum for comparison. The second derivative of the 

spectra near X2 and X1 is shown in Figs. 5.3(e) and 5.3(f) for a better visualization of the 

band dispersion. The theoretical bands agree with the ARPES spectrum, especially both 

showing the band crossings at X1 and X2. We note that the MBE sample is slightly electron 

doped due to the charge transfer between the film and the substrate, and the Fermi level of 

the calculated bands is shifted to match the ARPES spectrum. Fig. 5.3(g) and 5.3(h) show 

the band dispersion around X1 and X2 in a perpendicular direction. In the M-X2-M direction, 

the two subbands dispersing away from the Dirac nodes are nearly degenerate, which leads 

to a huge anisotropy in the Dirac band contours. The anisotropy of Dirac bands is less 

prominent in the M -X1-M direction. This is consistent with the calculated band structure. 

We note that the minor discrepancy between the ARPES spectrum and first-principles bands 

can be attributed to the substrate effects on the MBE samples. We note that the linear Dirac 

bands along the X2-G are clearly resolved by ARPES, because the Dirac state at X2 is isolated 

in energy from the other occupied states and thus largely unaffected by the presence of the 

other bands. By contrast, the Dirac point at X1 is close to the other states in energy, and the 

Dirac bands are bent in the vicinity of the other bands. This explains the tangled spectrum 

taken along the X1-G direction. The ARPES results taken from the 2L α-Sb sample are shown 

in Fig. 5.4. According to the STM characterization, the sample possesses 1L and 2L domains, 
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therefore we can see contributions from 1L and 2L to the total ARPES spectrum. From a 

comparison with the calculated bands, we can identify the spectrum from 2L α-Sb films. The 

ARPES results again show Dirac points (band degeneracy) at X1 and X2. The Dirac cone 

centered at X2 exhibits a large anisotropy in the band dispersion. The ARPES results along 

with the first-principles band simulations unambiguously demonstrate the existence of 2D 

Dirac states in the nonsymmorphic α-Sb films. 

 

. Fig. 5.4. (a), (b) Isoenergy contours of 2L α-Sb taken at E = EF and −0.4 eV, respectively. (c), (d) 

ARPES spectra taken along the lines of “cut1” and “cut2” marked in (a), respectively. The ARPES 

spectra are overlaid with the calculated bands. (e), (f) Second derivative of the spectra shown in the 

red boxes marked in (c) and (d). (g), (h) ARPES spectra taken along “cut3” and “cut4” marked in (a). 

 

5.4.   Conclusions 
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Here In summary, our ARPES measurements and first-principles calculations showed that 

α-Sb hosts Dirac-fermion states at the high-symmetry momentum points X1 and X2. The 

band degeneracy at the Dirac points is protected by the nonsymmorphic symmetry of the 

lattice. The lattice symmetry guarantees that the Dirac states in α-Sb are robust even in the 

presence of strong SOC. SOC actually plays an important role in the formation of Dirac 

states. Without SOC, the two branches of the Dirac cone become degenerate along the X1,2-

M directions and result in a nodal-line band structure [21]. In this sense, the Dirac states of 

α-Sb are spin-orbit coupled, in contrast to the spinless ones of graphene. Breaking the lattice 

symmetry, on the other hand, can lift the band degeneracy at the Dirac points and yield 

gapped phases [21]. This correspondence principle of lattice symmetry and nodal band 

structure applies to all 2D nonsymmorphic crystalline materials. The results open a door for 

exploring different “graphene” physics in a rich material pool of nonsymmorphic materials 

with strong spin-orbit coupling. 
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6. REALIZATION OF UNPINNED TWO-DIMENSIONAL DIRAC 
STATES IN ANTIMONENE 

Two-dimensional (2D) Dirac states with linear dispersion have been observed in graphene 

and on the surface of topological insulators. 2D Dirac states discovered so far are exclusively 

pinned at high-symmetry points of the Brillouin zone, for example, surface Dirac states at Γ 

in topological insulators Bi2Se(Te)3 and Dirac cones at K and K’ points in graphene. The 

low-energy dispersion of those Dirac states are isotropic due to the constraints of crystal 

symmetries. In this work, we report the observation of novel 2D Dirac states in antimony 

atomic layers with phosphorene structure. The Dirac states in the antimony films are located 

at generic momentum points. This unpinned nature enables versatile ways such as lattice 

strains to control the locations of the Dirac points in momentum space. In addition, 

dispersions around the unpinned Dirac points are highly anisotropic due to the reduced 

symmetry of generic momentum points. The exotic properties of unpinned Dirac states make 

antimony atomic layers a new type of 2D Dirac semimetals that are distinct from graphene. 

6.1.   Introduction 

Two-dimensional (2D) Dirac states have attracted tremendous research interests since the 

discovery of graphene and topological insulators [1–5]. The linear dispersion and vanishing 

effective mass of Dirac fermion states are connected to interesting physical phenomena [4]. 

To date, gapless 2D Dirac states have only been observed in graphene [1,2] and on the 

surface of topological insulators [3,6]. The Dirac states in those 2D systems are exclusively 

pinned at high-symmetry points of the Brillouin zone, such as K(K’) of graphene (due to the 

C3 rotational symmetry). The Dirac states also feature isotropic low-energy dispersion due 



 

 105 

to the local rotational symmetry of the crystal lattice. The warping effect, a higher-order 

correction to the linear dispersion, becomes prominent only for states distant from the Dirac 

point [7]. These features impose constraints on applications of the massless Dirac states. For 

example, the two Dirac cones in graphene are pinned at opposite corners of the Brillouin 

zone. It is difficult to make two valleys effectively coupled in monolayer graphene. 

Therefore, 2D Dirac states that are unpinned in momentum space are desirable for enabling 

novel functionalities in Dirac materials. 

Recently, it has been theoretically proposed that multiple 2D Dirac states emerge at generic 

momentum points in the low-energy spectrum of group-Va few-layers with phosphorene-

like lattice structure [8]. In this case, highly anisotropic cone is a character of the unpinned 

Dirac point, because the generic k point has much reduced local symmetry. The unpinned 

nature makes the Dirac nodes movable in momentum space, e.g., by lattice strains. All these 

properties lead to tunable transport properties of Dirac states, which are unavailable in 

conventional 2D Dirac materials. Therefore, the Dirac states in group-Va few-layers are 

distinct from those in graphene and thus, offer new insights into the Dirac fermion physics 

at low dimensions. In this work, we report the observation of multiple unpinned Dirac states 

near the Fermi level in single layer (1L) and double layer (2L) antimony (Sb) films in the 

phosphorene structural phase.  
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Fig. 6.1 | Lattice structure and STM characterization of α-Sb films. a Side and top views of α-Sb 

lattice structure. b STM image of 1L α-Sb grown on SnS substrate. c STM image of 1L and 2L α-Sb 

domains. d The height profiles taken along the red arrow in b and the green arrow in c. e–g Atom-

resolved STM images taken from SnS surface, 1L α-Sb and 2L α-Sb domains. 

 

A group-Va pnictogen atom typically forms three covalent bonds with its neighbors. In the 

2D limit, two allotropic structural phases, the orthorhombic phosphorene-like phase [9,10] 

and the hexagonal honeycomb-like phase [11,12], are allowed by this requirement. The two 

phases are referred to as α and β-phases, respectively, in the literature. In the family of group-

Va elements, P, As, Sb and Bi can form phosphorene-like structures [9,10,13–19]. Here we 

focus on the phosphorene-like α-antimonene (α-Sb for short). As shown in Fig. 6.1a, in the 

lattice of 1L α-Sb, the three Sb-Sb bonds form a tetrahedral configuration. This results in two 
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atomic sublayers with a vertical separation comparable to the in-plane bond length. In each 

atomic sublayer, the bonding between Sb atoms forms zig-zag chains along the y- direction. 

The unit cell, marked by the blue rectangle in Fig. 1a, has a four-atom basis (two in each 

atomic plane). The space group of the lattice is D2h (7), which includes space inversion P, a 

vertical mirror plane My perpendicular to y, two two-fold rotational axes C2y and C2z, and a 

glide mirror 𝑀�z that is parallel to the x–y plane and lies in the middle between the two atomic 

planes. The glide mirror reflection is composed of a mirror reflection and an in-plane 

translation by (0.5a, 0.5b) [20], and it interchanges the two atoms connected by the red arrow 

in Fig. 6.1a. Previous works [20,21] have shown that the glide mirror of bismuthene and 

antimonene leads to band crossings at certain high symmetry momentum points of the 

Brillouin zone. However, those nodal points are >0.5 eV away from the Fermi level and thus 

irrelevant to the transport properties of the materials. In this work, we demonstrate by angle-

resolved photoemission spectroscopy (ARPES) the existence of unpinned Dirac states at the 

Fermi level in α-Sb films, which makes these materials an ideal 2D Dirac semimetal. The 

Dirac states are located at generic momentum points. The location of Dirac points can be 

shifted by lattice strains, which is confirmed by our ARPES experiments. 

6.2.   Thin film growth and lattice structures 

We grew α-Sb thin films by the method by molecular beam epitaxy (MBE). α-Sb has been 

grown on various substrates [22–24]. In this work, we chose SnS as substrate, because 

SnS(001) surface has similar lattice parameters and lattice symmetry as α-Sb, and thus, 

favors the formation of α-Sb. The (001) surface lattice constants of SnS are a = 4.35 Å and 

b = 3.99 Å [25]. The crystallographic structure of the epitaxial sample is shown in Fig. 6.1a. 
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The in-plane lattice constants of 1L α-Sb are a = 4.42 Å and b = 4.30 Å in the x and y-

directions, respectively, while the in-plane nearest-neighbor bond length is 2.85 Å. Figure 

6.1b, c show the STM image of two α-Sb/SnS samples. The first sample consists of mainly 

1L α-Sb islands, as shown in Fig. 6.1c. The height profile taken along the red arrow (shown 

in Fig. 6.1d) shows that the apparent height of the 1L α-Sb island on the SnS surface is 6.1 

Å. The surface unit cell of SnS substrate can be seen in the zoom-in STM image shown in 

Fig. 6.1e. The second sample possesses both 1L and 2L domains as shown in Fig. 6.1c. The 

atom-resolved images taken from the 1L and 2L domains (Fig. 6.1f, g) clearly demonstrate 

the rectangular surface unit cell of α-Sb. The height profile taken along the green arrow in 

Fig. 6.1c shows the apparent height of the second layer is 6.8 Å, which is slightly larger than 

that of the first layer due to the lattice relaxation. 

6.3.   Monolayer Sb ARPES spectrum and calculated bands 
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Fig. 6.2 | Calculated band structure of 1L α-Sb. a The band structure of 1L α-Sb calculated without 

the inclusion of SOC. The bands are colored according to their orbital components. b, c The 

calculated band dispersion along 'cut1' and 'cut2' (marked in m) without the inclusion of SOC. d–f 

Same as a-c, but calculated with the inclusion of SOC. g–l Band structure (without SOC) of 1L α-Sb 

under uniaxial lattice strains along y-direction. g, j Band dispersion along 'cut1' and 'cut2' (marked in 

m) with − 4% lattice strain in y direction. h, k and i, l same as g, j, but for lattice strains in ̂ y direction 

of − 1% and +2%, respectively. m The Brillouin zone of 1L α-Sb. The Dirac points in the case without 

SOC are marked by the red dots. n The locations of Dirac points under uniaxial lattice strains of 
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−4%,−1% and +2% in y-direction. The blue arrows indicate the movement of Dirac points as the 

lattice constant b increases. 

 

To study the electronic band structure, we performed first-principles calculations for the band 

structure of 1L and 2L α-Sb films. The calculated band structure of 1L α-Sb is shown in Fig. 

6.2. In the absence of SOC, the bottom conduction band and the top valence band at Γ" are 

separated by an energy gap of 0.3 eV, as shown in Fig. 2a. The two bands are dominated of 

the pz-orbital character near the zone center8. Between Γ and X1, there is a small hole pocket 

at the Fermi level, which is generated by the overlap of a pair of bands of mainly the px,y-

orbital character [8]. To see this pocket more clearly, we plot the zoom-in band structure 

along the lines of ‘cut1’ and ‘cut2’ marked in Fig. 6.2m. The conduction and valence bands 

cross each other and leave a pair of nodal points, which lie 0.15 eV above the Fermi level, 

as shown in Fig. 6.2b, c. It is worth noting that the Dirac nodes are located at generic 

momentum points, as schematically shown in Fig. 6.2m. In the absence of SOC, the Dirac 

nodes are stable due to the protection by the spacetime inversion symmetry (PT), which 

enforces a quantized Berry phase θB for each Dirac point. The Berry phase along a closed 

loop 𝑙 encircling each Dirac node is defined as follows, 

 

where Ak is the berry connection of the occupied valence bands8. On the other hand, with 

the inclusion of SOC, the number of bands is doubled due to the spin degrees of freedom. 

Gap-opening terms are allowed in the Hamiltonian to lift the band degeneracy at Dirac 

points. This can be seen in the band structure plotted in Fig. 6.2d–f. Though the hole pockets 

remain largely unchanged at the Fermi level, the conduction and valence bands are separated 
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by an SOC-induced energy gap of 70 meV. The gapped band dispersion is similar to the 

quasi-2D Dirac states observed in bulk crystal ZrSiS [26]. Below the Fermi level, the lower 

part of the gapped Dirac cone remains nearly linear.  

The band dispersion close to the Dirac nodes in absence of SOC can be described by the 

linear Hamiltonian, 

 

where kx is measured from the location of the Dirac points, ω = ±1 indicates the opposite 

chirality of the two Dirac nodes along ‘cut2’ in Fig. 6.2m, k0 measures the separation 

between the two Dirac nodes in ky direction, σx,y are the Pauli matrices for pseudospin, and 

vx,y is the group velocity at the Dirac point in kx and ky directions, respectively. According to 

the calculated band structure in Fig. 6.2a–c, vx = 8.35 × 105 m/s and vy = 4.08 × 105 m/s, 

indicating a highly anisotropic Dirac cone. To further examine the unpinned nature of the 

Dirac bands, we calculated the band structure under uniaxial lattice strains. The lattice 

constant b in y direction is changed by −4%, −1% and +2%, where the ‘+’ and ‘−’ signs 

correspond to lattice expansion and com- pression, respectively. The results are plotted in 

Fig. 6.2g–l. Under the lattice stain of −4%, the conduction and valence bands are separated 

in energy, and thus no Dirac nodes are formed as shown in Fig. 6.2g, j. At the critical lattice 

strain of −1%, the conduction and valence bands touch each other, leading to a quadratic 

Dirac cone (Fig. 6.2h, k), in which the band dispersion is linear in kx direction and quadratic 

in ky direction. The quadratic Dirac cone signals a topological transition between a 

semimetallic phase and a band insulator [27]. The quadratic band dispersion occurs when 

two Dirac points merge in a two-dimensional crystal. This can be seen from the fact that 

increasing the lattice constant b from the critical value makes the quadratic Dirac node split 
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into two linear Dirac nodes, as demonstrated in Fig. 6.2i, l. The separation between the two 

Dirac nodes is sensitive to the magnitude of lattice strains. The arrows in Fig. 6.2n indicates 

the movement of Dirac nodes when the lattice is further expanded in y direction. These 

results reveal two prominent features of unpinned Dirac states: (1) the Dirac nodes can freely 

move in the momentum space by perturbations such as lattice strains; and (2) the dispersions 

of Dirac bands are intrinsically highly anisotropic due to the reduced symmetry at the 

location of the generic Dirac points. 

 

Fig. 6.3 | ARPES spectrum of 1L α-Sb. a ARPES spectrum taken along X1-Γ-X1. b, c Zoom-in spectra 

taken along ‘cut3’ and ‘cut2’ (marked in d), respectively. d Fermi surface taken from the 1L α-Sb 

sample by ARPES. e ARPES iso-energy contour taken at E = −0.15 eV. 
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The ARPES result taken from the 1L α-Sb sample is shown in Fig. 6.3. The photon energy 

is 21.2 eV. There are three prominent features on the Fermi surface, namely, one electron 

pocket at Γ and two hole pockets near X1 (Fig. 6.3d). The band spectrum taken along the X1 

-Γ-X1 direction is plotted in Fig. 6.3a. The calculated band dispersion is overlaid on the 

ARPES spectrum for comparison. The theoretical bands agree with the ARPES spectrum, 

especially in showing the linear bands between Γ and X1 . The molecular beam epitaxy 

(MBE) sample is slightly electron-doped due to the charge transfer from the SnS substrate 

to the α-Sb overlayer, and thus the Fermi level of the calculated bands was shifted to match 

the ARPES spectrum. We note that the band calculation was performed with freestanding 

film geometry and experimental lattice constants. The good consistency between the 

calculated band structure and ARPES spectra indicates that the substrate coupling is weak, 

and thus, the epitaxial α-Sb film can be considered as nearly freestanding. In the iso-energy 

contour taken at 0.1 eV below the Fermi level (Fig. 6.3e), there are only a pair of circular 

pockets sitting close to X1, which are the cross-sections of the lower Dirac cone. The zoom-

in spectra along ‘cut2’ and ‘cut3’ are plotted in Fig. 6.3b, c. The ARPES spectra show clearly 

the linear band dispersion from the lower part of the gapped Dirac cone. 

6.4.   Bilayer Sb ARPES spectrum and calculated bands 
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Fig. 6.4  Calculated band structure of 2L α-Sb. a The band structure of 2L α-Sb calculated without 

the inclusion of SOC. b–e The calculated band dispersions along ‘cut1-4’, respectively. The Dirac 

points in the direction of Γ-X1 are marked by green arrows in d and e. f–j Same as a–e, but calculated 

with the inclusion of SOC. k The Brillouin zone of 2L α-Sb. The Dirac points in the case without 

SOC are marked by red dots. l Schematic diagrams showing the formation of px,y and pz bands. 

 

We also calculated the band structure of 2L α-Sb. The results are summarized in Fig. 6.4. In the 

absence of SOC (Fig. 6.4a), there are multiple band crossings along the Γ-X1 direction near the Fermi 

level. This is because the number of px,y-orbital dominated bands is doubled in the 2L film. The 

location of Dirac points is schematically plotted in Fig. 6.4k. The zoom-in bands along ‘cut3’ and 

‘cut4’ in Fig. 6.4d, e clearly show the Dirac states close to the line of Γ-X1. The Dirac cone in Fig. 

6.4d is highly anisotropic. The Dirac node is on the Γ-X1 line and at 0.2 eV above the Fermi level. 

The two branches of the Dirac cone are nearly degenerate in the direction of ‘cut3’. On the other 
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hand, the bands along ‘cut4’ (Fig. 6.4e) show a pair of Dirac nodes at 0.4 eV above the Fermi level, 

which are generated by the small overlap between the conduction and valence bands. The dispersion 

is similar to the Dirac bands of 1L α-Sb in the absence of SOC. Moreover, there is another band 

crossing along the Γ-X2 direction as shown in Fig. 6.4a. The bands at this new nodal point are of pz 

orbital character. In Fig. 6.4b, c, the zoom-in bands along ‘cut1’ and ‘cut2’ (marked in Fig. 6.4k) 

show that this new Dirac point is located at a generic momentum point between Γ and X2, and sit at 

0.2 eV below the Fermi level. The Dirac band is gapless in the absence of SOC [8]. The band 

dispersions calculated with SOC are plotted in Fig. 6.4f, g. Energy gaps are opened at all Dirac nodes 

marked in Fig. 6.4k. Interestingly, the SOC gap found at the Dirac points of the pz band (Fig. 4g, h) 

is very small, only 6 meV. It can be explained by the fact that the pz band is largely immune to the 

effects of SOC, since the first-order SOC matrix element of the pz orbital vanishes, i.e., 

 

where Ψpz is the wavefunction of the pz orbital with Lz = 0. We note that the pz orbitals do 

not hybridize with the px,y orbitals since they have opposite parities of 𝑀�z . The SOC matrix 

element is nonzero for the px,y bands due to the mixing of px and py orbitals as schematically 

shown in Fig. 6.4l. Therefore, energy gaps can only be opened in the pz band by higher-order 

SOC effects induced by the inter-site hoppings [28]. As a result, the SOC gaps are highly 

suppressed in the pz band compared to those gaps found in the px,y bands (Fig. 6.4i, j). 

Therefore, the unpinned Dirac bands formed by the pz orbitals is nearly gapless even in the 

presence of SOC. 
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Fig. 6.5  ARPES spectrum of 2L α-Sb. a ARPES spectrum taken along X2-Γ-X2. b ARPES spectra 

taken along ‘cut3-5’ (marked in c). c ARPES iso-energy contour of 2L α-Sb at E = − 0.15 eV. d 

ARPES spectrum taken along 'cut2' showing the Dirac bands of pz orbital character. The second 

derivative of the ARPES spectrum along ‘cut2’ is plotted for better visualization of the Dirac band 

structure. The energy distribution curve (EDC) taken at the momentum of the band crossing 

demonstrates the absence of a gap at the Dirac point. 

 

We measured the band structure of the 2L α-Sb sample shown in Fig. 6.1c. The ARPES 

result is plotted in Fig. 6.5. The Fermi surface contour is plotted in Fig. 6.5c. We note that 

the sample consists of 1L and 2L domains. The bright pocket located at the zone center is 

from the 1L domains of the samples. The nodal features of 2L α-Sb at generic momentum 

points can also be easily identified. The band spectrum along the X2 -Γ-X2 direction (Fig. 

6.5a) exhibits the linear Dirac band dispersion of 2L α-Sb, which is in good agreement with 

the calculated bands. The consistency can also be seen in the spectra taken along ‘cut3-5’ 
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(Fig. 6.5b). The zoom-in spectrum along ‘cut2’ is plotted in Fig. 6.5d. Dirac point of the pz 

band is at 0.2 eV below the Fermi level. No apparent gap was observed at the Dirac point. 

The experimental result confirms that the energy gap at the Dirac point of the pz band is less 

than the energy resolution of our ARPES instrument (~25 meV). 

6.5.   The unpinned nature and summary 

 

Fig. 6.6 | ARPES iso-energy contours of 2L Sb films grown on SnS and SnSe showing the 

unpinned nature of Dirac states. a ARPES iso-energy contour at E = − 0.15 eV taken from 

the 2L α-Sb sample grown on SnSe substrate. The Dirac point of the pz band is marked by 

the white arrow. b Same as a, but from the sample grown on SnS substrate. c The location 

of the Dirac point of the pz band. The solid line shows the calculated location of the Dirac 

point for different lattice constant b and a fixed value of a, 4.72 Å. The dashed line is same 

as the solid line but for a = 4.15 Å. The open circles indicate the experimental results from 

the SnS and SnSe samples. 

To demonstrate the unpinned nature of the Dirac states, we performed ARPES measurements 

on 2L α-Sb samples grown on a different substrate, SnSe. The epitaxial α-Sb films on SnSe 

and SeS substrates have different lattice parameters due to the lattice strains caused by the 
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substrate effects. According to the STM measurements, the in-plane lattice parameters of 2L 

α-Sb are a=4.72Å, b=4.18Å for the SnSe sample, and a=4.51Å, b = 4.27 Å for the SnS 

sample. We observed clearly the shift of Dirac points in the SnSe sample compared to the 

SnS sample. The distance from the Dirac point of the pz band to the Brillouin zone center is 

0.48 Å−1 for the SnSe sample and 0.45 Å−1 for the SnS sample, as shown in the ARPES iso-

energy contours taken from the two samples (Fig. 6.6a, b). The shift of the Dirac point in 

momentum space due to the lattice strain is also confirmed by the first-principles calculations 

as shown in Fig. 6.6c. Therefore, our ARPES experiments unambiguously establish the 

existence of the unpinned Dirac states in α-Sb. 

In summary, our ARPES measurements and first-principles calculations clearly 

demonstrated that α-Sb hosts unpinned Dirac states in both 1L and 2L cases. The Dirac nodes 

are protected by the spacetime inversion symmetry in the absence of SOC. SOC of the 

system, on the other hand, induces energy gaps at the Dirac nodes. Surprisingly, we found 

that the Dirac bands formed by Sb pz orbitals remain nearly gapless even in the presence of 

SOC due to the highly suppressed SOC matrix elements. The 2D Dirac nodes at generic k-

points are unpinned and have highly anisotropic dispersions, which are experimentally 

confirmed in this study for the first time. The unpinned nature enables versatile ways such 

as lattice strains to control the locations and the dispersion of the Dirac states. It opens the 

door to inducing interactions between Dirac states by moving unpinned states closer in 

momentum space. The Dirac states with tunable properties and controllable couplings are 

useful for transport and optical applications [29–31]. All of group-Va elements including P, 

As, Sb and Bi can form phosphorene-like structures [9,10,13–19]. The conduction and 
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valence bands of P and As monolayers are far apart in energy (1.2 eV for P and 0.4 eV for 

As). Consequently, no Dirac states can form near the Fermi level. On the other hand, the 

conduction and valence bands of Sb and Bi layers overlap in energy and can generate band 

crossings near the Fermi level. The size of SOC gaps depends on the effective strength of 

SOC of the system. The strength of atomic spin-orbit coupling is proportional to the fourth 

power of the atomic number (∝Z 4). So, Bi has a much stronger SOC coupling compared to 

Sb, resulting in larger SOC gaps at the Dirac points of α-Bi [8,12]. Therefore, α-Sb atomic 

layers studied in this work provide an ideal platform, compared with other elements in group-

Va, for exploring novel properties of unpinned 2D Dirac fermions. 
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7. DISCOVERY OF A TWO-DIMENSIONAL WEYL SEMIMENTAL 

The discoveries of two-dimensional (2D) Dirac semimetal states in graphene and 3D Weyl 

semimetals in bulk TaAs have led to an exciting territory of modern condensed matter 

physics where a multitude of emergent phases are generated from the interplay of quantum 

mechanics, relativity, and topology. So far, however, a 2D variant of Weyl semimetals 

remain elusive due to the instability of linear band crossings in reduced dimensions. In this 

chapter, we report the realization of a 2D Weyl semimetal in monolayer-thick epitaxial 

bismuthene grown on SnS(Se) substrate. The band gap of bismuthene is eliminated by the 

space-inversion-symmetry-breaking that is driven by interfacial charge transfer, which leads 

to a gapless spin-polarized Weyl band dispersion. The spin polarization of the Weyl bands 

is observed in spin-resolved photoemission measurements. The band topology of the 2D 

Weyl cones guarantees the existence of 1D Fermi arc edge states. These results establish 

epitaxial bismuthene as an ideal 2D Weyl semimetal that provides a unique platform for 

spintronic applications such as high-efficient spin filters and spin-valley separators.  

7.1.   Introduction 

The discovery of Dirac materials, which feature massless states near the Fermi level, has 

driven the rise of the topological era in condensed matter physics. In particular, graphene, a 

two-dimensional (2D) Dirac semimetal, has enabled the exploration of relativistic physics in 

tabletop experiments [1–3]. The fundamental work on graphene set the foundation for future 

research ranging from topological insulators, valleytronics, to twistronics [4–9]. The 

subsequent generalization from 2D to 3D platforms prompted the discovery of bulk Dirac 
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semimetals. This generalization has shed light on the behaviors of higher dimensional 

massless carriers, tilted Dirac cones, and protected surface states [10–15]. The discovery of 

Weyl semimetals, which host spin-split massless 3D quasiparticles, is particularly exciting 

since is the first experimental realization of the Weyl Fermion which was proposed long ago 

in the context particle physics [15–19]. The chiral nodal points and 2D Fermi arc surface 

states of 3D Weyl semimetals give rise to exotic properties such as the chiral anomaly, 

unusual optical conductivity and nonlocal transport [20–30]. Generalization of a 3D Weyl 

state to 2D gives states that can be considered as a spin-split version of graphene where the 

spin and valley degrees of freedom are intrinsically entangled in a 2D Weyl semimetal. A 

minimum summary of Dirac and Weyl semimetals is presented in Fig. 7.1a, which highlights 

the prediction a subsequent discovery of 3D and 2D Dirac and Weyl states. So far, however, 

discovery of gapless 2D Weyl semimetals has remained elusive. This is due to the fact that 

the nodal points of linear bands can be easily gapped by weak perturbations such as spin-

orbit coupling (SOC) in reduced dimensions. 



 

 126 

 

Fig. 7.1: Formation mechanism and applications of 2D Weyl semimetals. a Overview of Dirac/Weyl 

semimetals and their exotic properties. b Schematic formation mechanism of 2D Weyl semimetals in 

epitaxial bismuthene. The red and blue colors indicate two opposite directions of spin polarization. c 

Gapped Weyl cones, half metallic states and spin filter functions generated by external electric and 

magnetic fields. d Spin Hall effects and spin-valley separator. 

 

In this chapter, we report the realization of a 2D Weyl semimetal in epitaxial bismuthene (a 

single atomic layer of bismuth stabilized in phosphorene structure [31, 32]). The gapless 

spinful bands are achieved through a self-relaxation procedure as shown in Fig. 7.1b. The 

first step is to find a 2D Dirac material with narrow SOC gap such as silicene, antimonene, 

and bismuthene (Fig. 7.1bi) [33–38]. After a suitable material is found, a perturbation can be 

applied to breaks space-inversion symmetry (Fig. 7.1bii). Such perturbations are commonly 

found in epitaxial films as the electric potential from the substrate surface naturally breaks 
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the space inversion symmetry. Like a Rashba system, this perturbation induces a spin 

splitting in the spin-degenerate bands and narrows down the band gap. The spin-split band 

structure is energetically favored compared to the spin-degenerate case since the energy gain 

in the down-moving occupied band is larger than the energy cost in the up-moving occupied 

bands. In other words, the system tends to relax towards a configuration with a narrower gap. 

Under a proper combination of the intrinsic gap size and the strength of external perturbation, 

the band gap is eliminated, leaving a gapless spin-split band structure. The process of 

removing the gap can take place spontaneously, because the energy of system is lowered as 

the external perturbation grows in the process of relaxation. Dielectric screening effects help 

stabilize the gapless nodal point. We will show the existence of gapless 2D Weyl cones can 

be realized in bismuthene grown on SnS and SnSe substrates. 

According to Nielsen-Ninomiya theorem [39], chiral Fermions must appear in pairs, thus 

resulting in an even number of nodal points in Weyl semimetals. We will show that in 

epitaxial bisthenene there are only two Weyl nodes, which corresponds to the simplest Weyl 

semimetal with the minimum number of nodes. The two nodes are also referred to as two 

valleys in the discussion of Dirac materials. It is unique for 2D Weyl semimetals that the two 

valleys possess opposite spin polarizations, as shown in Fig. 1b. In other words, the spin and 

valleys are intrinsically entangled. This unique property makes 2D Weyl semimetals an ideal 

platform for spintronic applications such as high-efficient spin filters and spin-valley 

separators. For example, an energy gap can be induced by an external electric field (see the 

effective Hamiltonian in the next section). An energy shift between the two valleys can be 

established through the Zeeman effect by an external magnetic field, since the two valleys 
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are polarized in opposite directions. Tuning the external electric and magnetic field can give 

rise to a single Fermi surface contour with polarized spins, i.e., a half metallic state (see Fig. 

7.1c). The half metal can be utilized as a high-efficient spin filter [40]. Moreover, the Hall 

coefficients of the two valleys are of opposite signs (see the Supplementary Information), 

which means the system is naturally a spin Hall semimetal. An in-plane electric field will 

generate a transverse spin current. Furthermore, the spin current not only makes two spin 

components accumulate at opposite boundaries but also separate electrons from the two 

valleys, as shown in Fig. 7.1d. The 2D Weyl semimetal behaves like a spin-valley separator, 

which is inaccessible in 2D Dirac semimetals such as graphene. Therefore, the 2D Weyl 

semimetal is a new topological state of condensed matter with unique spin and valley 

properties. In the following discussion, we will demonstrate the existence of 2D Weyl 

fermion states in epitaxial bismuthene and discuss the spin texture of the Weyl bands. 

7.2.   Film growth and lattice structures 
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Fig. 7.2: Lattice structure and STM characterization of bismuthene grown on SnS. a Side and top 

views of bismuthene lattice structure. b Large-scale STM image of bismuthene grown on SnS 

substrate. c Zoom-in STM images of bismuthene and the surface of SnS. d The height profiles taken 

along the red arrow in b. 

 

In our experiment, bismuthene thin films were grown by the technique of molecular beam 

epitaxy (MBE). The SnS(Se) was chosen as the substrate for SnS(Se) is van der Waals 

semiconductor and the (001) surface of SnS(Se) has a similar lattice structure as bismuthene. 

Figure 7.2a schematically shows the lattice structure of the sample. Bi atoms form a single-

layer phosphorene structure on the (001) surface of SnS(Se). The Bi atoms have strong sp3-

hybridization character and thus the three Bi−Bi bonds are close to a tetrahedral 

configuration. This leads to two atomic sublayers (marked with red and orange colors.) The 

lattice of bismuthene belongs to the Pmna space group (No. 53). The unit cell has a four-

atom basis, which are labeled as AU, AL, BU, and BL (see the top view in Fig. 7.2a), where 

U and L refer to the upper and lower sublayer, respectively. The (001) surface of SnS(Se) 

has a similar lattice as bismuthene but with S(Se) on A sites and Sn on B sites. The difference 

in electronegativity of Sn and S(Se) results in an in-plane dipole field along the y-direction, 

which causes an energy shift of A sites relative to B sites on average. In addition, the surface 

potential of SnS(Se) creates an electric field perpendicular to the surface and causes a 

potential difference between the two Bi sublayers. Both the dipole field and the vertical field 

of the substrate surface breaks the space-inversion symmetry and gives rises to spin splitting 

in the bands of bismuthene. We performed scanning-tunneling- microscope (STM) 

measurements to map the surface topography of the Bi sample grown on SnS(Se). The result 
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is shown in Fig. 7.2b. The observed flat and uniform surface indicates the high structural 

quality of bismuthene. In our experiment, bismuthene thin films were grown by the technique 

of molecular beam epitaxy (MBE). The SnS(Se) was chosen as the substrate for SnS(Se) is 

van der Waals semiconductor and the (001) surface of SnS(Se) has a similar lattice structure 

as bismuthene. The red squares marked in the zoom-in STM images (Fig. 7.2c) demonstrate 

the surface unit cell of bismuthene and SnS(Se). We found the in-plane lattice constants (a, b) are 

(4.49 ̊A, 4.84 ̊A) for bismuthene, (4.10 ̊A, 4.45 ̊A) for SnS surface, and (4.25 ̊A, 4.55 ̊A) for SnSe 

surface, respectively. The apparent height of bismuthene (including the thickness of bimuthene and 

the spacing between bismuthene and SnS(001) surface) is 8.0 ̊A, which can be seen from the height 

profile (Fig. 7.2d) taken along the red arrow marked in Fig. 7.2b. 

7.3.  Theoretical model, calculated bands and ARPES spectra 

Here we present the first-principles band structures and angle-resolved photoemission 

spectroscopy (ARPES) spectra to demonstrate the existence of the 2D Weyl states in the 

epitaxial bismuthene films. The calculated band structure of free-standing bismuthene is 

shown in Fig. 7.3a. The only prominent band feature near the Fermi level is a gapped Dirac 

cone located at a generic k point between Γ and X1. The Dirac bands are dominated by pz 

orbitals of Bi atoms. The effective k · p model around the Dirac point can be written as: 

 

where (kx, ky) are measured from the Dirac nodes at (±k0, 0), σi (i = x,y,z) are Pauli matrices 

with respect to the basis of {|A, pz ⟩, |B, pz ⟩} (the pz orbitals on the two sublattices A and B), 

si (i = x,y,z) are the spin matrices, λSOC is the effective spin-orbit coupling, τ± = ±1 represents 

the chirality of the Dirac nodes located at (±k0, 0), and vx,y are Fermi velocity along kx and 

ky directions, respectively. The energy gap induced by spin-orbit coupling is ∆E = 2λSOC 
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(suppose λSOC > 0). λSOC = 55 meV according to the first-principles results. Every band is 

doubly degenerate with respect to the spin degree of freedom. The calculated band structure 

of bismuthene on SnSe is presented in Fig. 7.3b. The states from SnSe can be found only 

below -1.5 eV and above 0.5 eV, because SnSe is a semi-conductor with a gap of ∼2 eV. 

Therefore, the bands near the Fermi level remain predominantly from Bi pz orbitals. The 

presence of SnSe substrate breaks space-inversion symmetry and causes spin splitting in the 

bands of bismuthene. Particularly, a linear band crossing is formed in the same way as the 

Weyl cone described in Fig. 7.1b. With the inclusion of the substrate, the low-energy 

effective Hamiltonian is: 

 

where λDip describes the perturbation induced by the in-plane dipolar field of the SnSe 

surface, and λV is the Rashba coupling induced by the vertical electric field from the SnSe 

surface. The energy gap at the band crossing is | 2(𝜆>?@ −�𝜆A!B( + 𝜆C( )  |. The 

quantity�𝜆A!B( + 𝜆C( 	reflects the strength of substrate effects on the bands of bismuthene. The 

band gap vanishes when λSOC = �𝜆A!B( + 𝜆C(  . The gapless band dispersion is found in the 

first-principles band calculation with Bi atoms fully relaxed on the SnSe surface. Therefore, 

the absence of the band gap is a consequence of the spontaneous relaxation of bismuthene 

lattice on the surface of SnSe. The gapless Weyl band structure was confirmed by our 

ARPES measurements.  
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Fig. 7.3: First-principles band structure and ARPES spectra of epitaxial bismuthene. a Calculated 

band structure of free-standing bismuthene. b Calculated band structure of bismuthene on SnSe. c 

ARPES Fermi surface taken from bismuthene on SnSe. d ARPES spectra of bismuthene taken along 

the lines of “cut1” and “cut2” marked in c. e Overlay of calculated band structure on the ARPES 

spectrum along “cut1” and “cut2”. The magenta lines are bands along the direction of Γ-X1 while the 

green lines are bands along Γ-X2. f Calculated spectra with the inclusion of photoemission matrix 

elements. g-i Same as d-f but for bands of bismuthene on SnS along “cut2”. 

 

The ARPES results taken from the bismuthene/SnSe sample are plotted in Fig. 7.3. The 

Fermi surface (Fig. 7.3c) contains two circular electron pockets in the direction of X1 − Γ − 

X1. We note that a similar pair of electron pockets shows up in the direction of X2 − Γ − X2 

but with much lower intensity. This extra pair of pockets is due to the existence of Bi domains 
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rotated by 90◦ in the MBE sample. The ARPES spectra for bismuthene on SnSe taken along 

the lines of “cut1” and “cut2” (marked in Fig. 7.3c) are plotted in Fig. 7.3d. In the spectra 

we found the band dispersion along both Γ − X1 and Γ − X2 directions due to the rotated 

domains. This can be better seen in Figs. 7.3e,f with overlay of calculated bands on top of 

the ARPES spectra. The magenta lines are bands along the direction of Γ − X1 while the 

green lines are bands along Γ − X2. Only the gapless Weyl cones along Γ − X1 stay close to 

the Fermi level, which means the transport and optical properties of this system are entirely 

determined by the low-energy Weyl fermion states. The observed Weyl cone is formed by 

one branch of the spin-split Dirac bands of bismuthene. No apparent gap was found at the 

nodal point, indicating the existence of 2D Weyl fermion states. The other branch of the spin-

split bands can be seen around E = −0.25 eV, which is consistent with the calculated bands. 

We also notice that one linear band of Weyl cone is much dimmer than the other in the 

spectrum of “cut1”. This can be attributed to the photoemission matrix element effects. 

Figure 7.3f shows the calculated spectra with the inclusion of the photoemission matrix 

elements, which agrees well with the ARPES result. The bismuthene/SnSe sample is 

electron-doped as the nodal point lies 0.1 eV below the Fermi level. The shift of the Fermi 

level can be attributed to the electron transfer from the SnSe substrate to the epitaxial 

bismuthene. We also performed ARPES measurements on bismuthene grown on SnS, and 

the results are plotted in Figs. 7.3j-i. Compared with bismuthene/SnSe, the Fermi level of 

bimuthene/SnS is slightly lower (due to the difference in electronegativity of Sn and S) and 

lies right at the Weyl node. Therefore, bismuthene/SnS is a perfect 2D Weyl semimetal with 

charge neutrality. 
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7.4.   Spin texture and spin resolved ARPES results 

 

Fig. 7.4: Spin texture of 2D Weyl cones in bismuthene on SnSe. a Calculated spin texture of iso- 

energy contours at E = EW −0.05 eV, EW, and EW +0.05, where EW is the energy of the Weyl nodal 

points. The calculated spectral intensity is plotted with the inclusion of photoemission matrix 

elements. b Spin orientation of states A1-A4 marked in a. The length of the arrow indicates the 

magnitude of spin polarization. c-e The calculated spin components ⟨sz⟩, ⟨sy⟩, and ⟨sx⟩ of the band 

structure of bismuthene on SnSe along “cut1” marked in a, respectively. The blue and red colors 

represent the “spin-down” and “spin-up” states of the corresponding spin component. f-h Same as c-

e, but for the line of “cut2” marked in a. i ARPES spectrum taken along “cut2” from bismuthene 

grown on SnSe. j-l Spin-resolved momentum distribution curves (MDC) taken along the line (at E = 

−0.2 eV) marked by the green dashed arrow in f-h, i. The blue and red curves are photoemission 
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intensity recorded in the “spin-down” and “spin-up” channels for ⟨sz⟩, ⟨sy⟩, and ⟨sx⟩, respectively. m-

o The shaded area with error bars indicate net spin polarization of ⟨sz⟩, ⟨sy⟩, and ⟨sx⟩, respectively, 

which is calculated based on the spin results in j-l. p,q Spin-resolved MDC and calculated spin 

polarization of ⟨sx⟩ at E = EF for “cut2”. r,s Spin-resolved MDC and calculated spin polarization of 

⟨sy⟩ at E = −0.2 eV for “cut3” marked in a. 

 

The defining character of Weyl fermion states is the spin polarization of the relativistic 

electronic states. According to Eq. 3, the dipole term (∝ λDip) together with the SOC term 

cause the spin polarized in the z direction while the vertical-field term (∝ λV) gives rise to an 

in-plane spin polarization. As a result, a canted spin texture is expected for the Weyl cone. 

This is indeed what we found in the first-principles calculations and spin-resolved ARPES 

measurements. Figure 7.4a shows the calculated spin texture of iso-energy contours at E = 

EW −0.05 eV, EW, and EW +0.05, where EW is the energy of the Weyl nodal points. The iso-

energy contour is plotted with the inclusion of photoemission matrix elements. A crescent-

shaped contour is found above the Weyl nodal point, which agrees the observed Fermi 

surface shown in Fig. 7.3c. The two valleys of Weyl fermion states possess opposite spin 

polarizations because the two valleys are partners under the time-reversal symmetry. The 

calculated ⟨sx⟩ is weaker compared to the other two spin components of ⟨sy⟩ and ⟨sz⟩. The 

spin orientation of the states “A1”-“A4” marked in Fig. 7.4a is schematically plotted in Fig. 

7.4b, which demonstrates the canted spin texture of the Weyl cone. The calculated spin 

polarization of bands along “cut1” and “cut2” (marked in Fig. 7.4a) are shown in Figs. 7.4c-

h. Along “cut1”, the Weyl bands near the fermi level carries nonzero sz and sy components. 
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The absence of sx component is due to the fact that the line of Γ−X1 (with ky = 0) is a mirror 

plane. By contrast, all three spin components show up in the bands along ”cut2”, which is 

not a mirror plane. The two linear bands of the Weyl cone in “cut2” have the same sign in 

the sy,z components but opposite signs in the sx component. To verify the spin texture of the 

Weyl fermion states, we performed spin-resolved ARPES measurements on bismuthene 

/SnSe. Spin-resolved momentum distribution curves (MDC) taken at E = −0.2 eV along a 

line below the Weyl node (marked in the ARPES spectrum in Fig. 7.4i) are shown in Figs. 

7.4j-l. The blue and red dotted lines are photoemission intensity recorded in the “spin-up” 

and “spin-down” channels for the corresponding spin component, respectively. The spin 

polarization (defined as 𝑃 = '
>!""

	 D#9D$
D#ED$

, where the effective Sherman function Seff = 0.275 

for our spin detectors) is shown in Figs. 7.4m-o. The observed spin texture is in good 

agreement with the first-principles results, especially the sign of the three spin components. 

This unique canted spin texture of the Weyl cone is well described by the effective 

Hamiltonian in Eq.3 and depends on the value of parameters λDip and λV. The band dispersion 

of two Weyl cones can be controlled by applying external electric and magnetic fields. For 

example, adding a vertical electric field can effectively alter the parameter λV and thus open 

an energy gap at the nodal points. An energy shift can be induced between the two valleys 

by applying an out-of-plane magnetic field, since the spin of the two valleys is polarized in 

opposite directions. The spin-valley locking property and the tunability in band dispersion 

by external fields enable novel functionalities of 2D Weyl semimetals such as half 

metallicity, high-efficient spin filter, and spin-vally separator as mentioned in the 

Introduction section. 
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7.5.   Edge states and the nature of 2D Weyl 

The 2D Weyl semimetals are a new type of topological matter. The bulk boundary 

correspondence can be seen in the quantized Berry phase θB for bulk Weyl nodes and the 

protected edge states. The Berry phase along a closed loop 𝑙 encircling each Weyl node is 

defined as follows, 

 

where Ak is the berry connection of the occupied valence bands [38]. The nonzero winding 

number of the bulk Weyl bands guarantees the existence of edge state bands (ESB) 

emanating from the nodal point [41]. To show the edge state dispersion, we calculated the 

bands of a semi-infinite bismuthene/SnSe heterostructure with an open boundary in the (010) 

direction. The result is plotted in Fig. 7.5a. There is one ESB connecting directly to the two 

bulk Weyl nodes, which is 1D analog of Fermi arc (FA) surface states in 3D Weyl 

semimetals. The connection of the ESBs to the bulk bands is schematically shown in Fig. 

7.5b. Besides the 1D Fermi arc, three additional in-gap ESBs exist between the two Weyl 

nodes, as marked by “A”, “B”, and “C”. (The other ESBs centered at X1 are irrelevant to the 

band topology of this system.) We note that the FA band hybridizes with the ESB “B(C)” 

and opens a tiny gap at the crossing point as shown in Fig. 7.5a. Nevertheless, there is always 

a continuous ESB connecting directly to both Weyl nodes, indicating the topological nature 

of the 1D FA band. The robustness of this 1D FA band against perturbations and the spin 

texture of the edge states are demonstrated in the following section. 
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Fig. 5: Bulk-boundary correspondence in 2D Weyl semimetals. a The edge bands and bulk 

bands of a semi-infinite bismuthene film on SnSe with an open boundary in the (010) 

direction. The bands are weighted with the charge density near the edge. The distance 

between bismuthene and the surface of SnSe is d0 = 3.89 Å. b Schematic of the connection 

of edge bands to bulk bands (in red and blue colors). The purple solid curve plots the 1D 

Fermi-arc edge bands connecting to the two Weyl nodes. The dashed curves are edge bands 

required by the bulk band topology and time reversal symmetry. c,d Same as a,b, but for a 

smaller inter-layer distance d = d0 − 0.13Å = 3.76 Å. e,f Same as a,b, but for a larger inter-

layer distance d = d0 + 0.17 Å = 4.06 Å. 

The 2D Weyl semimetal is at a critical point in connection to two topologically distinct 

insulator phases, which can be discerned in the configuration of the ESBs. The FA band and 

the ESB “A” form a degenerate Kramers pair at Γ as required by the time reversal symmetry. 
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The ESBs “B” and “C” traverse the bulk band gap and form a Dirac cone on the edge. This 

edge Dirac cone is related to the Z2 topological invariant when a bulk band gap is introduced 

to epitaxial bismuthene. If we increase the substrate perturbation by reducing the distance 

between bismuthene and the substrate surface, an energy gap is opened at the Weyl nodes, 

as shown in Fig. 7.5c. The inset shows that the FA band stems from the bulk conduction 

band. As a result, the ESBs FA and “A” form an edge Dirac cone traversing the bulk band 

gap (Fig. 7.5d). So, the system has two pairs of edge Dirac bands and thus is equivalent to a 

topologically trivial insulator with the Z2 topological invariant ν = 0. 

On the other hand, an energy gap can also be opened by reducing the substrate coupling, 

(e.g., by pulling the substrate slightly away from the substrate, as shown in Fig. 7.5e.) In this 

case, the FA band emanates from the valence band, and thus it, together with the EBS “A”, 

forms an edge Dirac cone connecting only to the bulk valence band. Consequently, there is 

only one edge Dirac cone (from the ESBs “B” and “C” ) traversing the bulk band gap, 

indicating that the system with weakened substrate coupling is in the quantum spin Hall 

insulator phase. This is consistent with the fact that freestanding bismuthene is a quantum 

spin Hall insulator. The 1D FA band and its connection to spin-polarized Weyl cones are 

likely to give rise to exotic transport properties.  

7.6.   Spin texture and the robustness of the topological states 

The edge state bands including the 1D topological edge band are spin polarized, which is 

shown in the calculated spin texture of edge state bands in Fig. 7.6. The spin components 
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⟨sy⟩ and ⟨sz⟩ change the sign as the edge state band disperses, because the spin is not a good 

quantum number in the presence of SOC. 

 

Fig. 7.6: Spin components ⟨sy⟩ and ⟨sz⟩ of the bulk and edge bands shown in Fig. 7.5a. The ⟨sx⟩ 

component vanishes because Γ-X1 lies in a mirror plane. 

 

To see the robustness of the topological edge state band, we simulate the band spectrum with 

altered boundary conditions. Specifically, an onsite potential energy Eon site is added to the 

two outermost Bi sites on the edge. The calculated edge band spectrum is shown in Fig. 7.7. 

Though the dispersion of edge bands is sensitive to the boundary condition, one edge state 

band is always connected to the two bulk Weyl nodes. The result reflects the fact that the 

connection of the topological edge state band to Weyl nodes is topologically protected. 
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Fig. 7.7: The edge bands and bulk bands of a semi-infinite bismuthene/SnSe heterostructure 

with an open boundary in the (010) direction. The bands are weighted with the charge density 

near the edge. An onsite potential energy Eon site (0, 0.2, 0.5, 0.8, and 1.0 eV) is added to the 

two outermost Bi sites on the edge. 

 

 

7.7.   Conclusions 

The observation of gapless linear dispersion and spin texture of Weyl bands together with 

the excellent agreement between the measurements with first-principles calculations 

establish epitaxial bismuthene/SnS(Se) as an ideal 2D Weyl semimetal. This finding 

identifies the last member in the family of Dirac/Weyl topological semimetals in 2D and 3D. 

The entangled spin and valley degrees of freedom in 2D Weyl semimetals together with the 

1D Fermi arc edge states provide unique opportunities for exploring exotic phenomena such 

as half metals and tunable spin/valley Hall effects, and their potential device applications. 
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8. INTERACTIONS BETWEEN DIRAC STATES AND DIRAC 
FERMION CLONING 

Tuning interactions between Dirac states in graphene has attracted enormous interest because 

it can modify the electronic spectrum of the 2D material, enhance electron correlations, and 

give rise to novel condensed-matter phases such as superconductors, Mott insulators, Wigner 

crystals, and quantum anomalous Hall insulators. Previous works predominantly focus on 

the flat band dispersion of coupled Dirac states from different twisted graphene layers.  

In this chapter, a new route to realizing flat band physics in monolayer graphene under a 

periodic modulation from substrates is proposed. Graphene/SiC heterostructure is taken as a 

prototypical example and it is demonstrated experimentally that the substrate modulation 

leads to Dirac fermion cloning and, consequently, the proximity of the two Dirac cones of 

monolayer graphene in momentum space. Theoretical modeling captures the cloning 

mechanism of the Dirac states and indicates that moiré flat bands can emerge at certain magic 

lattice constants of the substrate, specifically when the period of modulation becomes nearly 

commensurate with the(√	3×√	3)R30° supercell of graphene. The results show that epitaxial 

single monolayer graphene on suitable substrates is a promising platform for exploring exotic 

many-body quantum phases arising from interactions between Dirac electrons. 

8.1.   Introduction 

The discovery of graphene has revolutionized modern condensed matter physics by 

providing direct access to the physics of Dirac fermions in solid-state systems.[1–3] It also 

sheds light on the path toward a vast field of novel 2D materials including van der Waals 
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(vdW) materials and topological materials such as quantum spin Hall insulators. [1,4–10] 

Single-layer graphene possesses two Dirac cones residing at the opposite corners of the 

Brillouin zone, leaving them essentially isolated from each other. Stacking graphene layers 

in the graphite order duplicates Dirac cones in the same valley so that the two valleys remain 

decoupled. Recently, new physics in graphene-like systems have arisen as a consequence of 

the creation of strongly coupled Dirac states in artificially engineered structures such as 

twisted bilayer graphene (TBG). The interaction between Dirac states from the two layers 

can be effectively tuned by the angle. This leads to emergent collective behaviors of electrons 

including Mott insulating states, unconventional superconductivity, emergent 

ferromagnetism, quantum anomalous Hall effects. [11–20] The essential ingredient for these 

new emergent states is the nearly dispersionless bands at zero energy in the Moiré Brillouin 

zone. Achieving the required large periodicity of Moiré pattern in real space and the 

closeness of Dirac cones in momentum space generally requires control over the twist angle 

between mechanically exfoliated graphene layers. This places stringent constraints on the 

techniques of sample assembly. Therefore, there is a pressing need for accessing flat band 

physics in systems without fine tuning of twist angles. 

In this chapter, we report an alternative route to enable interactions between Dirac electrons 

in a single layer of graphene and realize flat bands. This comes from the supporting substrate 

potential. We observed the cloning of Dirac bands in monolayer graphene epitaxially grown 

on SiC substates by angle-resolved photoemission spectroscopy (ARPES). The periodic 

substrate potential brings closer the Dirac states from the two valleys and thus turns on 

intervalley coupling. This is precisely captured by our tight-binding simulations. Our theory 
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further indicates that the perturbed graphene system with nearly commensurate epitaxial 

relations hosts Moiré flat bands similar to those found in the magic-angle twisted bilayer 

graphene. [11,21] The lattice constant of the substate plays the same role as the twist angle 

in bilayer graphene in the formation of Moiré flat bands. Dispersionless zero-energy bands 

occur at certain “magic” lattice constants of the substrate. 

8.2.   The Moiré lattice and structure characterization 

 

Figure 8.1. Lattice structure and Brillouin zone of graphene/SiC hetero- structure. a Lattice structure 

of graphene and SiC(0001) surface. The unit cell of graphene and SiC surface is depicted by the green 

and black parallelograms, respectively. b Brillouin zone of graphene (blue lines) and SiC(0001) 

surface (red lines). c STM image of graphene with atomic resolution. A moiré pattern is observed 
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with a period approximately equal to six times the lattice constant of SiC(0001). d Cross-sectional 

TEM image of graphene/SiC heterostructure. 

 

First, we study the substrate effects on the Dirac states of graphene. Our graphene was grown 

epitaxially on the Si-face of a 6H-SiC substrate. The lattice structure and epitaxial relation 

between the graphene overlayer and the SiC substrate are plotted in Figure 8.1a. The lattice 

constant of graphene and SiC(0001) surface is 2.46 and 3.07 Å, respectively. The Brillouin 

zone of graphene and SiC(0001) is depicted by red and blue lines, respectively, in Figure 

8.1b. KGr and K’Gr represent the location of the two valleys of graphene Dirac states. The 

atomic-resolution STM image of the graphene sample is shown in Figure 8.1c. A 

superhexagonal Moiré pattern with a period λ = 6(1 + δ)aSiC is observed due to the 

incommensurate modulation of the SiC interface layer. [22,23] To examine the structural 

quality, we performed high-resolution TEM measurements on our graphene samples. A 

typical TEM image is shown in Figure 8.1d. The sample consists of four well-ordered 

graphene layers sitting on the carbonized surface of the SiC substrate. A gap between the 

graphene and the SiC surface is noticeable, indicating a sharp interface between the graphene 

layers and the substrate. In our experiment, the thickness of graphene layers can be precisely 

controlled down to a monolayer. We will focus on results obtained from monolayer graphene 

samples in the following discussion, but the physics discussed here also applies to thicker 

graphene films. 
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8.3.   ARPES spectrum and the cloning mechanism 

 

Figure 8.2. ARPES spectrum and momentum-space analysis of Dirac fermion cloning. a Fermi 

surface of graphene/SiC(0001) heterostructure measured by ARPES. b Geometrical relation between 

the Brillouin zones of graphene and SiC(0001) surface. c The location of green and blue clones from 

the first-order perturbations. d The location of yellow and gray clones from the second order 

perturbations. e Distribution of first-order and second-order clones in the Brillouin zone of graphene. 

 

The Fermi surface of the graphene sample mapped by ARPES is presented in Figure 8.2a. 

The Brillouin zone of graphene is marked by the blue dashed lines. At the corners of the 

Brillouin zone, the KGr points, we can see bright Fermi surface contours from the Dirac bands 

of graphene. Note that our sample is n-typed doped with a Fermi level above the Dirac point. 

Therefore, the Fermi surface contours are small circles surrounding KGr, as marked by the 

black arrows. Beside the Dirac states of graphene, there are extra circular contours located 

inside the Brillouin zone of graphene, which are absent on the Fermi surface of freestanding 

graphene. These new contours marked by blue, green, yellow, and gray arrows are referred 
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to as blue, green, yellow, and gray contours (or cones) in the following discussions. The 

geometric relations between the Brillouin zones of graphene and SiC is depicted in Figure 

8.2b. The emergent contour with lesser photoemission intensity is the clones of the graphene 

Dirac cone generated by the periodic substrate perturbations. Shifting the K’Gr by a reciprocal 

lattice vector of SiC as shown in Figure 8.2c, we can find the location of the blue and green 

cones. The yellow and gray contours can be obtained through two successive shifts of the 

graphene states, see Figure 8.2d. Taking the substrate interaction as a perturbation, we can 

attribute the blue (green) and yellow (gray) cones to the first-order and second-order 

perturbation effects, which also explains why the intensity of yellow (gray) cones is 

apparently lower than that of blue (green) cones. The locations of all the first-order and 

second-order clones are summarized in Figure 8.2e. It is consistent with the experimental 

observations shown in Figure 8.2a. 

8.4.  Theoretical model and calculated band structures 

 

Figure 8.3. ARPES spectra and tight-binding simulation of Dirac bands and their clones. a ARPES 

and b tight-binding Fermi surface of graphene/SiC heterostructure. c ARPES and d tight-binding 



 

 154 

spectrum taken along “cut1” marked in a. e ARPES spectra taken along “cut2-5”. f ARPES spectrum 

of the primary Dirac cone taken along “cut2” from 3-, 5-monolayer graphene films grown on 

SiC(0001) surface. g ARPES spectrum of cloned Dirac bands taken along “cut4” from 3-, 5-

monolayer graphene films. 

 

The cloning of Dirac states is rooted in the periodic modulation from the substrate on the 

electrons in graphene. To understand the mechanism of cloning, we performed a tight-

binding simulation in which the substrate effect is approximated by a periodic potential 

acting on the graphene electrons. The sample is n-type doped, so the fermi level is shifted in 

the simulation to match the experimental results. There is a good agreement between the 

experimental and theoretical Fermi surfaces as shown in Figure 8.3a,b. All first-order and 

second-order clones in the simulation show up at the locations observed in the experimental 

results. The spectrum along the line of “cut1” (marked in Figure 8.3a) is plotted in Figure 

8.3c,d. The brightness of bands indicates the photoemission intensity in the ARPES spectrum 

and the spectral weight (the probability of finding the electron with the corresponding energy 

and momentum) in the TB simu- lation. The clones show the same dispersion as the primary 

Dirac cones but have lower spectral weight compared to the primary cone, consistent with 

the perturbative picture. This weight reflects the strength of the graphene/substrate inter- 

action. It is important to note that the width of these clones seen in the spectral line shapes is 

similar to the main cones, indicating the static nature of the substrate coupling. This is further 

corroborated by the ARPES spectrum taken along the lines of “cut2”;-“cut5”. Unlike the 

primary Dirac cones sitting far apart at the corners of the Brillouin zone, the clones are much 

closer to each other in momentum space. For example, the distance between the yellow and 
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green clones is 0.21 Å−1 while the spacing between neighboring primary cones is 1.7 Å−1. 

The smaller distance between clones enables them to overlap in momentum space, see the 

iso-energy contours in the Supporting Information. The yellow and green cones cross at E = 

−1.3 eV while the blue and green cones cross at E = −1.8 eV. Such crossings of Dirac states 

are unavailable in freestanding graphene films. It is worth noting that there is no gap opened 

at the crossings of the green and blue bands. This is because both green and blue contours 

originate from the same valley (see Figure 8.2c) and thus they do not hybridize. Only Dirac 

bands from different valleys can interact with each other and open hybridization gaps, as 

discussed below. The cloning of Dirac bands occurs not only in the monolayer graphene but 

also in thicker films. Figure 8.3f shows the spectra of the primary Dirac cone from 3-ML and 

5-ML graphene samples. The number of Dirac bands in the spectra indicates the thickness 

of the sample. [24,25] Despite of the weaker intensity, the clone bands (the blue cone marked 

in Figure 8.2a, 8.3c) are still observable in the 3-ML and 5-ML samples as shown in Figure 

8.3g. We note that similar π-band replicas have been reported in previous ARPES works. 

[23,26] However, a detailed theoretical model of the band duplication remains elusive. In 

this work, we build up a tight-binding model with the inclusion of electron hoppings between 

atomic orbitals of graphene and SiC substrate. It shows that the periodic substrate modulation 

not only duplicates the π-band of graphene, but also induces strong couplings between two 

valleys of graphene. The effect of Dirac fermion cloning has also been observed in the 

graphene/h-BN heterostructure, in which the superlattice potential leads to the emergence of 

Moiré minibands, second- generation Dirac cones, and consequently, the self-similar 

Hofstadter butterfly states in high magnetic fields. [12,13,16,27–29] The emergent states are 

related to the hybridization of the graphene Dirac cone and its clones in the nearly 
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commensurate graphene/h-BN lattice. Those experimental results indicate that the 

duplication of Dirac states is an intrinsic property of graphene heterostructures rather than a 

final-state photoelectron diffraction effect as suggested in the previous work. [26] 

 

8.5.   Tight-binding model and calculated band structures. 

Perturbation theory can capture the essential physics of Dirac fermion cloning in the 

graphene/SiC heterostructure. The substrate potential can be treated as a small perturbation 

and exerts a periodic modulation to the Dirac states of graphene. [23] Taking W(x) as the 

potential on the SiC(0001) surface, the eigenfunction up to the second-order is given by: 

 

where “0” indicates the original wavefunction of the graphene in the absence of the substrate 

surface potential. The second term in Equation (1) is the first-order correction. To have non-

vanishing < 𝜓B&|𝑊|𝜓)& >, the difference between p and k must align with the period of 

W(x). Here we simulate the substrate surface potential by using a periodic function in the 

simplest harmonic form, that is, W(x)=2w(cos(b1·x)+cos(b2·x)+cos(−(b1+b2)·x)). A 

detailed discussion on the substrate surface potential can be found in next Section. Since the 

period of W(x) is described by the two reciprocal lattice vectors b1 and b2, non-zero spectral 

weight appears only at p=k±b1 , k±b2, and k±(b1 +b2). As k represents the momentum of the 
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Dirac states, there are 12 duplicates of the first order (the green and blue clones in Figure 

8.2e) within the Brillouin zone of graphene, which is in agreement with the experimental 

observation. The strength of the substrate coupling w can be obtained by comparing the 

photoemission intensities from the primary Dirac cone and the clones. The observed 

photoemission intensities from the blue clone, the green clone, and the primary Dirac cone 

at the energy of Dirac nodes have ratios of Iblue:Igreen:Iprimary =0.48:1.00:61.91. According to 

Equation (1), the intensity from the cloned states is that from the primary Dirac state 

multiplied by the spectral weight of (2w / E 0 )2 (here we assume the transition pmatrix 

element is same for primary and cloned Dirac states), where p is the momentum of the cloned 

Dirac nodes. E0 is 6.65 and 4.39 eV for the blue and green Dirac nodes, respectively. Then, 

the ratio of the emission from the green and blue nodes is (4.39/6.65)2 = 0.44, which is close 

to the observed value. The coupling strength w can be estimated by using 𝑤 =

𝐸B&{𝐼FGHH* 𝐼BG!I+G0⁄ /2. With 𝐸B& = 4.39𝑒𝑉 for the green node and Igreen:Iprimary = 1:61.91, 

we find w = 0.279 eV ≈ 0.1t, where t = 2.8 eV is the nearest-neighbor hopping parameter 

of graphene. [1] The observed value of w is consistent with the estimate from the tight-

binding simulation. Since t = 2.8 eV is the characteristic energy scale of the graphene band 

dispersion, it is justified to consider the substrate potential of size w ≈ 0.1t as a perturbation 

in Equation (1). The last three terms of | Ψk> correspond to the second-order perturbations. 

The second last term on the right side of Equation (1) vanishes due to the fact that <

𝜓)&|𝑊|𝜓)& > = 0. The last term only induces a renormalization of the primary cone at k. Only 

the first term of the second-order survives in certain conditions and give rise to clones in 

momentum space. To have non-vanishing < 𝜓J&|𝑊|𝜓)& >, the momentum obeys l=k±b1, 
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k±b2, k±b1±b2 Likewise, the momentum of the final wavefunction satisfies p=k±2b1, 

k±2b2,k±2(b1+b2), k±(b1−b2), k±(2b1+b2),k±(b1+2b2). In this regard, the second-order 

perturbations duplicate 24 Dirac cones (the gray and yellow clones in Figure 8.2e) at various 

p, consistent with the experimental observation. 

The perturbative corrections to the wavefunction in Equation (1) give rise to the clones of 

Dirac cones. The clones represent a redistribution of spectral weight of the primary Dirac 

cone in the momentum space. That is why the observed clones share the same band 

dispersion as the primary Dirac cones. The clones derived from the same primary Dirac cone 

do not hybridize with each other. On the other hand, the hybridization are allowed for the 

clone or primary contours from different valleys. The hybridization between two valleys is 

mediated by the substrate potential. Here the two valleys of monolayer graphene behave like 

the two sets of Dirac cones from the two layers of TBG. Flat bands can be created under 

certain substrate conditions, as discussed below. 

8.6.   The position of the cloned cones and the magic lattice constant 



 

 159 

 

Figure 8.4. Tight-binding simulation of epitaxial graphene with various substrate lattice constants. a 

The tight-binding band structure and density of states with asub = 3.8Å. b Calculated iso-energy 

contours at E = −0.08eV. c Coupling mechanism between the two Dirac cones at KGr and K’Gr. d 

Schematic of the movement of clone contours C1’ as the substrate approaches to the commensurate 

value 3aGr = 4.26 Å. e Calculated density of states for asub = 4.166Å and w = 0.05t. f Same as e but 

for asub = 4.370Å. 

 

Our ARPES and tight-binding results indicate that the substrate potential creates a periodic 

modulation of the graphene band structure and thus produces clones of the Dirac states. They 

effectively shorten the distance between the two valleys by the reciprocal vectors of the 

substrate. This mechanism yields a direct coupling between the Dirac states from the two 

valleys when the substrate lattice is nearly commensurate with graphene. To date, various 

graphene-based heterostructures such as graphene/metals, [30–32] graphene/ boron nitride, 
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[33–35] and graphene/chalcogenide compounds [4,36–40] have been experimentally 

realized. To investigate the substrate effects in the nearly commensurate condition, we 

performed a tight-binding simulation for a generic graphene heterostructure with a hexagonal 

substrate rotated by 30° relative to the graphene unit cell. The substrate lattice constant is 

chosen to be 3.8 Å, which is about 10% smaller than the commensurate value √3aGr = 4.26Å. 

The calculated band structure is shown in Figure 8.4a. At the Fermi level, there are two 

primary Dirac points (DP) denoted by D and D’ and six duplicated DPs denoted by C1, C1’, 

C2, C2’, C3, and C3’. The clones of C1–C3 are from the valley of the “D” Dirac cone while 

those of C1’-C3’ are from the other valley. When two Dirac bands from different valleys 

(for example, C1’ and D, or C2 and C2’) intersect, an energy gap is opened at the crossing 

point. The gapped band structure gives rise to van Hove singularities (VHS) in the density 

of states (DOS) as marked by the yellow and red arrows. The iso-energy contours at E = 

−0.08 eV are plotted in Figure 8.4b. Close to the zero energy, all the primary and cloned 

contours are isolated in momentum space and thus contribute to the DOS as independent 

Dirac cones. Therefore, the DOS vanishes at zero energy as shown in Figure 8.4a. The 

effective distance between the two primary Dirac points in the presence of substrate 

perturbations is 

 

where b is the length of the substrate reciprocal lattice vector, as schematically shown in 

Figure 8.4c. That is also the separation between DPs C1’ and D in Figure 8.4b. As the 

substrate constant approaches, the commensurate value √3aGr, the clone contours move 

closer to the the primary cone (see Figure 8.4d) and enhance the coupling between the two 
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valleys, since the effective coupling is described by a dimensionless parameter α = 2
ℏL%M

 , 

where w is the amplitude of the substrate potential and vF is the Fermi velocity of electrons 

in graphene. [11] In this simulation, w is set to be 0.05t = 140 meV, a value comparable to 

that of TBG, w ≈ 110 meV). [11] When the substrate lattice constant is equal to 4.166 and 

4.370 Å, a sharp peak shows up at zero energy in DOS and an energy gap of size ≈2w 

emerges between the conduction and valence bands, as shown in Figures 4e,f. The zero-

energy peaks in DOS cannot be described by isolated Dirac cones, therefore there must be 

dispersionless bands emerging at low energy as a consequence of hybridization of Dirac 

states from the two valleys. 

 

Figure 8.5. Effective model of moiré mini lattice and flat bands. a Moiré Brillouin zone of a nearly 

commensurate graphene heterostructure. b Calculated band structure and density of states with α = 

0.1, 0.586, and 2.221. The DOS plot in the middle panel includes an inset showing the tight-binding 
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DOS (the blue curve) from Figure 8.4f. c Schematic of the two ways of assembling heterostructures 

with flat bands. 

 

The effective separation between the two DPs of monolayer graphene in the presence of 

substrate modulation is described by three vectors, 𝑞' = 𝑞(1, 0), 𝑞( = 𝑞 £9'
(
, 9√O
(
¤,  and 

𝑞O = 𝑞 £9'
(
, √O
(
¤	Repeated hopping between the two valleys generates a k-space honeycomb 

lattice shown in Figure 8.5a. The unit vectors of this lattice are same as reciprocal vectors of 

the Moire pattern (MP) of this hybrid structure, namely, b1MP = q1 − q2 and b2MP = q1 − q3. 

The low-energy electron dynamics can be described by an effective Hamiltonian, 

 

Where D(k)=vFkσ, 𝐷¦(k)=−vFk⋅σ∗, and 𝑇I = 𝑤	exp	(𝑖 ((I9'),
O

	𝜎1), m=1, 2, and 3. Here 𝜎 

=(𝜎/ ,	𝜎0), and 𝜎1 are Pauli matrices associated with the A and B sublattices of graphene. 

D(k) and 𝐷¦ (k) describe the Dirac cone at K and K’, respectively, as the two cones are time-

reversal partners. The derivation of the effective Hamiltonian can be found in the following 

section. Using this effective Hamiltonian, we calculated the band structure along the path A–

B–C–D–A and the DOS, see Figure 8.5b. For α = 0.1, the DPs at B and C remain isolated 

meanwhile an energy gap is opened at the crossing point of two Dirac bands. The DOS shows 

a nearly linear dependence of energy and several peaks from VHSs, which is consistent with 

the tight-binding result in Figure 4a. When α increases to 0.586, a pair of absolutely flat 

bands exist at zero energy inside the bandgap (ΔE ≈2w). This leads to a sharp zero-energy 

peak in DOS, which agrees remarkably well with the tight-binding DOS with asub = 4.370 Å 
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and w = 0.05t as shown in the inset of Figure 8.5b. The perfect flatness of zero-energy bands 

is due to the chiral symmetry of the Hamiltonian, since Heff is equivalent to the chirally 

symmetric continuum model proposed by Tarnopolsky et al. [21] (see the proof in the 

following section). The inter-valley transition matrices Tm (m = 1, 2, and 3) in Heff contain 

only the diagonal AA and BB sublattice couplings due to the on-site substrate potential and 

the fact that the wavefunctions of Dirac states at K and K’ are defined with respect to the 

same A and B sublattices of monolayer graphene. As a result, mono-layer graphene 

perturbed by an on-site substrate potential is a natural realization of the chirally symmetric 

model of flat bands. [21] The unique coupling α* = 0.586 corresponds to two “magic” lattice 

constants according to Equation (2), 

 

Plug in α* = 0.586, aGr = 2.46 Å, and w = 0.05t, we find that a∗ = 4.161 and 4.361 Å. The 

magic lattice constants match the values (4.166 and 4.370 Å) we found in the tight-binding 

simulations. The small discrepancy between two results can be attributed to the finite size of 

the supercell we used in the tight- binding simulations. The effective Hamiltonian gives rise 

to a series of magic coupling a* with a periodicity of Δα ≃ 1.5. [11,41,42] The second magic 

coupling is a* = 2.221. The band structure with this magic coupling (the bottom panel of 

Figure 8.5b) exhibits absolute flat bands at zero energy and a smaller bandgap (ΔE ≈0.2w). 

The second and higher magic couplings correspond to a very small deviation from the 

commensurate lattice constant, Δa ≲ 0.02 Å. It is technically challenging to detect such small 

lattice deviations in experiments, just like the smaller twists corresponding the higher magic 

couplings in the TBG systems. We note that the perfect flatness of the zero-energy bands is 
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due to the absence of off-diagonal AB sublattice coupling in the model described by Equation 

(3). A detailed modeling of the substrate interaction indicates that substrate-mediated AB 

sublattice coupling exists and is smaller (< 50%) in magnitude than the on-site AA(BB) 

coupling. The band calculation shows that the Moiré bands at zero energy remain highly flat 

even with the inclusion of off-diagonal AB coupling.  

 

 

8.7.   Derivation of the substrate electrostatic potential from the tight-binding model and 

experimental evidence 

In this section, we present a tight-binding description of the graphene-substrate coupling. In 

the graphene/SiC heterostructure, there exist a carbon buffer layer between graphene and 

SiC. The TEM image in Fig. 8.1 of the main text shows that the spacing between the buffer 

layer and the bottom graphene layer (dbuffer) is slightly larger than the interlayer spacing of 

graphene (dgr), i.e., dbuffer = 1.1dgr = 1.1×0.335Å= 3.68Å. The structure of the graphene/SiC 

heterostructure is schematically plotted in Fig. 8.6. 

 

Figure 8.6  Schematic for epitaxial graphene and SiC surface with a carbon buffer layer. 
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There exists a carbon buffer layer between epitaxial graphene and SiC surface. The 

Hamiltonian for the substrate coupling is written as H = H0 + Hb + U, where H0 is the tight-

binding Hamiltonian for graphene and 

 

Here Ci and Dα are the annihilation operators for electron in graphene and the carbon buffer 

layer, respectively. For simplicity, we assume that there is one pz dangling orbital per unit 

cell of the buffer layer, the lattice constant of the buffer layer is same as that of SiC(0001) 

surface, and the in-plane hopping within the buffer layer is negligibly small (since the lattice 

constant of SiC(0001) (3.07 Å) is significantly greater than the nearest-neighbor spacing of 

graphene (1.42 Å)). The on-site potential Vb describes the energy difference between carbon 

orbitals in graphene and the buffer layer considering charge transfers due to the polar SiC 

surface. The value of Vb can be estimated from the energy shift of the Dirac point of graphene 

relative to the Fermi level, which is found to be Vb = 0.3 eV according to the ARPES result 

in Fig. 8.3. λiα is the transfer integral between the sites ri in graphene and Rα in the buffer 

layer. It can be modeled by using the Slater-Koster-type function, 

 

where diα = ri − Rα as shown in Fig. 8.6, ez is the unit normal vector of the surface, a0 ≈ 
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1.42 Å is the nearest neighbor distance in graphene, and d0 ≈ 3.68 Å is the spacing between 

graphene and the buffer layer. The transfer integrals 𝑉BB,& ≈ −2.7 eV and 𝑉BB7&  ≈ 0.48 eV. 

r0 is the decay length of the transfer integral and is taken to be 0.319a0. Near the K point of 

graphene, the effective Hamiltonian of graphene is written as 

 

Here 𝐻!*R = ∑ �̃�!S𝐶!∔𝐶S + (𝑐. 𝑐. )!S ,where �̃�!S is the substrate-mediated hopping amplitude. 

For the low-energy spectrum near E ≈ 0, 

 

where the summation is carried out over all sites 𝑅U  in the buffer layer. Among all �̃�!S 

components, the same-site transition amplitude �̃�!S is the largest, because the terms in the 

numerator in Eqn. 7 are all in phase for �̃�!S. 

The substrate-mediated hopping �̃�!S monotonically decreases as the distance between sites ri 

and rj grows. The same-site transition amplitude �̃�!!  is 2 times greater than the nearest 

neighbor hopping �̃�V!SW as shown in the result of numerical evaluation in Fig. 8.7. Therefore, 

the �̃�!S term, which corresponds to an on-site potential, dominates in the cloning mechanism 

of Dirac states and inter-valley couplings in the nearly commensurate cases. 
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Figure 8.7: Substrate-mediated hopping amplitude �̃�"# (r ) as a function of the distance between sites 

ri and rj in graphene. rij ≡ ri − rj = (x, y), where x and y are measured in the unit of a0, the nearest-

neighbor distance in graphene. ri is fixed in this calculation and is taken to be 0. 

 

Figure 8.8: Distribution of the same-site transition amplitude �̃�"" (r). r is the position of a carbon atom 

in the graphene layer. 
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It is easy to see that �̃�!!(r) is a periodic function of r with a periodicity of substrate lattice 

constants, because of the summation over all sites 𝑅U in the definition of �̃�!!. The distribution 

of �̃�!! (r) is plotted in Fig. 8.8. This term is formally indistinguishable from a periodic 

electrostatic potential, even though its physical origin is in the quantum overlaps of orbitals 

in adjacent layers. If we keep only the lowest-order spherical harmonics, then we get the on-

site electrostatic potential employed, 

 

where b1,2 are the reciprocal vectors of substrate surface. The parameter w can be obtained 

from the max/min values of �̃�!!(r). w = (5.72 eV−1.98 eV)/12 = 0.31 eV, which is consistent 

with the value extracted from the ARPES results, wexp = 0.28 eV. 

 

Figure 8.9: Band structure of the effective model with the magic coupling α = 0.586. (a) Bands 

calculated without the off-diagonal coupling. (b) Bands calculated with the off-diagonal coupling 

wAB = 0.5w. (c) Zoom-in band dispersion near the Fermi level. 
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Next, we have studied the effects of substrate-meditated off-site hopping parameters, �̃�!S (i ̸= 

j). The amplitude of �̃�!S decays quickly as the distance between sites ri and rj increases. For 

simplicity, we keep only the nearest-neighbor hopping �̃�V!SW , which causes off diagonal 

couplings between A and B sublattices of graphene. Considering both the on-site and off-

site hopping amplitudes, the coupling term in the effective Hamiltion, Eqn.(3) can be written 

as 

 

where m = 1,2,3, and the coupling of AB sublattices wAB is induced by the nearest- neighbor 

hopping �̃�V!SW  . Here, w = 0.5w, since �̃�V!SW is half of �̃�!S  in magnitude according to the 

numerical calculation shown in Fig. 8.7. The band structure with the inclusion of off-

diagonal couplings is plotted in Fig. 8.9. The off-diagonal coupling has two prominent effects 

on the band structure. First, the band gap is reduced from 1.87w to 1.16w. Second, the Moir ́e 

flat bands acquire a small dispersion. The maximum energy of the flat band is 0.01w, less 

than 1% of the size of the band gap. Therefore, the Moir ́e bands at zero energy remain highly 

flat even with the inclusion of substrate mediated off-diagonal hopping. 

 

The evidence of monolayer graphene 

Figure 8.10 shows the ARPES and STM results taken from 0.5L, 1L, and 2L graphene/SiC 

samples. In the STM image of 0.5L sample, the surface of SiC is partially covered by 

graphene islands. In the ARPES spectrum of 0.5L, we found a broadened linear band feature. 

The STM images of 1L and 2L samples show that the surface of SiC is fully covered by the 
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graphene layers. The thickness of the graphene layers can be straightforwardly determined 

by counting the number of Dirac bands in the ARPES spectra. 

 

Figure 8.10: (a-c) ARPES spectrum taken from 0.5L, 1L, and 2L graphene/SiC samples, respectively. 

(d-f) STM topography taken from 0.5L, 1L, and 2L graphene/SiC samples, respectively. 

 

The zoom-in STM topography (of the area marked by the green box in Fig. 8.10(d)) is shown 

in Figure 8.11. The atom-resolve STM images and their Fourier transformation clearly 

demonstrate the lattices of SiC surface and monolayer graphene. The thickness of monolayer 

graphene can also be seen in the height profile plotted in Fig. 8.11(d). 
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Figure 8.11: (a) Zoom-in STM topography taken from the 0.5L graphene sample. (b, c) Atom-

resolved STM images taken from SiC surface and the graphene island, respectively. (d) Height profile 

taken along the red arrow marked in (a). The observed step height indicates the thickness of graphene 

island is 1L. (e, f) Fourier transformation of the STM images in (b, c), showing the reciprocal lattice 

vectors of SiC surface and graphene. 

 

8.8.   Comparison of the tight-binding model and the effective TKV model 

We calculated the band structure and density of states by using the tight-binding model and 

the effective TKV model for two magic couplings α = 0.586 and 2.221. The results are 

plotted in Fig. 8.12. There is a good agreement between the tight-binding and TKV results. 

The small discrepancy between results of the two models in the case of α = 2.221 can be 
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attributed to the finite size of the supercell used in the tight-binding simulation. The size of 

Moir ́e pattern for α = 2.221 is larger than that for α = 0.586. Therefore, a larger supercell is 

needed in the tight-binding simulation for α = 2.221 to make the result converge to the bulk 

value. 

 

Figure 8.12: Band structure and density of states for α = 0.586 and 2.221. Red and black 

curves are results of tight-binding model and the effective TKV model, respectively. 

 

8.9.   Summary and Outlook 
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The low-energy dynamics in the graphene heterostructures is essentially governed by the 

coupling α, and α is determined by the separation q between two adjacent Dirac cones in the 

Moiré lattice. For w = 0.05t (≈140 meV) and α* = 0.586, q = 0.04 Å−1 ≪ |ΓKGr| = 1.7Å−1, 

which means the reciprocal lattice vectors of substrate must almost connect the two DPs at 

K and K’ in momentum space, see Figure 8.4c. This places a constraint on the possible 

substrate lattice constants and orienta- tions. To have flat bands, the largest possible substrate 

lattice constant corresponds to a ( √3 × √3)R30° supercell of graphene, that is, asub ≈ 

√3aGr = 4.26 Å. This commensurate relation is also known as the Kekulé superlattice. [43] 

For other commensurate relations between graphene and substrates, the substrate lattice 

constant has to be  ≤ √O
O
𝑎XG= 2.13 Å, which is very rare in real materials. Therefore, the 

substrate materials for the flat-band heterostructure must have a surface with C3 rotation 

symmetry and lattice constant close to 4.26 Å. In Table 1, we list several materials which 

can be potentially employed in the proposed heterostructures. The suggested materials are 

all elemental or binary vdW materials and can be straightforwardly synthesized, for example, 

by the method of molecular beam epitaxy (MBE). The vdW nature of graphene and the 

suggested substrate materials facilitates the formation of an atomically sharp interface and 

thus enhances substrate interaction as well as intervalley couplings. In addition to the 

conventional assembly method by growing or transferring graphene onto the substrate 

surface, the proposed flat-band heterostructures can be readily synthesized via a “top–down” 

approach, as schematically plotted in Figure 8.5c. High-quality graphene layers can be 

epitaxially grown on the SiC(0001) surface, and the Dirac states of graphene remain isolated 

due to the large lattice mismatch. Therefore, the graphene/SiC structure can serve as a 
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supporting substrate for the growth of various materials with nearly commensurate relations 

as suggested in Table 1. For example, Bi2Se3 (a = 4.136 Å) thin layers have been grown on 

the graphene/SiC(0001) surface. [44] 

Our ARPES experiments demonstrated the cloning of Dirac fermions in the 

graphene/SiC(0001) heterostructure due to the periodic modulation of the substrate potential. 

Our theoretical calculations showed this modulation effect from the substrate can effectively 

couple the two valleys of Dirac states in mono- layer graphene in the nearly commensurate 

condition. The graphene heterostructures can be a promising alternate system for exploring 

the intriguing flat-band physics that was found in TBG. The criterion for realizing flat bands 

is a matchup of the surface potential strength and the periodicity of the substrate to reach the 

magic effective coupling α*. There are a vast number of possible substrate materials that 

could be potentially used in this hybrid structure. In addition, the charge and spin orderings 

in the substrates such as antiferromagnetism in MnTe, [45] superconductivity in PdTe2, [46] 

and topological surface states in Bi2Se3 [44] can further enrich flat-band physics in graphene 

via proximity effects, systematic investigations of which are left to future works. 
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Table 1: Material candidates for flat-band heterostructures. The materials are ordered according to 

their in-plane lattice constant. Bi(111) and Sb(111) are Bi and Sb films grown in the rhombohedral 

(111) direction [47]. 
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9. TWO-DIMENSIONAL ROOM-TEMPERATURE 
FERROMAGNETISM IN CRTE2 

While the discovery of two-dimensional (2D) magnets opens the door for fundamental 

physics and next-generation spintronics, it is technically challenging to achieve the room-

temperature ferromagnetic (FM) order in a way compatible with potential device 

applications.  

In this chapter, we report the growth and properties of single- and few-layer CrTe2, a van der 

Waals (vdW) material, on bilayer graphene by molecular beam epitaxy (MBE). Intrinsic 

ferromagnetism with a Curie temperature (TC) up to 300 K, an atomic magnetic moment of 

~0.21 𝜇Y /Cr and perpendicular magnetic anisotropy (PMA) constant (Ku) of 4.89×105 

erg/cm3 at room temperature in these few-monolayer films have been unambiguously 

evidenced by superconducting quantum interference device and X-ray magnetic circular 

dichroism. This intrinsic ferromagnetism has also been identified by the splitting of majority 

and minority band dispersions with ~0.2 eV at Г point using angle-resolved photoemission 

spectroscopy. The FM order is preserved with the film thickness down to a monolayer (TC 

~200 K), benefiting from the strong PMA and weak interlayer coupling. The successful MBE 

growth of 2D FM CrTe2 films with room-temperature ferromagnetism opens a new avenue 

for developing large-scale 2D magnet-based spintronics devices. 

9.1.   Introduction 

Two-dimensional (2D) layered magnets exhibit novel phases of quantum matter with abrupt 

transition in the magnon density of states in atomically thin layers. In a three-dimensional 
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(3D) system, the magnon density of states are consecutive and chiefly determined by 

exchange interactions. Therefore, a magnetic phase transition could occur at a finite 

temperature. By contrast, the long-range magnetic order in 2D systems is fragile against 

thermal fluctuations according to the Mermin-Wagner theorem [1,2]. The magneto-

anisotropy in 2D ferromagnets opens up a large spin-wave excitation gap, quenches thermal 

fluctuations [3-9] and thus stabilizes the long-range magnetic order in 2D regime. In contrast 

to defect or dopant induced magnetism, the ferromagnetism occurring in a stoichiometric 

compound is defined as intrinsic ferromagnetism [10]. 

While the presence of 2D crystals with intrinsic magnetism has been well established, the 

intrinsic ferromagnetic (FM) order in the discovered magnetic van der Waals (vdW) 

materials is generally fragile with a low Curie temperature (TC). It mainly results from the 

enhanced spin fluctuation in reduced dimensions or the relatively weak exchange 

interactions. Note that the interlayer bonding strength in vdW compounds is 2–3 orders of 

magnitude weaker than that of traditional 3D materials4, which leads to a low TC in the bulk 

form already. It motivates research efforts to enhance the robustness of 2D FM order. The 

first route is doping a FM host with specific elements, which normally results in a limited 

increase of TC but unavoidable clusters and/or disorders from dopants [11,12]. The second 

one is constructing heterostructures with FM (or ferrimagnetic) metals (or insulators), in 

which the FM order can be enhanced by proximity effects [13,14]. For instance, the 

(Fe3GeTe2/MnTe) [3] superlattices possess an enhanced coercive field as a result of the 

proximity effect [12]. However, the penetration depth of proximity effect is usually very 

small (<5 nm), hindering an effective manipulation of magnetic order. The third method is 
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doping 2D magnets with electrons via electrolyte gating, and thereby modulating the TC of 

ferromagnetism. For example, the TC of an atomically thin Fe3GeTe2 flake is successfully 

raised to even room  temperature [15]. Nevertheless, particular device geometry and gating 

are required by this means. Apart from the issues mentioned above, most of the 2D magnetic 

materials reported so far are thin flakes exfoliated from bulk with typical size of several 

micrometers, which greatly limits the practical applications of those 2D magnets in 

spintronics. Therefore, there is a pressing need for the realization of stoichiometric 2D 

materials with intrinsic robust ferromagnetism (e.g. high TC and strong perpendicular 

anisotropy) and, importantly, compatibility with large-scale solid state device applications. 

Molecular beam epitaxy (MBE) growth is significant as it provides the opportunity to obtain 

nominally stoichiometric single-crystalline films, explore the role of physical dimensionality 

as well as fabricate heterostructures and superlattices in a way compatible with conventional 

microelectronics techniques. One remarkable work is the strong FM order in ML VSe2 

epitaxial film with in-plane easy axis and a large magnetic moment (~15 mB/V) persisting to 

even above room temperature, as characterized by magneto-optical Kerr effect (MOKE) and 

vibrating sample magnetometry (VSM) [16]. However, according to the theoretical 

calculations, the magnetic moment of ML VSe2 mostly comes from V ions with an atomic 

value of ~0.6 mB [17], which is completely contradictory to the experimentally observed 

large magnetic moment [16], raising doubts about this presumed FM phase. Most recently, 

Wong et al. has provided the evidence of spin frustration with absence of a long-range 

magnetic order in ML VSe2 films from complementary temperature- and field-dependent 

susceptibility measurements [18], in stark contrast to the previous study. Moreover, the 
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electronic structure and X-ray magnetic circular dichroism (XMCD) measurements of ML 

VSe2 conducted by Feng et al. reveal no signatures of FM order [19]. These studies suggest 

that the existence of 2D FM order in VSe2 remains to be further confirmed. Therefore, layer-

controlled growth of stoichiometric large-scale 2D FM films with strong perpendicular 

magnetic anisotropy (PMA) and direct proof for the intrinsic ferromagnetism by 

unambiguous techniques would be mandatory. Notably, an above-room-temperature TC has 

been reported in 1T-CrTe2 in its bulk form [20]. Very recently, above-room-temperature 

ferromagnetism has been observed in the exfoliated thin flakes of CrTe2 (10 nm, or ~17 ML) 

[21,22]. Their properties were found to be rather similar to that of the bulk with in-plane 

magnetic anisotropy, but with enhanced coercivity compared with its bulk counterpart. 

However, the magnetic response (e.g., TC and PMA) of CrTe2 epitaxial thin films with 

thickness down to ML limit has not been explored so far. 

Here, we succeed in synthesizing mono- and few-layer CrTe2 films by MBE and observed 

intrinsic long-range 2D ferromagnetism. The robust ferromagnetism and strong PMA of 

CrTe2 films persist up to 300 K, as evidenced by both superconducting quantum interference 

device (SQUID) and XMCD characterizations. In addition, the splitting of the majority and 

minority bands (~0.2 eV at Г point) with distinct photon-energy responses has been observed 

by in-situ angle-resolved photoemission spectroscopy (ARPES) measurements, suggesting 

the magnetic band structure of CrTe2 with spin-splitting. Furthermore, the CrTe2 thin films 

retain a robust ferromagnetism with high TC down to a ML, indicating a weak dimensionality 

effect. These results establish CrTe2 ultrathin films as a promising 2D ferromagnet for exotic 

low-dimensional spintronics applications. 
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9.2.   Preparation of CrTe2 film and crystal structure characterization 

 

Fig. 9.1 Crystal structure and STM characterizations of epitaxially grown CrTe2 thin films. a 

Schematic illustration of MBE growth process of CrTe2 films on graphene. b The STM topology 

image (200 × 200 nm2) of a 7 ML CrTe2 fabricated on graphene/SiC. U = +1 V, It = 200 pA. Inset on 

the left is an optical image. c The line-scan profile taken along the pink line in b, with an average step 

height of ~6.14 Å. d XRD spectrum showing Laue fringes around the (001) CrTe2 reflections. The 

solid fitting curve indicates the thickness of 39 layers, the roughness of 2 layers and the lattice 

constant c = 6.13 Å. e Atomically resolved STM image (4 × 4 nm2) with a hexagonal structure. U = 

-1.5 mV, It = -440 pA. f The line-scan along the green arrow in e, showing a lattice periodicity of 

~3.81 Å. 
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CrTe2 is a layered trigonal crystal structure with a unit cell of a hexagonal Cr layer 

sandwiched between Te layers, as schematically illustrated in Fig. 9.1a. In our experiment, 

a bilayer graphene on SiC substrate was used to support a layer-by-layer growth of CrTe2 

films. The optical image of a single-crystal CrTe2 film with large size (~4 mm × 5 mm) is 

shown in the inset of Fig. 9.1b. The microscopic topography taken from the surface of a few-

layer CrTe2 film by in-situ scanning tunneling microscopy (STM) shows atomically flat 

terrace (Fig. 9.1b). Figure 1c exhibits the step height between adjacent layers with a uniform 

value of 6.14 Å, which is consistent with the thickness of the unit cell of CrTe2 crystal in 1T 

phase. One of the atomic resolution image taken by STM on the same sample is presented in 

Fig. 1e, showing the hexagonal lattice structure. The lattice constant obtained from the line 

profile in Fig. 1f is 3.81 Å, which is very close to the corresponding bulk CrTe2 lattice 

parameter (3.79 Å) [20]. STM measurements carried out on several CrTe2 thin films with 

different thicknesses (mono- to few-layer) show similar terraces, indicating the layer-by-

layer growth mode and homogeneously well-structured thin films. 

There are various stable stoichiometries reported for chromium chalcogenides [e.g., CrT 

[23,24], Cr2Te3 [25,26], and Cr5Te8 [27,28]] depending on the Cr vacancies that occur in 

intercalation. However, none of them belongs to layered compounds with interlayer vdW 

gap, except for CrTe2. The layered surface morphology with a uniform step height 

characterized by STM suggests that the films are in a single phase with vdW gap. The 

atomic-resolution high-angle annular dark-field scanning transmission electron microscopy 

(HAADF-STEM) images show the √3a×a arrangement, revealing that CrTe2 thin films 

correspond to the 1T phase with an octahedral (Oh) symmetry. Both TEM and STM 
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characterizations manifest the epitaxial nature and crystallographic orientation of as-grown 

CrTe2 films. A typical X-ray diffraction (XRD) 2q-w scan was employed to further identify 

the crystal structure (Fig. 9.1d). The diffraction pattern with perpendicular constant c = 6.13 

Å is matched to the (001) crystal planes of 1T-type hexagonal structure explored 

experimentally (a = 3.79 Å, c = 6.10 Å) [20], rather than those of the 2H phase (a = 3.49 Å, 

c = 13.64 Å) [29]. We note that the magnetic exchange coupling is sensitive to the lattice 

parameters. For example, bulk 1T-CrSe2 with lattice constants of a= 3.39 Å and c = 5.92 Å 

shows an antiferromagnetic (AFM) order [30], in contrast to the FM phase in CrTe2. With 

STM, TEM and XRD characterizations, the formation of CrTe2 films with 1T phase and their 

single-crystalline nature has been confirmed. The reflectivity curves show Laue fringes, 

attesting to the structural coherence of the film. The chemical states and band structure of 

the as-synthesized samples were determined by X-ray absorption spectroscopy (XAS) and 

ARPES as included in the following part, respectively, which further identify the metallic 

1T-phase in these few-layer CrTe2 films. 

 

9.3.   Magnetic properties in CrTe2 thin film 
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Fig. 9.2 SQUID measurements of the CrTe2 films. a Temperature dependent magnetization curves 

of the films with various thicknesses under field-cooled mode. The magnetic field is applied along 

the out-of-plane direction with a magnitude of 1000 Oe. The high TC is preserved with thickness 

decreasing to 3 ML. b, c Magnetic hysteresis loops of 7 ML CrTe2 at different temperatures with 

external fields along the perpendicular (b) and parallel orientation (c) with respect to sample plane, 

indicating a strong out-of-plane magnetic anisotropy. d Enlarged hysteresis loops of 7 ML CrTe2 at 

300 K, where the intrinsic ferromagnetism and PMA still maintains. Top inset: temperature 

dependence of Ku for 7 ML CrTe2, where the Ku is preserved at 300 K, despite the lower intensity 

with the increase of temperature. 
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Magnetic properties of CrTe2 thin films with both in-plane and out-of-plane configurations 

were examined by SQUID, as shown in Fig. 9.2. The temperature dependent magnetization 

(M-T) curves of CrTe2 thin films with different thicknesses under an out-of-plane magnetic 

field of 1000 Oe were measured, as shown in Fig. 9.2a. It shows a general trend of decreasing 

with the increase of temperature, demonstrating a FM nature. It indicates that the TC is close 

to the room temperature with the specific values depending on the thickness. The 

magnetization of 7 ML CrTe2 film is still observable at 300 K, indicating the FM order at 

room temperature. The magnetization curve exhibits a long “tail” near TC, which is 

commonly observed in ferromagnets [4,11,31]. It can be explained by a positive-feedback 

mean-field modification of the classical Brillouin magnetization theory [32]. 

The magnetization-magnetic field (M-H) hysteresis loops acquired from the 7 ML CrTe2 

film at different temperatures are included in Fig. 9.2b and 9.2c. The sharp distinction 

between out-of-plane (Fig. 9.2b) and in-plane (Fig. 9.2c) M-H loops demonstrates a strong 

out-of-plane anisotropy of the magnetization with a large PMA constant (𝐾Z =
[&\'
(
) of 

5.63×106 erg/cm3 at 20 K. The Ku in CrTe2 thin films is comparable to the typical PMA 

systems such as Co/Pd and Co/Pt [33-36], which is vital for obtaining 2D FM order and is 

also considerably desirable for vdW heterostructures-based spintronics. The film also 

exhibits rather large coercivities (e.g., ~1000 Oe at 20 K), indicative of a hard magnetic 

phase. Well-defined hysteresis loops are observed at elevated temperatures up to 300 K (Fig. 

9.2d) with the easy axis along the out-of-plane direction and hard axis along the in-plane 

one. The existence of PMA in the ultrathin 7 ML film is confirmed, supporting the FM order 

at room temperature. The in-plane magnetic hysteresis loops, similar to those reported in the 
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FM vdW Cr2Ge2Te6 thin films [37] and typical PMA systems such as Mn2.5Ga [38] and 

Co/Pt [39], can be attributed to the shape anisotropy favoring in-plane easy axis for thin films 

[40,41]. Control experiments on the field dependent magnetization of SiC/graphene substrate 

show a typical diamagnetic behavior. Therefore, the possibility of magnetic contribution 

from magnetic impurities in the substrate can be ruled out. In order to clarify the thickness 

dependence of the magnetic properties, we have measured the field dependent magnetization 

curves of 3 ML and 5 ML CrTe2 thin films under out-of-plane and in-plane configuration. 

The squarish FM hysteresis loops in the out-of-plane magnetic field suggest the robust FM 

order with the easy axis perpendicular to the thin films, which is essential for the applications 

of FM devices. Compared with other 2D magnets from literature [3,4,42,43], the CrTe2 films 

perform a relatively high TC (above room temperature) and strong magnetic anisotropy with 

a few atomic layers. Notably, a large 𝐾Z  (4.89×105 erg/cm3) is maintained at 300 K, 

comparable to the value of bulk CrGeTe3 at 1.8 K (4.7×105 erg/cm3) [44]. The strong PMA 

in CrTe2 few-layer films is different from the in-plane magnetic anisotropy observed in bulk 

CrTe2 [20] and exfoliated flakes (thicker than 10 nm) [21]. Here, the thickness dependent 

magnetic anisotropy suggests that the reduced symmetry at the interface plays an important 

role in determining the PMA in CrTe2 thin films [45]. As the magnetic film thickness 

approaches a few nm, the interfacial magnetism and inversion symmetry breaking give rise 

to the PMA [46]. This is a consequence of magneto-crystalline anisotropy from spin-orbit 

interactions, that apparently have a stronger effect in the more anisotropic film limit 

[33,41,45]. In addition, based on density functional theory (DFT) calculations, it has been 

found that the FM Cr-Cr intrasublattice exchange interactions dominate in CrTe2 thin films, 

and the total energy minima is at perpendicular direction [47]. In general, the magnetic 
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moments of CrTe2 thin films are aligned in the perpendicular direction, due to the magneto-

crystalline anisotropy and the anisotropy of exchange interactions. 

 

Fig. 9.3 XAS and XMCD characterization of 7 ML CrTe2 films. a Schematic geometry of XMCD 

experimental setup. b Typical pairs of XAS and XMCD spectra of 7 ML CrTe2 from 5 K to 300 K 

and the integrals at 5 K, where the dichroism at Cr L3 edge can be traced to 300 K (spectra at different 

temperatures are offset for clarify). c The partially enlarged XAS of Cr L3 edge at 200 K, 250 K, and 

300 K. d 𝑚$ and 𝑚% versus temperature derived from b using sum rules. The error bars reflect the 

uncertainties in the background estimation for the XMCD sum rules analysis. 

 

To examine the local electronic character and magnetic ground states of CrTe2 films, XAS 

and XMCD measurements at the Cr L2,3 absorption edges were performed, as schematically 



 

 192 

shown in Fig. 9.3a. This element-specific magnetic characterization technique can also 

exclude any possible magnetic impurities. The XAS spectra of Cr present multiplet structures 

around photon energies of 575 eV and 584 eV (Fig. 9.3b), which stem from the excitations 

from Cr 2p3/2 and Cr 2p1/2 core levels, respectively. A small peak (~2 eV away from L3 peak 

of Cr) marked with the black arrow comes from Te 5d5/2 core level, which slightly overlaps 

with the peak of Cr 2p3/2 with almost no magnetic contribution [48]. A small peak at the 

higher energy side (marked with orange arrow) of the main feature in Fig. 9.3b is related to 

the distribution of atomic multiplet. 

Due to the Oh coordination, the 3d orbitals of Cr split into eg and t2g states with energy 

separation of nominal 10 Dq. The t2g states are lower in energy than the eg states. In this case, 

the Cr3+ (d3) configuration with half-filled t2g states causes the reduction of free energy [49], 

which is in good agreement with the reported theoretical value of magnetic moment, 3 μB/Cr 

atom [50]. The observed XAS spectral line shape is in line with that of spinel Cu(Cr,Ti)2Se4 

polycrystals with trivalent Cr cations on Oh sites [51], further providing a spectroscopic 

fingerprint of 1T-type CrTe2 with predominately Cr3+ cations. In this case, approximately 

three electrons are removed from the Cr atoms, and distributed over the Te.  

The Cr L2,3 XMCD spectra in the bottom panel of Fig. 9.3b highlight the emergence of 

intrinsic ferromagnetism from Cr atoms. XMCD and XAS measurements were repeated at 

elevated temperatures, and the dichroism of 7 ML thin film at Cr L3 edge is evident up to 

300 K. The characteristic peaks in the spectra remain at the same energy as the temperature 

rises, despite the attenuation of intensity. For greater clarity, partial enlarged left- and right-

circularly polarized XAS of Cr L3 edge at 200 K, 250 K and 300 K are exhibited in Fig. 9.3c. 
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There is an obvious difference between the XAS under distinct X-ray helicity even at 300 K, 

directly confirm the intrinsic FM order coming from the Cr3+ cations in the CrTe2 films. The 

XMCD spectra have been analyzed in terms of element-specific magnetic moments 

according to the sum rules [52,53]. The spin moment (ms) and orbital moment (ml) can be 

obtained by sum rule: 

𝑚< = −𝑛]
^ ∫ `7#97$abc()

9d∫ `7#97$abc(*,)

∫ (7#E7$)bc(*,)

× SC − 〈𝑇1〉                       (1) 

𝑚J = − d
O
𝑛]

∫ (7#97$)bc(*,)

∫ (7#E7$)bc(*,)

                                                    (2) 

where 𝑛], SC and 〈𝑇1〉 are the number of d holes, spin correction factor (estimated to be 2.0

±0.2 for Cr) [13,54] and the averaged magnetic dipole term, respectively. Based on the 

trivalent Cr, we assume 𝑛] = 7. The magnetic dipole term, 〈𝑇1〉 can be neglected due to its 

rather small contribution (<5%) in the Cr 𝑡(FO  configuration. An arctangent step-like function 

was employed in the fitting of the threshold of XAS spectra in order to exclude the 

nonmagnetic contribution [55,56].  

The calculated ms and ml from 5 to 300 K are summarized in Fig. 9.3d. The derived ms 

demonstrates a Curie-like behavior. A remarkably large value of ms (2.85±0.10 µB/Cr) is 

found at 5 K. The ms retains a sizable value of 0.82±0.10 µB/Cr at 250 K and drops to 

0.21±0.05 µB/atom at 300 K, confirming a FM phase transition near this temperature. On 

the other hand, ml is relatively small of around 0.08±0.05 µB/atom, consistent with a half-

filled t2g level in Oh crystal field of 1T-CrTe2. The ml plays an important role in the magneto-

crystalline anisotropy and the perpendicular orientation of the moments that underlies the 
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FM order in this 2D system. The atomic magnetic moment of CrTe2 is determined to be ~3 

µB/atom. The observed FM behavior cannot be attributed to the Cr clusters, since bulk Cr is 

AFM and therefore would give a zero XMCD intensity. 

 

Fig. 9.4 XAS and XMCD characterization of CrTe2 films with thickness of monolayer. a 

Typical pairs of XAS and XMCD spectra of 1 ML CrTe2 thin film at various temperatures, 

where the dichroism at Cr L3 edge is observable up to 200 K. b The partially enlarged XAS 

spectra near the Cr L3 edge, where the difference between left- and right-circularly polarized 

XAS is evident. c XMCD percentage as a function of temperature derived from a. The error 

bars indicate the uncertainties in the background estimation for the XMCD percentage 

calculation. d Compiled thickness–temperature phase diagram with the TC obtained from 

XMCD and SQUID measurements. The error bars are the uncertainties in determining the 

TC. 
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The magnetic response of 1 ML CrTe2 film is worth exploring. It is difficult to detect 

magnetization in such ultrathin films by SQUID, since the magnetic signal of 1 ML CrTe2 is 

too weak compared with an overwhelmingly larger background signal from the substrate and 

beyond the resolution of SQUID. Therefore, we did element-specific XMCD 

characterization of 1 ML CrTe2 film (Fig. 9.4a). There is a noticeable difference in the XAS 

spectra between left- and right-handed circularly polarized setups (Fig. 9.4b). Although the 

dichroism is small compared with 7 ML sample, the clear XMCD signals appear near the 

absorption peaks. It suggests that the intrinsic ferromagnetism of 1 ML CrTe2 film originates 

from the spin polarization of Cr 3d electrons. Accurate calculation of the magnetic moment 

remains a challenge since the contribution of Te capping layer to the XAS spectra is so large 

for 1 ML sample. The XMCD percentage increases with the reduced temperature (Fig. 9.4c), 

in line with a typical FM behavior. The nonzero XMCD percentage persists when 

temperature approaches 200 K and disappears above 250 K, indicating that 1 ML CrTe2 has 

a TC of ~200 K. The TC has been obtained by using a critical power-law function α(1−T/TC)β 

to fit M-T curves without the inclusion of the paramagnetic tail [42]. In order to investigate 

the dimensionality effect of the ferromagnetism in CrTe2 stemming from thermal fluctuation, 

we plot the thickness dependent TC obtained from XMCD and SQUID measurements in Fig. 

9.4d. The TC of CrTe2 decreases mildly as the film thickness is reduced, in contrast to the 

other known 2D magnets such as Cr2Ge2Te6 [4] and Fe3GeTe2 [15]. The high TC in the 2D 

limit demonstrates the robustness of ferromagnetism in the epitaxial CrTe2 thin films. 
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The electronic band structure of CrTe2 thin films has been mapped by ARPES with two 

different photon energies of 21.2 eV and 40.8 eV at 107 K. The band dispersions of 7 ML 

CrTe2 measured at hv = 21.2 eV along high symmetry crystallographic direction M-Г-K in 

the surface Brillouin zone are shown in Fig. 9.5a. Near the Г point, the main features include 

two hole-like valence bands aligned close to the Fermi level, which shares identity with the 

typical features of 1T-ZrTe2 [57]. Near the M point, there are two electron pockets with 

bottom locating at -1.2 eV and -1.8 eV, respectively. The Fermi surface map shows two 

circular pockets centered at Г point surrounded by six triangular pockets at K points. Below 

the Fermi level, the pockets around K points begin to merge with the expanded pockets at Г 

point. The well-defined band structure indicates the high structural quality of the MBE-

fabricated films. 

9.4.  ARPES band spectrum and calculated bands 

The origin of the band dispersions has been investigated by first-principle DFT calculations 

based on CrTe2 slab [18]. The mean free path of photoelectrons excited by photons of 21.2 

eV and 40.8 eV is between 0.5 and 1 nm. Therefore, to compare with the experimental 

spectra, we simulated the band structure with a surface weight of each Bloch wavefunction. 

The higher intensity in the image means greater weight of wavefunction near the slab surface. 

Figure 9.4b shows the calculated spin-polarized band structure, with the majority and 

minority spin bands plotted in blue and red, respectively. Both magnetization and spin orbit 

coupling (SOC) are taken into account in the calculation, and the magnetic moments are set 

along out-of-plane direction. According to the orbital and surface projection analysis of the 

band structure, the metallicity is a consequence of the hybridization of Te-5p and Cr-3d 
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orbitals crossing the Fermi level at the center of the Brillouin zone, which is confirmed by 

the calculated density of states. The hybridization of Te and Cr states was also verified in 

previous DFT calculations [20]. There is an overall agreement between the experimental 

(Fig. 9.5a) and calculated band dispersions (Fig. 9.5b), except for the absence of two hole 

pockets from minority band near Г point. 

 

Fig. 9.5 Band structure of CrTe2 ultrathin films. a, b Plots of valence-band dispersion (a) and the 

first-principles calculations (b) of 7 ML CrTe2 with the inclusion of spin polarization along the high 

symmetry direction M-Г-K. The minority and majority spin bands are plotted in red and blue colors, 

respectively. The major features seen in the left panel are well reproduced in the right one. c-e 

Comparison of the valence-band dispersion near the Fermi level taken by He Ia (21.2 eV) (c), He 

IIa photons (40.8 eV) (d) with theoretical bands (e) along the high symmetry direction M-Г-M. The 
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blue and red dashed lines indicate the position of hole pockets measured by He Ia and He IIa 

photons, respectively. The light blue/red markers represent the positions of MDC peaks. The error 

bars represent uncertainties in locating peak positions. f ARPES intensity maps of 1 ML, 2 ML, 3 

ML, 5 ML, 7 ML and 15 ML, respectively. The spectra of various thicknesses were taken along the 

high symmetry direction M-Г-M. 

 

To compare experiment and theory in greater detail, the dispersion of hole pockets detected 

by different photon energies is plotted in Fig. 9.5c and Fig. 9.5d. Note that the two hole 

pockets near the Fermi level in Fig. 9.5c are mainly from the majority bands. Interestingly, 

the minority hole pocket shows up in the spectrum taken at hv = 40.8 eV (Fig. 9.5d) while 

the majority ones disappear. It suggests the emission from the minority spin pockets was 

suppressed in the measurement at hv = 21.2 eV as a consequence of matrix element effect 

[58]. The band dispersion can be traced by fitting the peak position in the momentum 

distribution curves (MDC), as marked by blue and red dashed lines in Fig. 9.5c and 9.5d, 

respectively. Combining the band structure near Fermi energy (EF) taken by He Ia and He 

IIa photons together, as shown in Fig. 9.5e, the electronic structure is clearly metallic in both 

the majority and minority spin channels, and agrees well with DFT calculations. Relatively 

small renormalizations are needed to match with ARPES results, indicating moderate-to-

weak correlations. The experimental band structure of CrTe2 is in sharp contrast with the 

band structure calculated without the inclusion of spin polarization, where hole pockets near 

EF are degenerate at Г point as in the cases of VTe2 [59] and VSe2 [18,19]. There are no 

exchange splitting of band dispersion in MBE grown VSe2 films, indicating the absence of 
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ferromagnetism [18,19]. By contrast, the splitting of majority and minority bands (~0.2 eV 

at Г point) in CrTe2 films corroborates the FM ground state, which highlights the unique 

interplay of ferromagnetism and electronic structure in CrTe2. In addition, the calculated 

magnetic moment of Cr is 2.89 µB/atom, in good agreement with the SQUID and XMCD 

measurements. For a comparison with the ARPES spectra, we also calculated the electronic 

band structure of 2H-CrTe2, which are different from those observed in the ARPES spectra 

and the calculated 1T-CrTe2 band structure in the low-energy bands. Another significant 

difference between 1T and 2H phase is that the 1T-CrTe2 exhibits a FM ground state along 

c-axis, while the 2H-CrTe2 is PM as a result of the fully occupied 𝑑1* orbital of tetravalent 

Cr. The observed FM band structure and FM properties corroborate the 1T phase of the 

epitaxial CrTe2 films. 

We have further studied the thickness dependence of hole pocket features. The evolution of 

the band structure for the films with a thickness ranging from 1 ML to 15 ML is shown in 

Fig. 9.5f. For the 1 ML film, there are two parabolic bands with a maximum above and below 

the Fermi level, respectively. When film thickness increases to 2 ML, one of the parabolic 

band overlaps with another one near the Fermi level, sharing similar feature with the case of 

few-layer ZrTe2 [57] and HfTe2 [60]. With further increasing the film thickness, the Fermi 

level moves towards the valence band with the band shape invariant. To understand the 

thickness-dependent electronic structure, we carried out first-principles calculations of 1T-

CrTe2 with different thicknesses. There is an excellent agreement between our experiment 

and theory. In particular, the hole-like band near EF and a relatively flat Cr 3d orbital band 

are similar to that of calculated 1T-CrTe2 with the inclusion of spin polarization. For the 1 
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ML film, the two parabolic hole pockets are well reproduced by the majority spin projections 

of the bands, which highlights the FM nature. These results demonstrate that the epitaxial 1T 

structure and ferromagnetism have been established since 1 ML deposition, in line with the 

corresponding STM images. The layer-by-layer growth mode of the CrTe2 ultrathin films 

enables us to further explore the interplay between electronic structure and extraordinary 

magnetic properties on the basis of thin-film electronic devices. 

9.5.   Conclusions 

To summarize, we have successfully synthesized high-quality mono- to few-layer CrTe2 via 

MBE method, for the first time. The epitaxial CrTe2 ultrathin films with thickness up to 7 

ML possess room-temperature intrinsic ferromagnetism, large magnetic moments (~3 

µB/atom), strong perpendicular anisotropy and magnetic spin-split band structure. The high 

TC is preserved with the thickness down to one ML due to the strong magnetic anisotropy 

and the weak interlayer coupling. The FM CrTe2 films can be employed as a spin injector 

when hybridized with other 2D materials such as topological insulator and topological 

semimetals for exploring novel spin physics. At the same time, this work provides a 

tremendous potential for the future 2D magnet-based spintronics technologies, as the films 

can readily reach wafer size with MBE growth technique. 
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10.  GIANT TOPOLOGICAL HALL EFFECT IN FM/TI 
HETEROSTRUCTURES 

Discoveries of interfacial topological Hall effect (THE) provide an ideal platform for 

exploring physics arising from the interplay between topology and magnetism. The 

interfacial topological Hall effect is closely related to the Dzyaloshinskii-Moriya interaction 

(DMI) at interface and topological spin textures. However, it is difficult to achieve a sizable 

THE in heterostructures due to the stringent constraints on the constituents of THE 

heterostructures such as strong spin-orbit coupling (SOC).  

In this chapter, we report the observation of a giant THE signal of 1.39 µW·cm in the van der 

Waals heterostructures of CrTe2/Bi2Te3 fabricated by molecular beam epitaxy, a prototype 

of two-dimensional (2D) ferromagnet (FM)/topological insulator (TI). This large magnitude 

of THE is attributed to an optimized combination of 2D ferromagnetism in CrTe2, strong 

SOC in Bi2Te3, and an atomically sharp interface. Our work reveals CrTe2/Bi2Te3 as a 

convenient platform for achieving large interfacial THE in hybrid systems, which could be 

utilized to develop quantum science and high-density information storage. 

10.1.  Introduction 

Over the past decade, real-space magnetic chiral spin textures have generated enormous 

attention for featuring Berry curvature physics and inherent magnetic stability. [1-3] 

Generally, the topological spin texture with scalar spin chirality in real-space provides an 

emergent field , which acts on charge carriers and consequently generates the topological 

Hall effect (THE). [4,5] This real-space THE is distinct from the intrinsic anomalous Hall 
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effect (AHE) in ferromagnets (FMs), which results from the Berry phase in momentum 

space. Magnetic skyrmions were firstly observed in noncentrosymmetric chiral-lattice 

magnets like B20-type MnSi/MnGe [6-8] and Fe0.5Co0.5Si, [9] which showed prominent 

THE responses in transport measurements. Since then, the THE has been considered as an 

experimental signature of the topological spin texture of skyrmions. 

The occurrence of the delicate spin texture of skyrmions depends on the strength of the 

Dzyaloshinskii-Moriya interaction (DMI). A practical way to generate DMI is to construct 

heterostructures with spin ordering and strong spin-orbit coupling (SOC). Inversion 

symmetry is always broken at the interface of two dissimilar materials in a heterostructure, 

which is essential for generating DMI. Advances in fabricating artificial structures based on 

thin-film deposition techniques enable construction of heterostructures with essential 

ingredients for interfacial DMI and skyrmions. Néel-type skyrmions have been probed in 

hybrid systems, including FM/heavy-metal (HM), [2,10-12] FM/topological insulator (TI), 

[13-15] TI/magnetic insulator (MI)16 and HM/MI heterostructures. [5,17] These hybrid 

systems with magnetic skyrmions are summarized in Figure 10.1. For instance, a two-

dimensional (2D) skyrmion lattice was revealed in monolayer Fe on Ir surface, originating 

from the co-interplay of four-spin interaction and DMI. [12] Moreover, interfacial DMI and 

skyrmions have been observed in (BiSb)2Te3/GdFeCo heterostructures, [15] benefiting from 

the strong SOC in TIs. Among all the research framework of interfacial hybrid systems with 

interfacial magnetic skyrmions, 2D FM/TI, a van der Waals (vdW) heterostructure, remains 

largely unexplored. Compared with conventional hybrid systems involving three-

dimensional (3D) metals, vdW heterostructures hold many advantages, including reduced 
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sample dimension (with thickness down to a few atomic layers), flexibility in stacking order, 

and the atomically sharp interface between vdW components. Those features favor the 

formation of strong interfacial DMI and chiral spin textures such as skyrmions. Therefore, 

optimization of vdW heterostructures provides a promising opportunity for exploring 

interfacial skyrmion physics. 

 

Figure 10.1. Research frameworks of interfacial magnetic skyrmions in hybrid systems. a-d Four 

categories of heterostructures with interfacial magnetic skyrmions, including  FM/TI (Cr2Te3/Bi2Te3) 

[13] a, TI/MI (Bi2Se3/BaFe12O19) [16] b, HM/MI (Pt/Tm3Fe5O12) [5,17] c, and HM/FM (Ir/Fe/Co/Pt) 

[10,11] d. The orange, green, blue and pink squares represent FM, TI, MI and HM, respectively.  

 

2D vdW magnets with intrinsic ferromagnetic order preserved in monolayer limit provide 

opportunities for probing the THE. The strong uniaxial magnetic anisotropy (K) of 2D 

a FM
TI

b TI
MI

MI
HMc 

FM
HMd 
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magnets is vital for the formation of 2D ferromagnetism. However, it also raises the threshold 

of DMI for generating the chiral spin texture (𝐷e = 2{2𝐽𝐾/𝜋, where 𝐷e  represents the 

critical DMI value and J is the exchange interaction coefficient). [18] TI can serve as the 

other component in a bilayer heterostructure to provide strong SOC that can modulate spins 

in real space. [15] In addition, the topological surface states (SS) of TI could mediate the 

interfacial DMI. [19,20] It has been demonstrated that Néel-type skyrmions exist in 

mechanically exfoliated 1T’-WTe2/Fe3GeTe2 heterostructures. [21] Very recently, room-

temperature intrinsic ferromagnetism has been observed in CrTe2 epitaxial films, [22] 

indicating that CrTe2 is a promising spin host for THE heterostructures. Furthermore, the 

epitaxial thin films are critically significant for spintronics device applications as they offer 

the opportunity to fabricate wafer-size heterostructures and superlattices with thickness 

down to atomic layers. As a prototypical TI, Bi2Te3 features a single Dirac cone, which can 

act as nontrivial SS to mediate DMI. [23-25] Moreover, compared with Ta, W and Pt 

compounds, Bi2Te3 possesses a much larger SOC, [26,27] due to the facts that Bi is the 

heaviest nonradioactive element and the atomic SOC is proportional to the fourth power of 

atomic number, Z4. Besides robust spin order in CrTe2 and strong SOC in Bi2Te3, CrTe2 and 

Bi2Te3 also share three crucial features for realizing strong interfacial DMI: 1) vdW 

interlayer coupling, 2) simple telluride compounds, and 3) hexagonal surface lattice 

symmetry, which facilitates the formation of an atomically sharp interface between the two 

compounds. Therefore, CrTe2/Bi2Te3 heterostructure presents an optimal condition for 

stabilizing interfacial THE.  



 

 212 

In this chapter, we report the realization of an optimal THE heterostructure, CrTe2/Bi2Te3, 

as demonstrated by angle-resolved photoemission spectroscopy (ARPES) and scanning 

tunneling microscopy (STM) and magneto-transport measurements. The epitaxial 

heterostructure was grown by molecular beam epitaxy (MBE) with thickness down to a few 

atomic layers. A pronounced THE resistivity of ~ 1.39 µW·cm was observed at 10 K, much 

larger than the typical THE strength ~0.1 µW·cm of previous THE bilayer heterostructures. 

The observed THE signals in CrTe2/Bi2Te3 persist up to 100 K, indicating a highly robust 

topologically non-trivial chiral spin texture at the interface.  

10.2.  Preparation of 2D FM/TI heterostructures 

 

Figure 10.2. Atomic-scale growth and ARPES characterization of CrTe2/Bi2Te3 heterostructure. a 

Crystal structure of the CrTe2/Bi2Te3 heterostructure. b Schematic picture of CrTe2/Bi2Te3 bilayer 

with vdW gap. c,e Surface morphologies of 10 QL Bi2Te3 c and 2 TL CrTe2 grown on Bi2Te3 e 

(tunneling condition V = 1000 mV, I = 0.01 nA). Inset: Cross-sectional profile of QL Bi2Te3 and TL 

CrTe2 flakes along the blue and green dashed line, respectively. d,f Atomically resolved Te surfaces 
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of Bi2Te3 d and CrTe2 f with corresponding atomic lattice structures (V = 10 mV, I = 0.2 nA). The 

panel below indicates the lattice unit distance calculated from line-cut profile. g,h ARPES spectra of 

Bi2Te3(111) g as well as CrTe2 thin film on Bi2Te3 h taken with a photon energy of 21.2 eV. 

 

 

Quintuple layers (QLs) of Bi2Te3 thin films were firstly grown on sapphire (Al2O3) substrates 

(see Methods), followed by 10 trilayers (TLs) of CrTe2 on top. 1T-CrTe2 has a layered 

trigonal crystal structure with the space group of 𝑝3¹𝑚1 and lattice constants a=3.8 Å and 

c=6.1 Å. [28] A schematic of CrTe2/Bi2Te3 bilayer is shown in Figure 10.2a, in which the 

red arrows represent the magnetic moments of Cr. Few-layer CrTe2 is a ferromagnetic 

material with strong perpendicular magnetic anisotropy (PMA). The magnetic moments of 

Cr atoms in adjacent layers are ferromagnetically coupled with an atomic value of ~3 

µB/atom. 2D crystalline thin films were characterized by STM (Figure 10.2c-10.2f). Bi2Te3 

and CrTe2 surfaces are identified via comparisons of their respective step edge heights and 

atomic lattice distances. Figure 10.2c and 10.2e are the large-scale STM images of atomically 

flat Bi2Te3 and CrTe2 thin films with height profiles (inset) showing different layers. The 

hexagonal atomic lattices of the top Te layer of Bi2Te3 and CrTe2 with a spacing of 0.44 nm 

and 0.38 nm are shown in Figure 10.2d and 10.2f, respectively. A typical layer-by-layer 

growth mode of CrTe2/Bi2Te3 bilayers with atomically flat surfaces and the same Te 

terminated layers endows the system with emergent phenomenon and tunable functionality. 

ARPES measurements were performed to visualize the band structure of the 

heterostructures. The band spectra of Bi2Te3 and CrTe2 thin films along M–Г–M direction 

are shown in Figure 10.2g and 10.2h, respectively. The “M” shape bulk valence band (BVB) 
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of Bi2Te3 locates at the bottom. The clear linear band dispersion confirms the massless Dirac 

SS, which do not disperse with photon energy. The Dirac point is located at ~0.25 eV below 

the Fermi level. These typical features are in agreement with previous works. [23,29] In the 

spectrum of CrTe2, two hole-pockets locate near the Fermi level. These two pockets are from 

the majority and minority spin bands of CrTe2, which is consistent with the first-principles 

results. [22] The spin band structure confirms the intrinsic ferromagnetism in CrTe2 thin 

layers. The coexistence of intrinsic topological SS with strong SOC and magnetic states at 

the interface establishes that the CrTe2/Bi2Te3 bilayer is a viable platform to study the THE. 

 

10.3.  THE -- Berry phase effect in real space 

 

Figure 10.3. Hall resistivity of CrTe2/Bi2Te3 bilayer with a perpendicular magnetic field. a Schematic 

diagram of the experimental set up for transport measurements. b Magnetic-field dependence of rxy 

at various temperatures for the CrTe2/Bi2Te3 sample. Curves are antisymmetrized to remove the rxx 
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component. The positive slope at high field indicates hole carriers. Red (blue) curve represents the 

process of increasing (decreasing) magnetic field. The humps on the shoulder of AHE loops are 

highlighted in light green. c Detailed view of the Hall resistivity at 50 K with subtraction of ordinary 

Hall term. Contribution from AHE (black solid lines) and THE term (light green area) is marked, 

where the AHE contribution is fitted by a 𝑀& tanh(
'
(!
−𝐻&) function to represent the magnetization, 

where M0, a0 and H0 is a fitting parameter. Inset: An optical image of a Hall bar device with a 20 μm 

scale bar. d Field-dependent anomalous Hall loops of the bilayer at different temperatures obtained 

by fitting with function of 𝑀& tanh(
'
(!
−𝐻&). An unexpected transition of AHE component occurs 

with temperature decreasing below 50 K. e The magnitude of the AHE (rAHE) at different 

temperatures extracted from d. 

 

The CrTe2/Bi2Te3 bilayers were patterned into a Hall bar geometry for magnetotransport 

measurements. The schematic diagram of the experimental setup is illustrated in Figure 

10.3a. Figure 10.3b shows the Hall resistivity (rxy) as a function of the magnetic field. At 

low temperatures, the hysteresis loops show a pronounced square shape, which is a hallmark 

of robust ferromagnetism with strong out-of-plane magnetic anisotropy. The remanent rxy 

and coercive field (HC) vanish at around 280 K, indicating a Curie temperature (TC) near this 

temperature. 

The positive slope at high field suggests dominant hole carriers, echoing the electronic 

structure of CrTe2 where the hole pockets in the valence band cross the Fermi level. Apart 

from that, an anomaly in rxy is noticed below 120 K. There is a sharp antisymmetric peak 

near HC followed by a smooth suppression at the high field region. The emergent hump and 

dip features indicate an additional contribution to the Hall signal, which shares similarity 



 

 216 

with the THE response. When the spin-polarized electrons at the interface pass through a 

chiral spin texture, they pick up the real-space Berry phase by aligning their spins with the 

local magnetic moments, giving rise to the THE contribution to the Hall resistivity. 

In general, the Hall resistivity of a ferromagnetic conductor consists of three contributions: 

an ordinary Hall effect (OHE) term due to the Lorentz force acting on the charge carriers, 

the AHE term proportional to the magnetization and the THE term resulting from the real-

space Berry phase. Therefore, rxy can be expressed as: 

𝜌/0(𝐻) = 𝑅&𝐻 + 𝑅f𝑀 + 𝜌ghi, 

where R0 is the ordinary Hall coefficient determined from a linear fitting of rxy at high 

magnetic fields, Rs is the anomalous Hall coefficient of the ferromagnetic component, and 

rTHE is the topological Hall contribution. The THE and AHE contributions should be 

extracted to understand the temperature evolution of THE and AHE. Two main approaches 

are employed to single out THE component. The first one is using a step 

function,	𝑀&tanh £
[
+,
− 𝐻&¤ to extract the AHE contribution. [18] At a high magnetic field, 

all the spins align ferromagnetically, leading to the absence of spin chirality. Under this 

circumstance, rxy is only from the AHE and ordinary Hall term. When the magnetization 

starts to change orientation near HC, the rxy curve deviates from AHE behavior and develops 

a broad hump over AHE loops. An example of the AHE background subtraction based on 

the fitting function of 𝑀&tanh £
[
+,
− 𝐻&¤ is exhibited in Figure 10.3c. The topological Hall 

term is highlighted by green areas. The other method is taking the difference of resistivity 

between upward and downward field scans. [30] Considering the positive field region at 50 

K, the CrTe2/Bi2Te3 system is in a topologically trivial ferromagnetic state without any spin 
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chirality during the downward field sweep. When the sweep direction changes from 

downward to upward, the system evolves into an intermediate chiral spin texture during the 

process of magnetic transitions. Therefore, rTHE can be extracted by taking the difference 

between the hysteresis loops under upward and downward field sweeps. We have used both 

methods to extract the THE contribution, and the fitting results are equivalent. 

 

10.4.  Temperature and field evolution of AHE and THE 

 

Figure 10.4. Interfacial coupling induced topological Hall effect and effective manipulation of 

magnetic skyrmions. a Typical pairs of magnetic-field dependence of the topological Hall resistivity 

at various temperatures generated after subtracting the AHE term (loops at different temperatures are 

offset vertically for clarity). b,c Temperature-dependent topological Hall effect. Red and blue solid 

symbols represent the amplitude (rTHE
max) and the field (HT) at which the topological Hall resistivity 

reaches its maximum (top inset), respectively. Green squares are the HC of AHE, which scale quite 
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well with HT. d An optical image of a Hall bar device structure, in which a geometrical constriction 

is introduced for giving rise to an inhomogeneous current distribution. e Hall voltages recorded after 

repeated 1-ms-long current pulses (je=±3.9 mA). 

 

After subtracting the OHE and THE term, the net AHE signal is displayed in Figure 10.3d. 

Nonlinear field dependence of rAHE with a negative value emerges at 280 K. Upon cooling, 

a pronounced hysteresis loop appears, indicating the formation of ferromagnetic order. In 

particular, the AHE changes its polarity as temperature decreases below 50 K (Figure 10.3e), 

at which rxy is dominated by the THE contribution. We now discuss possible origins of the 

polarity change of AHE in CrTe2/Bi2Te3. Since the magnetization (M) is positive at a high 

positive magnetic field, the negative AHE is definitely due to the sign-change of Rs. Rs is the 

ratio of the anomalous Hall resistivity to the M, which consists of contributions from 

extrinsic dynamical processes such as skew scattering and side-jump, and intrinsic Berry 

curvature of the band structure. The extrinsic mechanisms depend on the impurities, 

scattering time, and density of states at the Fermi level. [31] On the other hand, the intrinsic 

AHE is related to the integral of the Berry curvature over the Fermi sea. [32] Similar sign-

change behavior of AHE was previously observed in ferromagnetic SrRuO3 crystals and 

Crx(Bi1-ySby)2-xTe3/(Bi1-ySby)2Te3 heterostructures, which is theoretically shown to result 

from the magnetic monopoles in momentum space [32] and Rashba splitting of bulk bands, 

[33] respectively. In addition, temperature-dependent sign-change of rAHE has been reported 

in Co/Pd multilayers, [34] in which the phonons/magnons scattering has a crucial 

contribution. The variation of momentum-space Berry curvature around the Fermi level is 

also a possible explanation for the polarity change of AHE in CrTe2/Bi2Te3 at low 
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temperatures. Considering that the longitudinal resistivity of CrTe2 increases with 

temperature, the enhanced rAHE with temperature is likely due to the growing electron-

phonon or magnons scattering. When the temperature further increases above 120 K, rAHE 

is reduced due to the suppressed magnetization at high temperatures. The interplay of 

ferromagnetism, topology and spin-dependent scattering leads to complex AHE behaviors. 

The magnetic-field dependence of the THE shows a hysteresis behavior in Figure 10.4a. At 

10 K, THE reaches its maximum at 7.9 kOe and decays gradually to zero at high fields. The 

THE signal persists up to 100 K, despite the decreased intensity at high temperature. Above 

this temperature, only AHE is present. Note that the THE features with a similar critical 

temperature can be reproduced in another CrTe2/Bi2Te3 bilayer sample. To further study the 

characteristics of the Hall anomaly, we extracted the peak value of rTHE (rTHEmax), HC and 

peak position of humps (HT) in Figure 10.4b. rTHEmax, the maximal amplitude of THE signal, 

manifests a pronounced value of 1.39 µW·cm at 10 K, and decreases monotonically at 

elevated temperatures. Notably, the observed rTHEmax in CrTe2/Bi2Te3 is the largest among 

interfacial and bulk skyrmion systems known to date, including Ir/Fe/Co/Pt (0.03 µW·cm), 

[11] SrIrO3/SrRuO3 (0.2 µW·cm), [35] Pt/Y3Fe5O12 (0.3 µW·cm) [36] and bulk MnSi (0.04 

µW·cm), [7] as summarized in Table 1. We note that the THE amplitude observed in this 

work is lower than the magnetic bubbles system Ca0.99Ce0.01MnO3 (120 µW·cm). [4] The 

amplitude of the topological Hall resistivity reflects the strength of the coupling between 

electric current and the spin structure. [37] For metallic systems, the reduced electron mean 

free path and the large charge carrier density usually lead to a significant reduction of THE 

contribution to Hall resistivity because the conductivity is sensitive to the disorder. [38] 
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However, in CrTe2/Bi2Te3 systems, the nontrivial SS of TI provides nearly dissipationless 

spin transport, which enhances the electron mean free path. Additionally, the atomically 

sharp interface between vdW layers is also favorable for enhancing interfacial DMI and 

hence the THE. 

Table 1. Maximal THE amplitude (rTHEmax) in various skyrmion systems from literaturesa 

Material Maximal THE (µW·cm) Ref. System 

CrTe2 /Bi2Te3 1.39 [*] Interfacial skyrmion 

Fe3GeTe2/WTe2 1.3 21 Interfacial skyrmion 

Cr2Te3/Bi2Te3 0.53 13 Interfacial skyrmion 

Pt/Y3Fe5O12 0.3 36 Interfacial skyrmion 

SrIrO3/SrRuO3 0.2 35 Interfacial skyrmion 

Ir/Fe/Co/Pt 0.03 11 Interfacial skyrmion 

Fe0.7Co0.3Si 0.5 9 Bulk skyrmion 

MnGe 0.16 6 Bulk skyrmion 

MnSi 0.04 7 Bulk skyrmion 

a Typical values of rTHEmax from reports. Our work [*] has demonstrated a relatively large 

rTHEmax among them. 

 

The temperature dependence of HT and HC are summarized in Figure 10.4c. The curve of HT 

at which rTHE reaches its maximum follows the trend of HC, suggesting that the spin chirality 

is induced when the magnetic moments of Cr atoms start to be reversed. Note that the THE 

response is developed when carriers pass through the emergent magnetic field, that is, a 

fictitious field derived from the Berry phase in real-space. The topological Hall feature is the 

strongest at low temperature, then monotonically decreases at elevated temperatures and 

disappears above 100 K. Although this critical temperature is lower than that of magnetic 
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skyrmion multilayers composed of heavy-metal thin films (usually above room 

temperature), it is significantly higher than typical TI-based skyrmion systems, like 

MnTe/(Bi,Sb)2Te3 (20 K), [14] Mn-Bi2Te3 (14 K) [19] and Cr2Te3/Bi2Te3 (20 K). [13] It is 

comparable with other vdW interfacial DMI systems, such as Fe3GeTe2/WTe2 (100 K). [21] 

Moreover, the sign of THE remains positive in the entire temperature window, irrespective 

of the sign change of AHE. It indicates that the origin of THE is entirely different from that 

of AHE. The THE is associated with the DMI strength, while AHE is related to the resistivity 

and magnetization. 

How electric currents can manipulate chiral spin textures in hybrid systems remains elusive. 

To investigate it, experimental depinning and motion of spin chirality by applying current 

pulses were conducted in the CrTe2/Bi2Te3 system, as exhibited in Figure 10.4e. Upon 

passing a current of –je through the device, the left of the device develops dense chiral spin 

textures, giving rise to an increased Hall voltage, and vice versa. This is a strong evidence of 

skyrmions as similar Hall voltage change was observed when current was used to pulse 

skyrmions. [38] Since the current can only shrink and elongate the topologically trivial 

magnetic textures, it clearly follows that the topologically nontrivial spin textures in 

CrTe2/Bi2Te3 system with well-defined chirality can be efficiently manipulated, including 

depinning and motion. In order to rule out the Joule heating effect, we have carried out the 

control experiment with pulse width of 0.01 ms. The curve is almost the same as the case for 

the 1 ms pulse width. These results show that Joule heating has a negligible effect on the 

current-induced skyrmion depinning and motion experiment. [39]  

10.5.  Quantitative agreement between transport and theoretical simulations. 
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Combining the THE signals for all temperatures and magnetic fields, a phase diagram is 

plotted in Figure 10.5a. As temperature decreases, the THE amplitude increases and can exist 

in a stronger magnetic field. It is because THE is induced by the thermodynamic stability of 

the chiral spin texture, which is enhanced by lowering the temperature. Therefore, a stronger 

magnetic field is needed to eliminate this nontrivial spin texture. The large amplitude of THE 

at low temperatures manifests a stronger fictitious magnetic field induced by Berry phase 

effects in real space. The emergence of THE humps across a wide range of temperature from 

10 K to 100 K, suggests that the topological spin structure is robust. The THE effect exists 

only below the TC of CrTe2, which rules out the possibility of spin chirality driven by thermal 

fluctuation. [18] Moreover, the THE is absent in the transport properties of pure CrTe2 thin 

films, [22] implying the important role of TI in the formation of spin chirality. 
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Figure 10.5. Topological Hall resistivity, topological charge density, magnetic phase diagram and 

spin ordering. a Experimental color map of rTHE in the temperature-magnetic field plane. A larger 

THE amplitude at lower temperature indicates a higher density of Néel skyrmions. b Calculated 

topological charge density as a comparison with the measured topological Hall resistivity. c 

Calculated magnetic phase diagram in the plane of temperature and out-of-plane magnetic field. The 

colored regions correspond to the uniform FM (green), the helix (orange), and the skyrmion lattice 

(SkX; blue) phases, respectively. d Schematic spin structures of helix phases, closely-packed 

hexagonal SkX, and uniform ferromagnetic phase. 

 

To understand spin chirality and the experimental phase diagram in CrTe2/Bi2Te3 hybrid 

system, we calculated the energy landscapes of various magnetic states, which arise from the 

competition between exchange coupling, uniaxial anisotropy, and DMI in this system. [40] 

Figure 10.5c shows a magnetic phase diagram in the plane of magnetic field and temperature 

calculated by using zero-temperature saturation magnetization (M0 = 362 emu/cm3), 

experimental perpendicular anisotropy coefficient (Ku = 3.16×105 J/m3), and taking the DMI 

coefficient41 as 𝐷(𝑇) = 𝐷& º1 − £
j
j-
¤
)
*»
k

 with D0 = 6×10-3 J/m-2 and the TC of CrTe2 being 

280 K. The Ginzburg-Landau model [42] is employed in the calculation  At low magnetic 

fields, a helical phase with zero net out-of-plane magnetization is energetically favorable. 

When the out-of-plane magnetic field is increased to a window of intermediate field strength, 

a skyrmion lattice phase prevails over the helical phase as the out-of-plane magnetization in 

the skyrmion core areas lowers the Zeeman energy. Further increasing the magnetic field 

leads to a ferromagnetic phase (Figure 10.5d) with magnetization uniformly aligned with the 

external magnetic field. 



 

 224 

To compare with the experimental phase diagram for the THE resistivity, we also calculated 

topological charge density as a function of the magnetic field and temperature (Figure 10.5b) 

based on the same materials parameters used in the calculation of Figure 10.5c. Comparing 

with Figure 10.5a, we find the calculated magnetic-field window for finite topological charge 

density is relatively narrower, which could be attributed to the following reasons. In our 

theoretical calculation, we only considered closely-packed hexagonal skyrmion lattice 

whereas in reality there may exist other topological spin structures such as a disordered 

skyrmion phase [43] that may contribute to the measured THE as well. In addition, derivation 

from the linear dependence of the topological Hall resistivity on the topological charge 

density may take place in the presence of strong SOC [44] and diffusive scattering. [45] 

Except for the width of THE window on magnetic field axis for a particular value of 

temperature, the calculated diagram of topological charge density is in good agreement with 

the experimental phase diagram of THE. 

The spin-chiral structure responsible for the observed interfacial THE is most likely the Néel-

textured magnetic skyrmions stabilized by DMI. In contrast to Bloch-type skyrmions in bulk 

DMI materials with rTHE typically between 5~100 nW·cm and narrow temperature-field 

range near TC, [6,7] Néel-type skyrmions usually exhibit a more pronounced rTHE and a 

wider temperature-field range, [46] as seen in CrTe2/Bi2Te3. Similar THE behaviors induced 

by Néel-type magnetic skyrmions were also observed in Cr2Te3/Bi2Te3, [13] Pt/TmIG, [5] 

La0.7Sr0.3MnO3/SrIrO3 [47] and (Bi,Sb)2Te3/MnTe heterostructures. [14]  

In order to rule out the possibility of two-channel AHE responses, [48,49] which could lead 

to similar hump-dip features in Hall resistivities, we did two-channel AHE fitting using a 

double-tanh function. A simple linear superposition of two magnetic hysteresis loops can’t 
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match the rxy-H curves, especially for the hump-like features. It suggests that the hump 

features are not due to the mixed magnetic signals from two AHE responses with different 

HC. 

 

10.6.  Calculation of skyrmion size. 

In skyrmion systems, reducing the skyrmion size is critical to maximizing its potential for 

device applications of energy-efficient and high-density information storage. A single 

skyrmion can be treated as one magnetic flux quantum, f0 = h/e, where h is the Plank constant 

and e is the electronic charge. When charge carriers flow through a conductor, the skyrmion 

density (nsk) gives rise to an emergent electromagnetic field. Therefore, rTHE can be 

represented by the following formula [38] 

𝜌ghi = 𝑃𝑅&𝑛fl∅&, 

where R0 is the ordinary Hall coefficient representing the total density of mobile charge and 

nsk is the 2D skyrmions density (assuming each skyrmion carries a topological charge 

|𝑄fl| = 1, and skyrmions form a regular 2D lattice). P denotes the spin polarization of 

carriers. Assuming P = 1, we can estimate the length scale of one single skyrmion (𝑛<)
9'/() 

to be around 34 nm, which is the upper limit of skyrmion size. This value is comparable to 

that of bulk B20 alloys [6-8,50] and SrRuO3-SrIrO3 bilayers. [35,51] Since the skyrmion 

density is proportional to the magnitude of the emergent magnetic field, skyrmions with 

smaller size are essential to optimize the relationship between spin dynamics and electric 

charge. Most recently, magnetic bubbles have aroused researchers’ enthusiasm owing to the 

observation of an extremely large THE in (Ca,Ce)MnO3, [4] ten thousand times larger than 
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the THE in MnSi.[7] However, the size of magnetic bubbles is typically around 0.1-10 µm, 

which is too large for practical applications in information storage. Unlike magnetic bubbles, 

the skyrmions stabilized by the DMI scale around sub-100-nm, either in bulk or interface. 

Here, the estimated maximum value of skyrmion size in CrTe2/Bi2Te3 system is ~34 nm, 

much smaller than the size of magnetic bubbles. Furthermore, skyrmions can easily be 

moved by a low-threshold electric current/field, while magnetic bubbles require a large 

external magnetic field to manipulate. 

The observed THE magnitude is the largest among all the bilayer systems hosting skyrmions. 

[6,11,36,36,52] The pure vdW staking in CrTe2/Bi2Te3 heterostructures explored in this work 

is totally different from the traditional magnetic bilayer systems. The vdW coupling between 

adjacent layers in CrTe2/Bi2Te3 heterostructures facilitates the layer-by-layer stacking and 

the formation of a clean interface, without suffering from interfacial hybridization and 

diffusion, strain, surface reconstruction and electronic redistribution. [53] Common Te atoms 

in both of TI and 2D FM permit the topological SS to extend into the 2D FM. Combined 

with the out-of-plane spin-polarized CrTe2 surface, efficient magnetic exchange coupling 

could be introduced at the CrTe2/Bi2Te3 interface, giving rise to a gapped TI SS and the 

dissipationless chiral edge conductive channel. As the DMI is largely determined by 

magnetic interactions within a single atomic layer, the atomically sharp vdW interface 

together with anisotropic exchange interaction and dissipationless spin carrier, as well as the 

strong SOC in Bi2Te3 provide an optimal environment for the formation of interfacial DMI. 

The DMI energy parameter can be defined as: 𝐸A\D = 𝐷𝑡 with D = 6×10-3 J/m-2 and t (6 nm) 

representing the thickness of CrTe2 layer. This leads to an enhanced DMI strength in 

CrTe2/Bi2Te3 of 36 pJ/m, which is one or two orders larger than that of traditional heavy-
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metal skyrmion systems such as Pt/TmIG (0.02 pJ/m) [5] and Ir/Co/Pt (0.96 pJ/m). [54] 

These results indicate that the interfacial DMI at 2D FM/TI heterostructures is one of the 

promising ways to produce large THE, and therefore a higher recording density. 

 

10.7.  Conclusions 

In summary, we have synthesized high-quality CrTe2/Bi2Te3 bilayers, a prototype vdW 2D 

FM/TI heterostructure by MBE, which shows the largest THE among bilayer systems. It is 

driven by an enhanced interfacial DMI as a consequence of an optimal combination of strong 

SOC in Bi2Te3, and an atomically sharp interface with asymmetric exchange interaction. It 

is also worth noting that the 2D FM/TI hybrid system possesses topologically nontrivial spin 

textures in both real space and momentum space, namely, chiral spin textures and spin-

polarized topological SS of TI. This work provides a platform to explore and manipulate the 

interplay among magnetism, spin textures, and Berry phase in a class of unexplored bilayers 

for the development of energy-efficient nanoscale spintronic devices. 
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11. EPITAXY OF TWO-DIMENSIONAL FERROMAGNETIC FILMS 
ON AMORPHOUS SUBSTRATE 

Two-dimensional (2D) van der Waals (vdW) magnets have opened landmark horizons in the 

study of fundamental low-dimensional magnetism and the development of intriguing 

spintronic device architectures. Such compounds are typically fabricated by time-consuming 

mechanical exfoliation from their bulk counterparts, which are crystal inhomogeneous and 

incompatible with large-scale industrial applications. Moreover, Si wafers with dielectric 

substrates are required for batch production, which poses great challenges for the growth of 

large 2D magnetic thin films with high quality and spatial homogeneity.  

In this chapter, we overcome these problems and synthesize centimeter-scale CrTe2 with a 

Bi2Te3 seed layer on amorphous silicon nitride (SiNx) and crystalline Si substrates via 

molecular beam epitaxy engineering. This route allows fine-tuning of the crystal structures 

of CrTe2 on-demand and obtains large-area granular CrTe2 atomic layers on SiNx films with 

the highest coercivity ever reported for 2D magnetic thin films/flakes (11.5-kilo-oersted). 

The boosted coercivity originates from the weak intergranular exchange coupling, which is 

demonstrated in the field-dependent Néel-type stripe domain dynamics by Lorentz 

transmission electron microscopy (L-TEM). Remarkably, our devices made from granular 

CrTe2 films exhibit granular giant magnetoresistance (GMR) and topological Hall effect 

(THE), revealing rich physics in terms of spin-dependent electron scattering and formation 

of topological spin textures such as skyrmions at the interface. This work demonstrates a 

promising avenue for the high-scale production of 2D magnetic films on amorphous 

substrates, which would enable the batch fabrication of real-world magnetoelectronic and 

spintronic devices. 
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11.1.  Introduction 

The recent discovery of intrinsic magnetic order in two-dimensional (2D) van der Waals 

(vdW) magnets has opened up exciting avenues for exploring novel phases of matter and 

developing devices with unique functionalities [1-5]. Such layered materials have the 

advantages of polarizing spin/valley degrees of freedom and breaking the time-reversal 

symmetry of adjacent materials through the proximity effect [6]. Exotic phenomena such as 

skyrmions, chiral domain walls, quantum anomalous Hall effect, axion insulator states, and 

other quantum and topological phases have been identified in 2D magnetic materials and 

heterostructures [7-12]. Due to the benefit of the atomic thickness, external perturbations 

such as electric fields, free carrier doping, layer stacking, and strain may efficiently control 

or switch the intrinsic magnetism of 2D magnets [13-16]. Among the known vdW 

compounds, CrTe2 stands out as a promising candidate because of the above-room-

temperature magnetic order and strong perpendicular magnetic anisotropy (PMA) as a result 

of the correlation between its atomic lattice structure and spin texture [17-21].  

For the realization of 2D magnet-based devices in industrial production, effective synthesis 

protocols with desired morphology and quality have yet to be demonstrated [22,23]. 2D 

magnetic films are typically synthesized by mechanical exfoliation from bulk crystals and 

transferred onto the target substrate. The exfoliated thin flakes have a typical size of a few 

µm and are spatially inhomogeneous, which are incompatible with industrial applications. 

Alternatively, the molecular beam epitaxy (MBE) technique can produce wafer-scale and 

contamination-free 2D magnetic films on single-crystalline substrates [18,19,24,25]. In this 

case, the crystal symmetry and lattice match between epitaxial films and substrates are 
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critical. Furthermore, high-temperature processes (above 400 °C) are typically required to 

clean the substrate surface, which are not compatible with the thermal budget of CMOS 

devices [26]. Therefore, efforts and focuses on large-scale growth of 2D magnetic materials 

with low-temperature processes and compatibility with Si technology are required.  

Here we report the crystallinity-selective synthesis of centimeter-scale CrTe2 thin films with 

the Bi2Te3 seed layer on amorphous silicon nitride (SiNx)/Si substrates by the MBE 

technique. SiNx is a high-k dielectric with outstanding mechanical, thermal, and electronic 

insulating properties [27,28]. The atomically flat surfaces and sharp interfaces are mapped 

by scanning tunneling microscopy (STM) and scanning transmission electron microscopy 

(STEM) techniques. Thanks to the weak intergranular exchange coupling and substantial 

intrinsic PMA, CrTe2 exhibits a robust ferromagnetic (FM) order with a Curie temperature 

(TC) up to 184 K and a coercivity (µ0HC) of 11.5-kilo-oersted, which is the largest reported 

for 2D magnets up to date. The sizable µ0HC is also verified in the anomalous Hall 

measurements. In addition, a granular giant magnetoresistance (GMR) with a magnitude of 

4.5% at 180 K is detected in the fabricated CrTe2 devices, as a result of the spin-dependent 

scattering of electrons at the interface of CrTe2/Bi2Te3. Lorentz transmission electron 

microscopy (L-TEM) reveals the Néel-type domain walls with an estimated large 

Dzyaloshinskii–Moriya interaction (DMI) energy parameter of 6.72 pJ·m−1. Our findings 

highlight crystallinity engineering as a promising route to modulate the intrinsic magnetism 

of vdW magnets towards device manufacturing. 

11.2.  Synthesis of polycrystalline CrTe2 on SiNx/Si via crystallinity engineering 
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Due to the lack of lattice order, it is difficult to grow single-crystalline, epitaxy films on an 

amorphous substrate. The amorphous substrate, on the other hand, allows us to design and 

engineer the crystallinity of the layers to be grown. An overview of the Bi-assisted epitaxy 

growth method is schematically given in Fig. 11.1a. First, starting with an amorphous 

SiNx/Si substrate, we grow a Bi layer with a hexagonal structure, which can alleviate the 

lattice mismatch and provide a crystalline template for the succeeding staking [29]. It should 

be noted that Bi atoms form polycrystalline grains with different in-plane rotation angles, as 

evidenced by atomic-resolution STM characterizations (Fig. 11.1b). Second, the Bi2Te3 layer 

is deposited. In this step, Bi and Te atoms nucleate and form islands, inheriting the same 

hexagonal symmetry from the Bi layer. Due to the high deposition temperature (200 °C), Te 

atoms can easily sublimate and diffuse into the Bi precursor film and form the Bi2Te3 layer 

[30]. The Bi2Te3 layer acts as a buffer and promotes an atomically flat surface for the growth 

of the subsequent layer. Third, we grow the 2D vdW CrTe2 layer, which follows a one-to-

one grain growth on Bi2Te3. As a result, CrTe2 exhibits the same hexagonal symmetry as 

Bi2Te3 with in-plane grain rotations. Finally, a Te capping layer is deposited on the stack to 

prevent oxidation.  
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Fig. 11.1 Growth and characterizations of 2D CrTe2 films on amorphous substrates. a, Schematics of 

the MBE growth procedure. Bi2Te3 works as a buffer layer to promote epitaxial growth of CrTe2. The 

final structure from top to bottom is Te/CrTe2/Bi2Te3/SiNx/Si (001). b, Topographic and atomically 

resolved STM images of the as-grown hexagonal Bi layer with grain boundaries on SiNx/Si substrate. 

Bi grains show various atomic orientations. c, Line profile along the red arrow in (b), with a step 

height of ~3.6 Å. d, Surface morphology and atomically resolved Te surfaces of epitaxial CrTe2 with 

a highly ordered hexagonal structure. The atomic arrangement of CrTe2 grains shows different in-

plane orientations. e, Cross-sectional profile drawn along the yellow arrow in (d). The steps are 6 Å 

high, corresponding to the thickness of monolayer CrTe2. f, Typical HAADF-STEM image of the 

prepared heterostructure from a cross-sectional view. The dashed lines indicate the boundaries of 

CrTe2/Bi2Te3 with Te cap and SiNx substrate. Scale bar: 20 nm. g, EDX color maps of Si, N, Cr, Bi, 

and Te, respectively. Cr element is uniformly distributed in the CrTe2 film, without spreading to 

Bi2Te3 and SiNx layers. 
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To get a glimpse of the growth mechanisms of epi-layers on amorphous substrates, 

microscopic characterization (i.e., STM and TEM) of epitaxial films during the epitaxial 

growth was carried out. Figure 11.1b presents a topographic image taken after growing a Bi 

film on the amorphous substrate. Several terraces and edges are observed. Atomically 

resolved images of Bi grains show an ordered hexagonal structure. The line profile in Fig. 

11.1c shows that the height of each edge is ~3.6 Å, which is corresponding to the interlayer 

distance of Bi bilayers. These results indicate that the geometric structure of the Bi layer on 

the SiNx/Si substrate is identical to that of the (111) surface of Bi single crystals reported 

previously [31]. Moreover, closer observation of the atomic-resolution STM images shows 

that the atomic arrangement in the two adjacent grains forms different in-plane angles in the 

as-grown hexagonal Bi terraces (Fig. 11.1b). It suggests the significant existence of grain 

boundaries. Indeed, the surface within grains appears atomically flat with no or very few 

surface steps, while higher step bunches are occasionally formed near the grain boundaries. 

After the growth of 20 nm Bi2Te3, the epi-layer becomes flat with a uniform step height of 

10 Å, related to the standard 1 quintuple layer (QL) [32]. With the assistance of the buffer 

layer, the deposited 21 nm CrTe2 film shows terraces with a uniform step height of ~6 Å 

(Fig. 11.1d,e), demonstrating the atomically flat CrTe2 epi-layer with a layer-by-layer growth 

mode [18]. The topographic STM image of CrTe2 verifies the presence of phase boundaries. 

Further conclusive evidence can be found by resolving the grains. The atomic arrangement 

in adjacent CrTe2 grains presents a hexagonal structure with different in-plane angles, 

suggesting the polycrystalline CrTe2 epitaxial films with grain boundaries. A cross-sectional 

view of the high-angle annular dark-field (HAADF) image for the heterostructure is 
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exhibited in Fig. 11.1f. Together with the energy dispersive X-ray spectroscopy (EDX) 

mapping (Fig. 11.1g), different layers show clear and sharp interfaces between without 

interlayer diffusion. Therefore, STM and EDX characterizations demonstrate the epitaxial 

growth of the CrTe2 films with grains that have different in-plane rotations via the Bi2Te3 

seeding layer on amorphous substrates. As will be detailed below, this crystallinity-selective 

synthesis has produced 2D CrTe2 films on amorphous substrates with exotic magnetic 

properties and emergent functionalities. 

 

11.3.  Significant enhancement of coercivity through weak intergranular exchange 

coupling 

Having identified the granular feature of CrTe2 with various in-plane rotations at the atomic 

scale, we then characterize its magnetic properties. The FM nature of the grown 21 nm CrTe2 

film is well demonstrated by zero-field-cooled (ZFC) and field-cooled (FC) out-of-plane 

(OOP) magnetization curves. Isothermal magnetization curves obtained under a magnetic 

field applied parallel to the c axis (H//c) and the ab plane (H//ab) are illustrated in Fig. 

11.2a,b. The polycrystalline CrTe2 displays broad FM hysteresis loops along the c axis. On 

the contrary, the in-plane (IP) curves show a hard-axis signature, suggesting the robust FM 

order and the strong PMA of CrTe2. PMA can be quantified by the anisotropy field 𝜇&𝐻m =

𝜇&𝐻< + 4𝜋𝑀<, in which 𝜇& is the permeability of the vacuum, 𝐻< is the saturation field, and 

𝑀<  is the saturation magnetization. 𝐻<  and 𝑀<  can be extracted from hysteresis loops. In 

Fig.11.2c, we plot µ0HA of the polycrystalline and single-crystalline CrTe2 as a comparison. 
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It is discovered that as the temperature rises, both of them exhibit a decreasing trend with a 

comparable PMA magnitude.  

 

Fig. 11.2 Intrinsic ferromagnetism and PMA of 2D CrTe2. a,b, Isothermal field-dependent 

magnetization at indicated temperatures with H//c axis (a) and H//ab-plane (b), respectively. c, 

Extracted μ0HA as a function of temperature. d, Enlarged view of normalized hysteresis loops of 

polycrystalline and single-crystalline CrTe2 on SiNx/Si and SiC substrates, respectively. The insets 

are the corresponding magnetizing schematics. e, Variation of µ0HC with respect to the temperature. 

f, Comparison of µ0HC of CrTe2 in this work with other FM PMA systems. 

 

Apart from PMA, it is crucial to gain insight into µ0HC, as one of the key properties of 

functional magnetic materials. Figure 11.2d presents the OOP hysteresis loop of a 

polycrystalline CrTe2 thin film, and the hysteresis loop of CrTe2 on a single-crystalline SiC 

substrate is plotted for comparison. It can be seen that the polycrystalline CrTe2 thin film 
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exhibits a broad and sheared hysteresis loop, which is expected to result from the gradual 

evolution of the domain structures. On the contrary, the single-crystalline one displays a 

square-shaped hysteresis loop with a near-vertical jump, indicative of a single hard magnetic 

phase. Furthermore, their hysteresis loops exhibit quite different µ0HC, namely 1.03 T for 

polycrystalline CrTe2 and 0.076 T for single-crystalline CrTe2 at 50 K. A close view of µ0HC 

of these two samples with respect to the temperature is displayed in Fig. 11.2e. Though both 

µ0HC decrease with increasing temperature and become close at 200 K, µ0HC of the 

polycrystalline CrTe2 is 10 times larger than that of the single-crystalline counterpart [18]. 

The large µ0HC in polycrystalline CrTe2 can be explained by the weak intergranular exchange 

coupling [33], considering the isolated grains and domain-wall pinning at grain boundaries 

[34,35]. In fact, the crystallinity-selective synthesis with isolated grains and weak exchange 

coupling can be utilized as an effective route to achieving large µ0HC and high storage density 

in recording media.  

Note that the large µ0HC could make related devices highly immune to external magnetic 

noises, which is desirable for memory applications. To benchmark the µ0HC values of 

polycrystalline CrTe2 with other typical 2D and 3D magnets, we have compiled µ0HC as a 

function of temperature for various FM systems from literature (Fig. 11.2f) [36-43]. One can 

see that the polycrystalline CrTe2 manifests the largest µ0HC among all the reported 2D 

magnetic thin films/flakes, which presents a highly promising platform for developing 

ultrahigh-density and low-power memory devices based on 2D magnetism. 
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11.4.  Field-driven Néel-type domain dynamics 

L-TEM imaging was employed to directly visualize magnetic domains to understand the 

magnetic spin texture in CrTe2. The bright and dark contrasts are formed in the L-TEM 

images due to the process that the electron beam converges or diverges (see Fig.11.3a). When 

an electron beam passes through an orthogonal magnetic induction, it deflects due to the 

Lorentz force and generates magnetic contrasts. The perpendicular magnetic domains are 

invisible on the imaging plane, resulting from the parallel alignment between the 

perpendicular magnetization and the electron beam. Therefore, it is necessary to tilt the 

sample to introduce a projected component that is perpendicular to the beam. The 

comparison of L-TEM images at different tilting angles is a well-established approach for 

detecting the spin configuration of the Néel-type magnetic texture [44]. As schematically 

shown in Fig. 11.3a, tilting the sample to the opposite a angles (a = ±20°) relative to the 

electron beam gives rise to a reversal of magnetic contrast corresponding to IP 

magnetization. 

As the temperature is lowered to 100 K, left-bright and right-dark stripe contrasts show up 

at a = -20° (Fig. 11.3b). Different from the maze-like domain structure in single-crystalline 

PMA materials, the worm-like domains appear in the granular CrTe2. Remarkably, the stripe 

contrasts in the L-TEM image disappear at a = 0° and reappear with opposite contrasts (left-

dark and right-bright) at a = +20°, suggestive of Néel-type domain walls. To understand the 

domain evolution at different sample tilting angles, line profiles are plotted for the observed 

worm-like domains in Fig. 11.3c. A valley-and-peak pattern emerges in the domain wall at 

-20°, corresponding to the left-bright and the right-dark regions mentioned above. In 
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contrast, it evolves into the opposite peak-and-valley pattern at an inverted tilting angle 

(+20°). For a = 0°, the valley-and-peak pattern is no longer visible. These findings reveal 

the presence of Néel-type magnetic domains in the granular CrTe2. 

 

Fig. 11.3 Capturing Néel-type magnetic domain dynamics by L-TEM imaging. a, Schematics of L-

TEM imaging of Néel-type magnetic stripe domains. On the sample surface, blue and red arrows 

represent the OOP magnetization. The yellow and purple area represents the position of Néel domain 

walls. On the imaging plane, blue and red arrows represent the projected IP component of the 

magnetic moments. Bright and dark contrasts are formed in the domain wall region. b, Experimental 

L-TEM images of CrTe2/Bi2Te3 at 100 K with tilted sample angles of -20°, 0°, and 20° in a 600 Oe 

perpendicular magnetic field. The light blue, green, and orange arrows represent the direction of line 

scanning. Scale bar: 500 nm. c, Line profiles of L-TEM contrast intensity across the magnetic 

domains at different tilting angles. d, L-TEM images measured at 300 K, with sample tilted by -20°. 

Scale bar: 1 µm. e, Formation of magnetic worm-like domains at 100 K following a ZFC protocol. 

The light blue dashed lines mark the same sample position in (d) and (e). f-i, Evolution of magnetic 

domains as a function of the perpendicular magnetic field. The green, yellow, orange, purple, red, 

and olive arrows indicate the Néel-type domains at the same positions. The top right corner inset 
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shows the simulated magnetic domains. The red stripe represents the central domain, which is 

surrounded by adjacent domain walls (marked by white lines). The outer blue regions are 

corresponding to the opposite magnetic domains. In (g), a reconstructed magnetic induction map of 

the selected region is highlighted by a purple dashed box. The color wheel represents the IP 

magnetization orientation. j, Intensity profiles of magnetic contrasts across a worm-like domain 

(marked by the green arrow) under various magnetic fields. k, Relation between the Néel-type worm-

like domain width and applied field within regions marked by colorful arrows. 

 

To understand the magnetic field-dependent domain dynamics, L-TEM imaging at different 

magnetic fields was studied. At room temperature, the L-TEM image does not show any 

magnetic contrasts as the sample is in the paramagnetic (PM) state (see Fig. 11.3d). When 

temperature reduces to 100 K, CrTe2 enters the FM state with Néel-type domains. Figure 

11.3e-i shows the evolution of the worm-like domains as a function of the perpendicular 

magnetic field. As the field increases from 0 to 1000 Oe, the width of the worm-like domain 

gets narrower. Meanwhile, the density of worm-like domains decreases. The bottom inset of 

Fig. 11.3g shows an IP magnetic induction map of the selected worm-like domain, which is 

reconstructed based on the transport intensity equation [45]. These findings further confirm 

the magnetic characteristics of the worm-like structures seen in L-TEM images. With the 

magnetic field reaching 1400 Oe, the magnetic contrast becomes invisible because of the 

formation of a uniform field-polarized state. To gain a deeper insight into the field 

modulation of magnetic domains, micromagnetic simulations were performed to reproduce 

the process, which verifies the existence of Néel-type magnetic domains (See methods for 

details). Moreover, the simulations demonstrate that a DMI strength of 6.72 pJ·m−1, which 

is 3 to 6 times that of heavy metal/magnet systems [46,47], is required to stabilize the Néel-

type magnetic domain walls under magnetic fields; otherwise, the stripe domains tend to 
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change into Bloch-type ones. Figure 11.3j plots the line-scanning intensity profiles of the 

magnetic domain marked by the green arrow (in Fig. 11.3e) at various magnetic fields. The 

bright and dark contrasts are corresponding to the peak and valley in the line scanning curves. 

As indicated by the arrows, the width of the worm-like domain, inside of which the 

magnetization orientation is antiparallel with the external field, shrinks and eventually 

disappears with the increase of the magnetic field. In addition, the field-driven evolution of 

Néel-type worm-like domains has been studied in other regions (marked by colorful arrows), 

which shows field-dependent behavior with an FM ground state. Figure 11.3k summarizes 

the width of various worm-like domains as a function of the magnetic field. One can see that 

the domain width decreases with increasing field, however, these magnetic domains in CrTe2 

switch incoherently at different switching fields. This, as we describe below, is connected to 

the weak exchange coupling between different grains. 

 

11.5.  Granular GMR effect in CrTe2 devices 

To demonstrate the potential application of polycrystalline CrTe2 for developing spintronic 

devices, we fabricated Hall bar devices and studied the electrical properties at various 

temperatures. As shown in Fig. 11.4a, a clear anomalous Hall effect with square-shaped 

hysteresis loops emerges below 180 K, which is a hallmark of robust ferromagnetism with 

strong PMA. The anomalous Hall resistance (RAHE) shows a nonmonotonic dependence with 

the temperature and peaks at around TC (Fig. 11.4c). The suppressed RAHE below TC has been 

reported in the CrTe2/Bi2Te3 system before [48], which is expected to result from the 

variation of momentum-space Berry curvature and the reduced electron-phonon or magnon 
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scattering. The reduced RAHE above TC indicates that CrTe2 enters into the PM phase. The 

magnetoresistance (MR) measured at different temperatures with the OOP magnetic field is 

shown in Fig. 11.4b. At low temperatures, butterfly-shaped curves with two peaks 

corresponding to the µ0HC values are observed, as MR is greatest near the switching fields. 

The magnitude of MR curves at 10 K is ~0.8% at 3 T, comparable with that of the single- 

crystalline CrTe2 thin flakes [49]. As commonly observed in FM materials, the negative MR 

is attributed to the suppression of spin scattering by a magnetic field [50]. 

 

Fig. 11.4 Granular GMR effect in CrTe2 Hall bar devices. a, Field-dependent anomalous Hall loops 

at various temperatures. The magnetic field is applied along the OOP direction. b, Temperature 

evolution of the MR curves of CrTe2 devices. Orange dashed lines are linear fitting of MR at high 

field. The shaded regions highlight the net granular GMR. c,d, Temperature dependence of RAHE and 

the granular GMR ratio derived from transport measurements. The FM and PM phases are color-

coded by light red and blue, respectively. 
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Apart from the negative MR, an interesting observation is the nonlinear part of the MR 

curves at low fields. As presented in Fig. 11.4b, the prominent characteristic is a fast decline 

in resistance at low fields, followed by a gradual linear negative MR at high fields. The 

shaded regions highlight the nonlinear components of the MR curves. We extract the 

nonlinear MR values and plot them in Fig. 11.4d. The granular GMR ratio is defined as ∆o
o,
=

(𝑅I+/ − 𝑅&)/𝑅&, where R0 is the zero-field resistance and is obtained by extrapolating this 

linear portion to zero field [51]. The temperature-dependent GMR ratio displays an apparent 

increase once approaching TC, while it drops from the peak value of 4.5% at 180 K to 0.3% 

at 200 K in the PM state. The observed nonlinear MR is absent in the single-crystalline 

CrTe2, [21] hinting at a new MR mechanism in the polycrystalline one. Considering the 

granular feature of polycrystalline CrTe2, our results can be explained by the granular GMR 

effect [52,53] that strong spin-dependent electron scattering happens at the CrTe2 and Bi2Te3 

interfaces, which are both granular films. The relationship between the temperature 

dependence of RAHE and the granular GMR ratio is further investigated (Fig. 11.4c,d). Both 

RAHE and granular GMR peak near TC, where thermal spin fluctuations could play an 

important role in the magneto-transport response of CrTe2. Different from the low-

temperature behavior, where low-frequency magnons are the primary magnetic contribution 

to transport characteristics, spin fluctuations dominate near TC and reach a maximum. 

Regarding the granular GMR, spin fluctuations get quenched under an external field, which 

suppresses spin-dependent scattering and results in a large negative MR. This quantitative 

agreement between RAHE and the GMR ratio, therefore, reveals the granular GMR effect in 

polycrystalline CrTe2, in which spin-dependent scattering of polarized electrons dominates 

at the grain boundaries [54]. 
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11.6.  Conclusions 

As shown in our work, grain boundaries can significantly affect the magnetic properties of 

CrTe2 magnets. For instance, the grain boundaries serve to pin and block the switching of 

the magnetic domains. They can diminish the exchange coupling between adjacent grains, 

leading to incoherent switching of magnetic domains [34]. This is in strong contrast with the 

coherent magnetization reversal mode [55], in which one nucleating site could lead to the 

reversal of an entire macroscopic magnetization. Therefore, the enhanced µ0HC of CrTe2 thin 

films on amorphous substrates results from the pinning of magnetic moments at the grain 

boundaries, the large PMA, as well as the weak exchange coupling. Note that the large 

magnetic anisotropy and µ0HC are key features of ultrahigh-density functional magnetic 

materials owing to good thermal stability.  

Apart from the substantial µ0HC, the influence of grain boundaries is also reflected in the 

evolution of Néel-type magnetic domains in a microscopic view. Considering the weak 

intergranular exchange coupling, the worm-like domains switch incoherently with magnetic 

fields. Additionally, it is also evident in the granular GMR effect in CrTe2 devices, where 

spin-dependent electron scattering occurs at the interface of CrTe2 and Bi2Te3. The intriguing 

GMR mechanism makes CrTe2 promising for engineering spin-valve devices. Furthermore, 

the topological Hall effect (THE) suggests the existence of skyrmions in our devices. Along 

with the measured Néel-type stripe domains, these nontrivial spin textures are valuable for 

building beyond-CMOS devices. 

Key ingredients in terms of the grain boundaries, the intrinsic high-temperature 

ferromagnetism, and the electrical behavior of 2D CrTe2 magnets can be precisely controlled 
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through crystallinity engineering. Our results set a versatile and reliable approach enabling 

the hetero-integration of highly mismatched material systems, and provide a protocol for the 

growth of large-scale high-quality 2D magnets on arbitrary substrates. The challenge 

however is the extension of our methods to a broad variety of layered magnets at different 

temperatures and on-demand applications (e.g., quantum computers, memories) which is 

achievable based on the guidelines provided in our work. 
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12.  SUMMARY AND OUTLOOK 

In this thesis, three 2D Dirac or Weyl systems are discussed. They are 1. 2D Dirac fermions 

on black phosphorous structures, 2. The intersection between 2D Dirac fermions in the Moiré 

system, 3. 2D Weyl candidate in the 2D ferromagnetic CrTe2 films and its heterostructures. 

In the first system, we start at the non-symmorphic symmetry of the black phosphorous 

structures, which protects the degenerate points along the high symmetry lines or points at 

the boundary of the Brillouin zone (BZ). Monolayer (1 ML) and bilayer (2 ML) α-Bi and α-

Sb, a black phosphorous structure, are grown by the MBE system, and the Dirac points sitting 

at the X1 and X2 points of the BZ are measured by the in-situ ARPES, which agree with our 

density functional theory (DFT) calculation. Second, the unpinned Dirac states are found in 

the ARPES and DFT results near the Fermi energy (EF). Later research indicates this kind 

of degeneracy is protected by the sublattice symmetry. The new kind of Dirac states is not 

discussed before and contains some novel properties such as the movability in the whole BZ 

and the anisotropy energy dispersion, which shows various good qualities for 2D electronics. 

We further studied the monolayer bismuthene under substrate perturbation. The substrate 

perturbation, in this case, breaks the space-inversion symmetry and makes the band 

structures form a linear and spin-polarized band sitting at the Fermi surface. This finding 

identifies the last member in the family of Dirac/Weyl topological semimetals in 2D and 3D. 

The entangled spin and valley degrees of freedom in 2D Weyl semimetals, together with the 

1D Fermi arc edge states, provide unique opportunities for exploring exotic phenomena such 

as half metals and tunable spin/valley Hall effects and their potential device applications. 
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In the second system, cloned Dirac Fermions are measured by ARPES on the graphene-

silicon carbide (SiC) heterostructures. In this case, the Dirac states of graphene are perturbed 

by the substrate (SiC) periodic lattice penitential. The results can also be understood as a 

Moiré system. In twist graphene, Dirac states on the top graphene layer could be coupled 

with the lower graphene layer and, interestingly, could form some dense correlated Dirac 

states. These dense correlated states could be the fertile soil for superconductivity. In our 

work, the lattice mismatch act in the same role as the twisted angle and adjust the electron 

structure of graphene Dirac states. We also propose some magic lattice constants that could 

hold such dense correlated Dirac states for further research.  

In the third system, we firstly grow a new 2D magnetic matter: CrTe2, the curie temperature 

of this material is even higher than room temperature (300k) for the thicker film (>7 ML). 

When the film reaches the 2D limit (1~2 ML), the curie temperature is still higher than 200K, 

which leads to a significant possibility for electronic or spintronic applications. In this 

system, we also find a giant topological Hall effect on the Bi2Te3/ CrTe2 heterostructures, 

which is related to the Skyrmions in the interface. In addition, we raise a new growth method 

that can let CrTe2 form small single crystals on an amorphous substrate. The GMR effect 

and THE are observed. Using this method, we can produce 2D magnetic devices in a large 

size and amorphous substrate. 

Our recent ARPES and DFT studies show the bulk CrTe2 crystal is a magnetic Weyl material 

containing many Weyl points. As the CrTe2 has a strong inter-layer electron coupling, the 

kz-dependent high-resolved ARPES measurements are needed. On the other hand, although 

when the thickness becomes thinner, some of the Weyl points will open a small gap, the 



 

 261 

enhancement of the Berry couverture near those Weyl points won’t vanish and make a 

significant contribution to its anomalous Hall effect, to further test those electronic 

properties, detailed transport measurements are needed. 

The other aspect of the next step of research is to find a method that can protect the α-Bi and 

α-Sb in the atmosphere. Bi and Sb are stable, and they won’t easily react with oxygen. 

However, bismuthene and antimonene are only two layers of Bi and Sb atoms, so the 

physical properties would be easily affected by surface absorption, so a protection layer is 

necessary. The protection layer that won’t change the physical properties of the bismuthine 

and antimonene needs to be discovered in the future so that the bismuthine and antimonene 

can form real electronic or spintronic devices.  
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