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ABSTRACT

Evaporation of hydrometeors in the atmosphere is a process by which liquid water
becomes water vapor. Consequences of this process can affect quantitative precipitation
forecasts, convective downdrafts quantification, flooding forecasts, and many other
forecasting parameters. Accurate and precise forecast modeling often misrepresents this
microscale process due to the multiple feedbacks involved, and under- or mis- quantified
parameters. Resolving parameters such as the drop size distribution and statistical
representation will help to rectify these inadequacies. In this study, multiple observation
instruments are used to observe how rain evolves in a dry atmosphere. Instruments
include weather balloon radiosondes, laser disdrometers and a vertically pointing micro-
rain radar (MRR). These data are then processed using a multitude of modeling methods

to best quantify evaporation rates.

Several case studies were conducted with the goal of observing and modeling
evaporation in a dry layer. Using the MRR and disdrometer data, drop size distributions
were observed from the base of the cloud layer to the surface. Calculated liquid water
content was used as a parameter to compare the modeled change in water content to the
MRR and disdrometer observations. Through this process, a newly developed drop size
distribution parameterization using linear regression modeling and a Gaussian
distribution mixture was implemented and was shown to be a better method, capturing
the larger drops in the distribution. The Gaussian mixture also demonstrated an accurate
parameterization in the evaporation quantification when vertical motions were accurately
represented. However, accurately quantifying vertical motions using balloon data was

problematic in the cases presented and will need to be the subject for future interrogation.

Xiii



1. Introduction

1.1 Purpose

Through the evaporative process, the microphysical changes that occur in the
atmosphere can influence subsequently more changes in the dynamical influences on
storm or system behaviors. The result of this process has been shown to increase the
baroclinicity across a surface frontal boundary (Barth and Parsons 1996). This also
becomes apparent when considering cold pooling due to the latent heat exchange of
evaporation and sublimation. Evaporation is responsible for maintaining downdrafts
under the base of clouds for both cold and warm core rain processes (Li and Srivastava
2001). Furthermore, evaporation impacts forecast accuracy in quantitative precipitation
forecasts (QPF) where it can result in an overestimation of rain fall rates and inaccurate
rainfall onset (Pallardy and Fox 2018). The presence of a dry layer between the cloud
base and the surface is a common occurrence in both convective and non-convective rain
processes in the Midwestern United States (Iselin et al. 1997). Evaporation rates within a
dry layer are determined by several environmental factors. The vertical motion of the
air, the depth and strength of the dry layer, and the evolving drop size concentration
distribution from below the cloud base are all factors to be accounted for in the

quantification of evaporation.

Previous works attempting to account for evaporation and other microphysical
processes were limited by the ability to observe the microphysical processes and to
resolve large data sets and accurately incorporate this data into model QPF forecasts due
to computational inadequacies (Georgakakos and Hudlow 1984). This led to highly

parameterized and inaccurate quantities in forecasts that have been carried on through the



years (Duda et al. 2014). New technologies in meteorological and hydrological sensors
and computing capability have opened the door for studies in these microphysical
endeavors, much of which are utilized in this study. Li and Srivastava (2001) showed
that using a rainfall rate reflectivity relationship (Z-R) and differential reflectivity (ZDR)
a correlation can be quantified using a single drop parameter. This study makes several
assumptions that can misrepresent how rainfall behaves in the atmosphere. A steady
vertical distribution of the temperature and humidity profile as well as no vertical
motions are both assumed. Drop sorting through vertical wind shear and collision and
coalescence are also neglected. This study did however observe evaporation using a Z-
ZDR relationship more accurately than evaporation estimates from a simple Z
relationship. This analytical solution paved the way for further studies in using dual

polarization in evaporation estimates.

Pallardy and Fox (2018) using the Z-ZDR relationship sought to observe and improve
the radar rainfall estimations by using observations from dual-polarization radar and a
network of rain gauges. The findings of this research suggest that radar rainfall estimates
are inaccurate at the surface due to a static evaporation scheme or no scheme whatsoever.
This becomes exacerbated as beam height increases and the range increases from the
radar’s position where equivalent relative humidity is neglected through a significant
portion of the atmospheric column. This increased range also inherently changes the
atmospheric conditions in which the rain is being observed and the accuracy of modeled
evaporation rates. Using model soundings as representation also poses a question as to
the accuracy of the evaporation quantification through a modeled profile and is addressed

in this study. Also noted in Pallardy and Fox (2018) was that heavier rainfall estimations



by the radar and observed by the gauges underestimated the rainfall totals. One factor
possibly influencing radar rainfall estimations noted was the accuracy of the modeled
DSD. This study will cover the current schemes being used, as well as propose a new
method of modeling distributions using a Gaussian model and machine learning

capabilities.

A way to resolve the inaccuracies of the beam height sampling is observing rainfall
through the vertical column. Such methods were accomplished by Williams (2016). The
William’s study set up two vertically pointing radars, positioned to observe vertical
motions and changing DSDs, then related those changes to the change in LWC as a
measure of evaporation. Williams’s 2-month field research concluded that using vertical
pointing radars was an appropriate method to study microphysical states of rain
processes. By evaluating vertical changes at discrete times and heights of rain drop size,
concentrations and LWC could be accurately assessed. These methods will also be the

subject of further exploration in this study.

The critical calculations of evaporation are limited largely in part to accurate
representation of the evolution of the drop size distribution and are complicated processes
to resolve numerically (Seifert 2008). Finding correlations in DSDs has implications for
many different parameters in meteorology. The difficulty in modeling these correlations
is due to many feedback mechanisms with microphysical processes like evaporation.
Water vapor released from an evolving DSD into its regulating environment will increase
the relative humidity of that column and thus effect the rate of change of the DSD.
Further feedbacks include latent heat exchange where vertical motions of the air control

the time drops are suspended in that column. Evaporation creates a downward motion of



cooler air, and subsequently decreases the residence time. This results in decreasing
evaporation rates and a decrease in the latent heat exchange. Other contributing factors
are coalescence between the cloud base and the surface, drop sorting due to horizontal

wind shear, and many other environmental factors.

The exponential drop distribution modeled by Marshall and Palmer (1948):

N(D) = Nyexp (—AD) 1)

is a well-recognized method of modeling DSDs, where N(D) is the drop concentration as
a function of drop size, No is the concentration of drops, A is the slope parameter of the
drop size distribution and D is the drop size. This was one of the first attempts to model
drop size to concentration distributions and was formulated from counting drops on dyed
filter papers for the purpose of correlation with radar echoes. This method was then
modified by Ulbrich (1983) to include a unitless scaling parameter p to better correspond

to changes in the distribution representing a Gamma relationship:

N(D) = N,D*exp (—AD) )

This distribution follows the assumption that the number of drops in a volume will follow
a Poisson distribution, and that the diameters of those drops are determined from a
gamma distribution. The need for a shaping parameter of the DSD from a practical
perspective was highlighted by Fox (2004) in a study looking at the impacts of DSD on
soil erosion. Fox (2004) showed that the exponential model puts too much weight on the
larger drops resulting in an over estimation of soil erosion as larger drops have higher
kinetic energy (KE), displacing soil at a higher rate. However, research into the

correlation of the A and the p variables has been called into question with developments



of more advanced observing disdrometers (Moisseev and Chandrasekar 2007). Thus,
arises the need for further research into other drop size distribution modeling. In the
DSD analysis and modeling of this paper, parameters of DSD such as KE, rain rate (RR),
liquid water content (LWC) and reflectivity (Z) will be examined using Gamma and the

new aforementioned Gaussian distribution.

Other attempts have been made in the past to more accurately model rain
distributions. As rain falls from the cloud base, spontaneous fragmentation and collisions
can change the distribution of rain drop sizes, limiting rain drop growth. These
interactions do not occur uniformly for all concentrations of drop sizes, time or special
scales and can look different from storm to storm. In attempting to parameterize the
evolution of the rain drop spectra to account for this discretion, a statistical method was
developed called the method of moments (Ulbrich 1983); (Feingold et al. 1988). Ulbrich

(1983) showed that by changing the u parameter, calculations of rainfall intensity can be

more accurately calculated. These methods will be explored further in this paper.
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Figure 1 - The shaping parameter u changes the shape of the DSD described by the method of moments, and how that
change effects rain rates and reflectivity for a single drop size Do (2 mm) while still generating the same observable
LWC (W =g m3). Taken from Ulbrich (1983).

Serio et al. (2019) looked at several other DSD models proposed in past studies
through quantification of KE. The lognormal distribution (LN), Weibull (W),
Exponential (MP) and Gamma (U) are the most notable. This review of a lognormal
distribution cites several studies ( Levin 1971; Bradley and Stow 1977; Markowitz and
Markowitz 1976; Feingold and Levin 1986; Willis and Tattelman 1989; Ochou et al.
2007) claiming this method is preferred for DSD calculations due to the simple geometric
interpretation of its parameters as well as easily interpreted moments. Best (1950),

Weibull (1951), Wilks (1989) and Alonge and Afullo (2012) describes rain distribution



formation as a chain reaction where drops grow until turbulence and collisions changes

the distribution modeled by the Weibull distribution.

In this study, a new method using a Gaussian distribution to represent DSD will
be proposed and examined comparing parameters such as KE, RR, Z and LWC to the
Gamma distribution traditionally used. The Gaussian distribution will also be used in the
evaporation equation, with the results compared to that of the traditionally examined

Gamma distribution.

Correctly modeling drop size distributions is limited by the ability to observed
drops in the atmosphere (Kostinski and Jameson 1997) and at the surface (L6ffler-Mang
and Joss 2000). A study by Gunn and Kinzer (1948) was a forerunner in determining

methods of observing varying rain drop sizes at the surface.
D
V(D) =49 = (1%) xe 7@ (3)

Equation 3 is the interpreted formula of the Gunn and Kinzer model relating drop size D
(mm) to terminal velocity V(D) (m s™). By assuming that drops would reach terminal
velocity, raindrop sizes would exhibit different downward velocities as a function of its
size due to the frictional drag. Others followed on to this work modifying the Gunn and

Kinzer formula.
V(D) = 3.778 = D67 “
V(D) =9.43 x (1 — 6_0'5195*D1'147) 5

Equation 4 shows the Atlas and Ulbrich (1976) and Equation 5 shows the Ferro (2001)

calculation.
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Figure 2 — A comparative look at fall velocity calculation theories based on diameter size.

Figure 2 reveals how theoretical fall velocities for drop sizes compare to one
another. The fall velocity used in modeling DSD will be the Ferro (2001) (Equation 5)
calculation for surface-observed fall velocities. This calculation most closely matches the
MRR calculation software which includes a height parameter (6v(h)), to account for the

change in air density with height.
V(D) = (9.65 — 10.3 * e **D)§v(h) (6)

Serio et al. (2019) used laser disdrometers to compare the DSD’s of a volume of air using

fall velocities. Similar methods will be applied in this study.



1.2 Goals
Given evaporation is a complicated process to model, and DSD’s are a key

component in that calculation, the following challenges will need to be addressed:

e Evaluate drop distributions through a multitude of rain intensities and
formation processes through a laser disdrometer and attempt to model
those distributions through machine learning methods.

e Assess the Micro Rain Radar (MRR) data and correctly match and model
drop distributions observed with the laser disdrometer.

e Deploy radiosondes to develop case study data collecting real atmospheric
conditions to use to compare to modeled atmospheric conditions.

e Extract the atmospheric induced vertical velocity of balloon launches and
compare to model derived velocities on the evaporation intensity.

e (Gauge the evaporation rates of different DSD schemes through modeled
and real time atmospheric conditions.

e Assess the accuracy of methods and determine other influences that may
need to be resolved in order to better model evaporation in the

atmosphere.

With a multitude of tools available, the objective is to observe as completely as possible
how drop distributions evolve through the atmosphere. In doing so, evaporation may be
understood and modeled to solve numerous issues in forecasting error. Following the
methods outlined from the previous bodies of work and creating new processes in this
research, it is the expectation that the data presented will drive further exploration into

understanding the nature of the atmosphere.



2. Methodology

2.1 The Evaporation Model

To determine evaporation in the atmosphere, measurable parameters must be
identified that fully represent the change in the atmospheric water volume. This can be
most thoroughly accomplished by evaluating the total change in liquid water content
(LWC) through the change in drop diameter (Bongard 2019) . The loss of LWC can be
directly related to evaporation in the lower levels of the atmosphere by quantifying the
parameters controlling the change in mass of a single drop (Kinzer and Gunn 1951), and
then summing the total change of the DSD from layer to layer throughout the column

below the cloud base.

To begin building the evaporation model, it is necessary to first parameterize the
atmosphere. For this research, the area of interest is below the cloud-base. The
saturation vapor pressure (es) is an atmospheric parameter used in measuring the rate at
which water molecules can escape a droplet of water, a process defined as diffusion. It is

given by the equation:

17.67+T

es = 6.11 * e2435+T (7

where esis in hPa, T is the mean low-level temperature in Celsius taken from a defined
layer of the atmosphere. An equation for the diffusion coefficient is then determined by

other observable atmospheric parameters:

P

d = (2) « oyt (8)
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where d is the diffusion coefficient in m?s™. D, is the constant diffusion coefficient
2.11*10° m? s%, Py is the standard sea level pressure constant, 1013 hPa, P is the average
layer pressure in hPa, T is the average low-level temperature in Kelvin (K) and To is the
standard temperature of 273K. Equation 7 and equation 8 can then be combined to get a

standard atmospheric water vapor diffusion term:

Fp = (525 ©)

dxeg

where p is the density of water of 1000 kg m and Ry is the gas constant for water vapor

at 461.5 J kg1 KL,

Another factor of quantification for the atmospheric condition is the flux of

energy from evaporation and condensation. This is given by the equation:

Fe= (g7 =1)* G (10)

where F is the heat conduction term given by L, the latent heat of vaporization 2.26*10°
J kgt and the thermal heat conduction term k in W m™ K. This parameter will play a
role in regulating energy flux due to evaporating water throughout the atmospheric

column below the cloud base.

Factoring in residence time and considering air motions around a single drop, and
how those air motions change from drop to drop depending on its size, are some of the
more challenging quantifications for this research. This is the ventilation coefficient and

is defined as:

1

E, = 0.78 + 0.308 * (2)5 « (FE2)1/2 (11)
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where v is the kinematic viscosity of air and D is a raindrop’s diameter in mm. The V1
parameter is representing the terminal velocity in meters per second (m s). In the
evaporation model, the Kinzer and Gunn (1951) equation (G&K) was used to quantify
the V1 parameter as this is the most cited velocity model for evaporation. The G&K
equation is very similar to Equations 3, 4, 5 and 6 with select modifications to account for

the vertical motions below the cloud base:
D
v;=965*(1—e‘“45»-4y (12)

where D is the drop diameter in mm and w is the vertical wind speed in m s relative to
the surface. Determining the value of w will be discussed more in section 2.5 in the

methodology.

The last step in the evaporation model is to quantify the changing DSD’s through
the lower layers of the atmosphere below the cloud base. By determining the diameter
change for each drop in a layer over the height of each layer, a total quantification can be
made. The model of diameter evaporation used in this study comes from Rogers and Yau

(1996):

Ah

Do(h+1) = (F, » —2& , 25

1000  Fr+Fp * Dp) + Dp) (13)

where De is the change in diameter as a function of height due to evaporation in mm, F,
(egn. 11) is the ventilation coefficient, h is the layer height, Vi (Equation 12) is the
terminal velocity, S is the average saturation computed by the relative humidity (RH) for
the that layer, F, is the heat conduction term (Equation 10) and Fp is the water vapor

diffusion term (Equation 9).
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To demonstrate the functionality of the model, a theoretical dry layer can be
displayed using a model driven thermodynamic profile. Varying drop sizes can be input
into the model to see the response to the evaporation in diameter change over the height
of the column given the model parameters. An analysis of using modeled sounding data

will be conducted in this research.
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Figure 3 — A model derived atmospheric dry layer from the 12Z NAM forecast model
from Columbia, MO on March 11" at 09Z. The red line displays the temperature profile
(°C) with height, the green line represents the dewpoint profile (°C) and the white line
shows the omega (vertical motion) in pascals per second Pa s. The left side of the
graph displays the Relative Humidity (RH%) at a specific level in kilometers (km) where
green is >70% and purple is >90%.

Choosing the appropriate height is important for the model to work properly.
Melting and sublimation are not parameterized in the evaporation calculation but should
be subject to future study. For the example case of the model profile sounding in Figure
3, and future cases, cloud bases are considered to be at the 90% RH threshold, signified
by the purple highlighted areas over the height to the left of the profile. In Bongard
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(2019), the layer considered the cloud base is the lifted condensation level (LCL).

Taking into consideration that cloud bases may be above or below this level, such as the
case in Figure 3 where the LCL is near the surface, the method of distinguishing cloud
bases at >90% RH was used as the determining factor. Using heights above the cloud
base, as pointed out by Pallardy and Fox (2018), would not dramatically change the
evaporation quantification considering that in-cloud is a saturated environment,
precluding any significant evaporation to occur. However, such as in the case of Figure 3,
the melting layer is only slightly above the cloud base and would affect the model’s
calculations of evaporation. It is important to capture the full area of the dry layer to

accurately account for total evaporation. This is covered in further detail in section 2.4.

As shown in Equation 12, the vertical motion of the atmosphere has an impact in
the evaporation quantification. Model guidance gives vertical motion values in the
pressure coordinates of @ (Pa s). This requires a conversion as the evaporation model
uses vertical motions in Cartesian coordinates w (m s). The following transformation

was used:

w+*100

P
(&g 9)

w(P,T) =—

(14)

where w is the vertical motion in Cartesian coordinates in m s as a function of the
pressure and temperature, o is vertical motion in pressure coordinates and is in Pas™, P
is the atmospheric pressure in hPa at a specific height, R is the gas constant 287 J kg K!
, T is the temperature in K and g is the acceleration of gravity m s2. Figure 3 displays the
vertical motions of w at the center of the display as the 0-line depicted by a dashed white

line and the measurement as a solid white line. A scale is present at the top of the profile
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to show the magnitude of the vertical motion in Pa s™*. The red negative values on the
scale represent upward vertical motions and the blue positive numbers represent

downward motions.
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Figure 4 — Example of how the model evaporation rates of single raindrops given the
environment of Figure 3. The Y-axis is the height in meters. The X-axis is the drop size in
mm.

In Figure 4, the extinction rate decreases as the drop size increases. This is a
result of the evaporation rate being faster for the smaller drops than the bigger drops.
There are several reasons for this. The first is that the residence time is longer for smaller
drops. Since air resistance is a buoyant force, smaller, lighter drops will fall slower than
larger drops increasing the residence time, or time spent in the dry layer. Residence time
is directly proportional to evaporation in the dry layer. The second factor is a result of the
surface tension of a droplet. Larger drops have greater surface tension dispelling water
vapor at a slower rate than smaller drops. The smaller drops have a greater surface
curvature so due to the Kelvin effect, require a higher vapor pressure to maintain size and

drop growth. Dry air inherently has lower vapor pressure than that around a droplet. This
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allows water vapor molecules to escape the drop when not in a super-saturated
environment and is exacerbated with higher curvature (smaller diameter). This is directly
proportional to higher evaporation rates. Figure 4 shows 0.25 mm and 0.5 mm droplets
evaporating completely before reaching the surface. Furthermore, the 0.5 mm drop
undergoes complete extinction roughly 1000 m lower than the 0.25 mm drop. When
comparing 0.75 mm to 1.0 mm, the 0.75 mm loses nearly 0.35 mm of diameter before

reaching the surface, while the 1.0 mm drop only loses roughly 0.2 mm of diameter.

By knowing how much a single drop diameter changes, one can calculate the total

mass change in LWC of a single drop:
ALWC = p * g * AD (15)

Considering there are hundreds to thousands of droplets that vary in size over a single
observational minute, an accurate way to quantify DSD’s is needed to run in the model.
In order to display accurate distributions, they must first be modeled correctly. Correctly
modeling DSD’s as well as determining if the model truly represents the real atmosphere

requires precise measurements from specialized instrumentation.

2.2 The Laser Disdrometer

Quantifying evaporation relies heavily on being able to accurately observe the
DSD at the initial, developing and final conditions as they evolve beneath the cloud base.
While placing a disdrometer at the base of a cloud is virtually impossible, disdrometers at
the surface have been a reliable method of observing the final state of the DSD evolution.
The progression of DSD observations has improved with advancing technology (Tokay et

al. 2001). From Marshall and Palmer (1948) method of counting and measuring DSD on
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filter paper, to the latest technology using laser disdrometers (used in this study),

advancement in the field continues to orchestrate the progress of research.

The laser disdrometer used in this study is the OTT Parsivel? Laser Weather
Sensor (Figure 5). This laser disdrometer emits a laser through a laser diode at a
wavelength of 650 nm and has a peak power output of 0.2 mW. The receiver is an optical
sensor located 180 mm from the laser output. The total measuring surface area that
precipitation falls through is 54 cm?. The sensor can detect liquid precipitation from 0.2-
8 mm and solid precipitation up to 25 mm as well as fall velocities from 0.2-20 m s,
The software in the system classifies precipitation in 32 size and 32 velocity classes with
an accuracy of * 1 for size classes below 2 mm and * 0.5 sizes greater than 2 mm. The
laser disdrometer will also observe eight precipitation types including drizzle,

drizzle/rain, rain, mixed rain/snow, snow, snow grains, sleet, and hail.

Figure 5 - The instruments used in this study. Located at Bradford Research Farm in Columbia, Missouri, the
instrument on the left is the Micro Rain Radar, and the instrument on the right is the OTT Parsivel? laser disdrometer.
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This specific disdrometer was chosen to most accurately observe the drop size
distribution and develop an accurate DSD model at the surface. A study in Warsaw,
Poland used the OTT Parsivel? disdrometer to observe rainfall at the temporal resolution
of every 10 s to examine varying DSD sets and the associated rain rates and reflectivity
values (Licznar and Krajewski 2016). With this data Licznar and Krajewski (2016) were
able to conclude that Z-R relationships to DSD were well represented and modeled in
Warsaw’s climate. However, they also showed discrepancies in the Z-R relationship
with frozen precipitation types like sleet, snow and hail, calling for an introduction of hail

and snow specific Z-R relationships in Poland.

There are some potential drawbacks and inaccuracies to the OTT Parsivel? and
laser disdrometers. Any two or more drops falling through the plane of the observing
window at the exact same time sufficiently close together may be recorded as a single
drop. However, this resolution of two drops into one may be discarded if the size to fall
velocity is outside of the G&K classification curve. Figure 6 shows the G&K curve over
real time observations of distributions with the drop diameter as function of fall velocities

noted by Equation 3.
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Figure 6 - Measurement from the disdrometer taken on August 30th, 2019 at 1900Z. This shows a 1-minute averaged
observation from the number of drops counted in each bin of the diameter in millimeters (mm) and fall velocity in
meters per second (m s1).

Splash back and simultaneous drop measurements would be counted in bins
outside of the distribution curve as they would not express the appropriate velocity to
diameter and can be discarded as erroneous if the falling precipitation is assumed to be
rain. This method also contributes to precipitation type identification, where snow, mist

and other hydrometeors have different velocity to diameter profiles.
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Figure 7 — Observation converted to a DSD with the G&K line plotted taken from the laser disdrometer on January 11t
,2020 at 23Z displaying the velocity to drop diameter expression of snow and mist.

Figure 7 shows how a drop distribution would look under snow and mist
conditions. Many of the observed hydrometeors are concentrated under low fall
velocities and diameters at or under 0.5 mm. This is consistent with mist. Some slightly
elevated concentrations can be seen extending to 1.5 mm in diameter well under the
G&K curve, which is consistent with snow. This corresponds with snow and mist
observations taken from the Columbia Regional Airport automated surface observing
system (ASOS) 8.5 km south of Bradford Research Center (METAR KCOU 1122547
33007KT 2SM -SN BR FEW018 OVC030 M04/M06 A2999 RMK AO2 SLP163
P0002 T10391056=). Observations taken from this ASOS were used to verify the height

of the cloud bases and precipitation types for cases in this study.

Another potential drawback with the laser disdrometer is in the method of
counting the drop distributions in the 32x32 bins. This method is used to account for the

innumerable range of sizes that drops may possibly exhibit. Table 1 shows the drop sizes,
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corresponding bin-widths and velocities for the 32 bins. The purpose of the bin-widths is

to adjust the area where drops are being observed for a smoother distribution.

Dropsize (mm) 0.062 0.187 0.312 0.437 0.562 0.687 0.812 0.937
Binwidth (mm) 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125
Velocity (m/s) 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75
Dropsize (mm) 1.062 1.187 1.375 1.625 1.875 2.125 2.375 2.75
Binwidth (mm) 0.125 0.125 0.25 0.25 0.25 0.25 0.25 0.5
Velocity (m/s) 0.85 0.95 1.1 1.3 1.5 1.7 1.9 2.2
Dropsize (mm) 3.25 3.75 4,25 4.75 5.5 6.5 7.5 8.5
Binwidth (mm) 0.5 0.5 0.5 0.5 1 1 1 1
Velocity (m/s) 2.6 3 3.4 3.8 4.4 5.2 6 6.8
Dropsize (mm) 9.5 11 13 15 17 19 21.5 24.5
Binwidth (mm) 1 2 2 2 2 2 3 3
Velocity (m/s) 7.6 8.8 10.4 12 13.6 15.2 17.6 20.8

Table 1 - The observational bins the Disdrometer software uses to place each drop in its respective area based on the
drop size (mm), bin-width (mm) and the drop velocity (m s*). The highlighted area display’s where we find a
potentially erroneous elevated concentration area.

However, the changing bin sizes could be responsible for what could be an erroneous
“hump” when observing the drops in between 1.187 mm and 1.375 mm bin. Figure 8
illustrates how this phenomenon presents itself from a drop size to drop concentration
perspective and Figure 9 demonstrates a contoured version of Figure 6, highlighting the

slight increase in concentrations for that bin.
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Figure 8 - Concentration “hump” from a drop concentration to drop diameter perspective.
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Figure 9 — The DSD in a contoured format where the elevated concentrations are highlighted by the arrow.
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This hump presents itself consistently through many different observations. It is not yet
clear if this is a natural phenomenon or due to the increase in bin size at that diameter.
Further exploration will need to be conducted in order to determine the validity of the
phenomenon in future studies. It did not present a significant issue in this study and was

largely ignored moving forward.

2.3 The Micro Rain Radar (MRR)

Observations on DSD change with evaporation from the cloud base to the surface
is the critical step in modeling the microphysical processes involved. In previous
studies, using dual polarization radar and the Z-R relationship was used to make these
observations (Moisseev and Chandrasekar 2007; Pallardy and Fox 2018). However, the
angled beam height sampling inherent to a Doppler radar can skew the accuracy of this
data. By observing the atmosphere vertically, sampling volumes of distributions can be

taken at higher temporal and spatial resolutions.

The MRR, shown in Figure 5, is a compact K Band system operating at 24.230
GHz. The system functions by propagating electromagnetic radiation vertically into the
atmosphere. A certain portion of this radiation will then scatter back to the receiving
antenna once it’s reached an object of sufficient size. The power received is determined
by how large the scatterer is, with larger objects returning more power to the receiver. In
most cases, this will be hydrometeors such as rain and snow. The radar will also observe
fall velocities based on the frequency shift between the transmitted and the received
signal. This is referred to as Doppler frequency. Given that rain of different sizes falls at
different speeds, the Doppler frequency can build a profile of the DSD based on this

principle. The observation rate of the MRR is every 10 s providing a much higher
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temporal resolution then a traditional horizontal observing radar. With further averaging
of the received data, rain rates (mm hr') and liquid water content (g m=) can also be

derived from the received signal. The R(Z) relationship the MRR uses is:

ZO.0707

R= 300 )

where R is the rainfall rate (mm hrt) and Z is the reflectivity based on the drop

concentration distribution from a specific height in decibels (dB).

The MRR software arranges the DSD into 64 spectral bins based on the spectral
reflectivity gathered by the receiver. The MRR observes the volume of the atmosphere
as 32 gated height layers. The conversion of raw spectral power received by the radar to
a drop distribution is calculated at every observable height (gate) and doppler spectrum.

The following equation represents how the concentration density is derived:
n(D,i) = n(v,i) * 6.18 x e %*P x gv(i * Ah) 8)

where (D, i) is the spectral density (m™ mm™) as a function of the 64 drop diameters (D)
ranging from 0.109 mm to 6 mm and the 32 height gates (i). n(v, i) represents the
spectral density as a function of the G&K fall velocity (v) in m s given in Equation 6
and the gates (i). The change in v is then a function of the specific gate (i) and the
change in height (Ah) in m™. To calculate the number of drops per volume the following

equation is applied:

. D,i
N(D,i) = % 9)

where o (D) is the Mie scattering approximation for each drop size. The averaged spectral

drop density product from the MRR (Figure 10) shows the averaged drop densities over a
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selected time on a logarithmic scale for each drop size bin given by Equation 8. This
product allows for a graphical interpretation of changing drop concentrations and will be

compared with the modeled evaporation results from a drop concentration perspective.

26.10.19 09:40 to 26.10.19 10:10 UTC
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Figure 10 - Taken from Oct 26t 2019 the 30 minute averaged spectral drop densities shows how the drop
concentrations of each drop size bin (x-axis) varies over the height of the atmospheric column (y-axis). The units are in
decibels (dB) represented by the color bar in the bottom right corner. The warmer the color the higher the
concentration of the hydrometers in its respective size bin where the concentrations are on a 10log(n) scale where n is
the drop concentration. In this case, the concentration of smaller drops grows from 2.6km down while the number of
larger drops becomes slightly smaller suggesting little evaporation and high drop breakup for this case.

For the purposes of this research, the MRR was set to display 1-minute averaged
data. This would be more efficient computationally than 10 second observations, and
allow for a larger sampling size. The data being used starts at 200 m above the surface.
The location of the MRR necessitates a high base gate because non-hydrological
contamination may be an issue at lower levels. Dust particles from nearby farm activity
and high bird populations attracted to plant seeds in the area make this necessary to avoid
contamination, especially considering a dry lower level environment. Other

considerations include setting the observational beam height. The MRR can observe
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every 200 m from the surface to 6200 m at 32 gates. The observational height for this
study will not typically require observations higher than 600 hPa. The purpose of this
study was to observe evaporation below the cloud base, which rarely exceeds 4000 m
from the surface climatologically in central Missouri when considering precipitation.
Thus, observational heights for this study remain below 4000 m or roughly 600 hPa.
Calculations of evaporation were made every 200 m, thus the data collected was set at

these height intervals (gates). This was also done for computational efficiency.

One important issue with the MRR, and radar meteorology in general, is
attenuation. This occurs when the size of the object being observed exceeds the
wavelength being transmitted and blocks any further propagation of the energy to be
received. Figure 11 displays how attenuation presents itself in the MRR. There are two
areas of note in Figure 11 (top image). Between 1700Z and 1745Z values of 40 dBZ-50
dBZ are depicted through a column from the surface to 2000 m. Above this area, no
reflectivity values are displayed. The other area occurs from 1815Z-1900Z where lighter
returns between 30 dBZ-40 dBZ are attenuated higher in the column from 2600 m — 4600
m at the base. Figure 12 displays the radar reflectivity corrected for attenuation. The
techniques for attenuation correction for the MRR was adopted from Peters et al. (2010).
It is important that attenuation is recognized and accounted for in order to get accurate

DSDs below the cloud base.
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Figure 11 - An example of attenuation taken on August 30t", 2019. Top panel displays Radar reflectivity in decibels
(dBZ) from a time-height profile. Bottom panel shows the path-integrated rain attenuation used in the attenuation
correction.
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Figure 12 - The MRR correction for attenuation from the August 30 observation shown in Figure 11.
Another important quantification for this study is the height of the melting layer.
The evaporation model relies on fall velocities to make calculations (Equation 12).
Hydrometeors in the form of solid ice or snow will fall at different rates and skew the
quantification. Forecasting the height of the melting layer by looking at thermodynamic
profiles (Figure 13) will ensure that when data is collected, all hydrometeors will be in

the form of rain below the cloud base.
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Figure 13 - Forecast sounding from the Aug 26 00Z GFS highlighting the height of the melting layer to determine a
viable case study.

Using the MRR fall velocities product (Figure 14) will help determine, after the fact, if
the data collected is consistent with hydrometeor type and if the forecast sounding is

verifying correctly for melting layer height.
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Figure 14 - 3-hour time height profile of MRR derived fall velocities. The melting layer is highlighted where velocities
increase with height, indicative of a switch from frozen to liquid precipitation. The melting layer averages at 4km
consistent with the forecast sounding data. Updrafts and downdrafts can be observed with faster averaged velocities
extending up past the melting layer, and slower velocities extending downward.

When comparing the Figure 13 forecast GFS sounding to the MRR fall velocity data in
Figure 14, we can also determine that the model verified well with the real time data
given a melting layer at 4km on both products, allowing for conditionally accurate

evaporation testing.
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Figure 15 — A snow profile on January 11th, 2019 from a fall velocity perspective. The velocities observed are
consistently under 2 m s1. Using the MRR ‘s velocity product will help to identify precipitation type for this study.

Another important observation from the MRR fall velocity product is strong
convection. Strong updrafts and downdrafts can be observed by the MRR with fall
velocity data as higher fall velocities extend above the melting layer and lower fall
velocities extend below. This is observed at 1700Z in Figure 14 and corresponds with
higher reflectivity values seen in Figure 13. Factoring in strong convection with the
evaporation model would be essential given that strong updrafts and downdrafts would
rapidly change the DSD. It may seem counter intuitive to think of higher fall velocities
with the updraft and lower velocities with the downdraft, but at the melting layer, ice
crystals are forced down with the downdraft and rain is forced up at the updraft. Although
the vertical motions of the updraft/downdraft counteract the mean vertical motion, the
resulting data still displays an averaged value over a minute, smoothing the strong
response of the updraft/downdraft perturbations into the mean, and mostly resulting in the
fall velocity response based on the fall velocities of the hydrometeor type. Increased or

decreased residence time and the number of collisions with amplified atmospheric mixing
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are some of the factors that significantly alter the DSD. The issue of quantifying how
strong convection plays a role with changing DSDs was addressed numerically by
including vertical motion values in the calculations, as well as statistically, with the
method of moments and linear regression tools. But identifying these regions using the

MRR allows assessment of any discrepancies in the data.

2.4 Radiosonde Data

Determining the state of the atmosphere using model sounding data has been the
traditional way to calculate evaporation (Pallardy and Fox 2018). However, Bongard
(2019) incorporated real sounding data in tandem with the MRR observations in the
evaporation model. This allowed for a more accurate assessment of how the evaporation
model was performing. This study will take that method a step further in comparing the
output for model soundings solutions to real time data from the observation soundings,

while also comparing calculations at the surface to the laser disdrometer.

The sounding system used in the case studies presented was the IMET 1 and
IMET 2 radiosonde systems. The entire set up for launches consisted of 200 g and 300 g
helium balloons, a parachute, de-reeler and the radiosonde. Before being launched, the
system locks onto GPS satellites which transmits data back to the computer in text
documents, which can then be used for the evaporation analysis. The radiosonde collects
a variety of data including pressure in hectopascals (hPa), height in meters (m),
temperature and dewpoint in degrees Celsius (°C), wind speed in knots (kts), wind
direction in degrees (°) and relative humidity in percentages (%). Also included in this

IMET data suite, which was previously unused from Bongard (2019), was the ascension
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rate of the balloon. This information was utilized to help theoretically determine real time

vertical motions (Section 2.5).

Because launching weather balloons is limited by the resources available,
choosing good case study days is pertinent. A team of graduate and undergraduate
forecasters was assembled to forecast and launch balloons when conditions were ideal for
case studies. These conditions stipulated that a reasonable chance of precipitation
(>60%) would occur and that a dry layer with a dewpoint depression (DPD) greater or
equal to 8°C was below 700 hPa to maximize the evaporation observation. When these
criteria were met over several days, confidence in a good case study would be high and
the team would assemble at the launch site 4-5 hours before the onset of precipitation.
This would allow time for 3-4 launches to capture the evolving state of the atmosphere as
rain entered the area. To avoid contamination with previous launches and to conserve
resources, balloons where launched every 1.5 — 2 hours until saturation was achieved.
These launches were conducted at the MU South Farm Research Center, 6km west of the

location of the MRR (Figure 16).
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Figure 16 — Satellite image of the observing site and balloon launch site marking the distance linearly between the two
points taken from Google Earth.

Although there was some separation in the observation sites, this distance is virtually
negligible when considering that weather balloon may travel up to 200 km when
transmitting upper air data. In some circumstances, this location may be the best site
since common westerly winds drove the balloon toward the radar, capturing the lower

atmosphere, which was the main area of interest in this research.

2.5 Finding Vertical Velocities from Balloon Ascension Rates

One of the major hurdles to quantifying evaporation in the atmosphere is
observing and modeling vertical motions in the dry layer. Model output resolves this
from an omega perspective and can be converted from pressure coordinates to Cartesian
coordinates given the pressure and temperature outputs within the model itself (Equation

14). However, this quantification is done over a relatively large grid space compared to
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the very fine temporal and spatial resolution of a solitary rainfall column. This can
manifest in an averaged omega value that is orders of magnitude smaller compared to
what may be observed over a convective or even non-convective rain-shaft. This
becomes a crucial issue when trying to determine evaporation rates. Bongard (2019)
showed that vertical motions play a very important role in rate of the evaporation

quantification.

‘Sounding Sensio Relasve Numigity (%)

Orop Sizs Evaporstion Aates 0.5 i VW

Figure 17 — Two scenarios where raindrop evolution was modeled from 2000 m in relatively dry atmosphere (top). The
scenario with 0 m s average upward vertical motions (bottom left) shows drops larger than 0.75 mm surviving to
below 200 m. Given an atmosphere with an average 0.5 m s upward vertical motion (bottom right), only drops
larger than 1.75 mm survive below 200 m.

Figure 17 is an example of how important assessing the vertical motion is. An
average vertical motion of 0.5 m s* in a relatively humid profile would eliminate all
drops sizes under 1.5 mm in diameter, whereas compared to a 0 m s motion, all drops

above 0.75 mm survive with all other factors being the same. This would significantly
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change an evaporation quantification when considering thousands of drops falling in a

single minute.

In the case studies conducted, the radiosonde data included ascension rates on a
time scale of 1 per second, unless the data was interrupted, providing a high temporal and
spatial resolution for the information received. The height information received from the
i-Met data packet is derived from the pressure change as the balloon rises and the GPS
position. The derivation of atmospheric vertical motion comes from idea that the
ascension of the balloon will remain relatively stable unless acted upon by outside
vertical forces. From this idea, the atmosphere is separated into thirty, 200-meter layers
and a linear regression is plotted in each layer representing the mean motion of the
balloon’s rise. The perturbations of the linear regression would then represent the

theoretical atmospheric contribution of the vertical motion.

By assessing the adiabatic trends in the vertical profile, direction and the
magnitude of the vertical motions observed using this method may resolve some sense of
accuracy. These vertical motion profiles can then be compared to the model output of
vertical motion to determine if some factored relationship can be assumed, and if certain
models have a better vertical motion quantification then others. Given that balloon
ascension rates are not readily available in most rain scenarios, using the modeled
ascension will be a crucial factor for forecasting evaporation rates. One issue with the
vertical motion derivation in balloon ascension is that heavy rain scenarios can
significantly alter the calculations if force from falling rain inhibits the balloon ascension.

These cases were examined in chapter X.
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Sounding RH Perturbation in the Vertical Ascension Rates of the Weather Balloon
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Figure 18 — Comparing the results of the derived vertical motions of the weather balloon (right) to the observed
relative humidity (left) on October 5t at 207 case study.

A close examination in comparing the vertical relative humidity profile to the
profile of the perturbations from the mean balloon ascension rate for each layer
demonstrates some very promising results. It is expected that as vertical motion upward
increases, adiabatic cooling will cause the layer to saturate, increasing the relative
humidity of the layer. The opposite is true for downward vertical motion where adiabatic
warming occurs and the sinking motion of the air decreases RH in the column. Such is
the case for most of the column in Figure 18. From the surface to 2000 m, the
perturbations in the mean display upward velocities signifying adiabatic cooling where
the column should respond by becoming more saturated. This is exactly the case as the
relative humidity rises from 56% to 85% coinciding with an average upward motion of
0.75m s, The column then begins to dry from 85% RH at 2000 m to 63% RH at 4000 m
following an average downward velocity of -0.65 m s™*. The trend then deviates slightly
as the relative humidity dramatically increases at 4000 m, but the upward motion doesn’t
switch magnitude until 4600 m. The response then becomes more accurate as observed
downward perturbations from the mean correspond with a rapid drying to 40% RH above

5500 m associated with a downward motion of -0.75 m s,
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Additional case studies will need to be evaluated to verify whether this adiabatic
trend is consistent with the derived vertical winds. However, the preliminary results are
very promising. There is possibility that a relationship can be made with these results
equating a magnitude of vertical motion to the adiabatic response. This would be a
subject for future study. Derived vertical motions were evaluated in each case study in

the next chapter.

When comparing the 12Z NAM model output of vertical motions to the observed

rate, the results are not as promising.
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Figure 19 — Comparing the balloon derived vertical motions (blue line) to the 12Z 32 hour NAM model derived vertical
motions (red line) on October 5th at 20Z case study.

Figure 19 reveals that there are orders of magnitude difference from the model-derived
vertical motions compared to the calculated vertical motions derived from the balloon

data.
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Figure 20 - Comparing the derived vertical wind (blue line) to the 12Z 32 hour NAM model derived vertical wind (red
line) magnified by 100 on October 5th at 20Z case study.

By magnifying the model-derived vertical winds by 100, it can also be seen that
the overall trend does not correctly match the derived vertical wind profile from the
balloon data. But there are a few factors to consider. The model used was taken the day
prior and with a coarse temporal and spatial resolution of 1-hour time steps from a 12 km
model respectively. This could play a significant role in the accuracy of using model
derived motions to put into the evaporation model. These methods were further examined

with other model outputs in the case study section of this research.

2.6 Data Management in MATLAB and Data Correction Methods

Once data was collected from the soundings, the MRR and the laser disdrometer,
it was processed in the data management program MATLAB. MATLAB provides a
desktop environment to perform a multitude of analysis and design processes with a
programming language that shows matrix and array mathematics directly. MATLAB

code and statistical toolboxes are professionally built, well tested, and fully documented
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to allow for a thorough investigation of pre-scripted functions used in this research. With
the immense volume of data that was collected during this research, MATLAB made it
possible to seamlessly analyze multiple times and areas of interest using iterative

functions to decode and apply calculations necessary in the quantification of evaporation.

Data collected from the MRR and the laser disdrometer was averaged over 15-
minute intervals in MATLAB. There are several advantages that necessitate this practice.
During a balloon launch, the entirety of the dry layer of the environment is typically fully
observed within the first 15 minutes of ascents. Thus, the 15-minute average of data is
best suited for matching the observational period during the balloon launch to the
observed MRR and disdrometer parameters. Furthermore, because fall rates vary with
drop sizes, and evaporation can change that dynamic, capturing all the evolving DSDs in
this environment through a 15-minute average gives a more complete picture than a one-
minute snapshot. This happens as a result of smaller drops inherently falling slower than
larger drops, and depending on how dry the environment is, the vertical motions in the
atmosphere, the horizontal wind shear causing drop sorting and the height of the cloud
base, smaller drops may not be observed in a single minute observation. This can change

the quantification of evaporation significantly if not accounted for with a longer average.

Horizontal drift of rain from the cloud base also necessitates a 15-minute data
average. The MRR sits at a fixed position observing only what crosses the radars path
normal to the surface. This fixed perspective works in the cases where there isn’t a
significant amount of horizontal speed or directional shear. Such is the case from Figure
21 taken on September 21%, 2019 depicting near vertical columns of reflectivity values

and a negligible 1km-5km steering flow of the 12Z NAM 67-hour forecast hodograph
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and wind profile from the September 19", 2019 run®. It is worth noting that an
assessment of the model’s vertical wind shear and the horizontal drift observed by the

MRR is another way to verify the accuracy of the forecast soundings.
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Figure 21 - The MRR image (top) depicts nearly vertical reflectivity values (dBZ) over the 6-hour period consistent with
the little speed and directional shear on the 12Z NAM 67hr forecast 1km-5km hodograph and vertical wind depiction
(bottom).

However, in cases where the vertical speed and directional wind shear is significant,
vertical observations can become skewed, considering the observational method is a time-

height profile. It is in these cases that a one-minute average would miss much of the

1 Model data used is the earliest data available due to data access issues as a result of the global
pandemic.
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evolving drop distributions in a column significantly hindering the calculation of
evaporation. Figure 22 is an example of how wind shear can cause this with relatively small
drop sizes depicted by the lower reflectivity values at 25 dBZ and the 0 km-5 km shear at

33mst
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Figure 22 - MRR observation from October 26t (top) highlighting the radar reflectivity (dBZ) being affected by
horizontal drift caused by speed and directional shear seen in the 12Z NAM 22hr forecast 1km-5km hodograph and
low-level vertical wind profile.

The smaller the drop sizes and the more prevalent the wind shear, the more horizontal

drift will be a factor in the MRR observations. For this reason, an assessment will need
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to be made accounting for these factors when analyzing the evaporation cases. However,

taking 15-minute averages of the data resolved this issue in the cases presented.

Calculations started from when rain was first being observed by the MRR at the
height of the base of the cloud below the melting layer and include the point at which the
rain fell to the lowest observable level of the MRR (200 m). Because the disdrometer
data is measured for the same 15-minute interval as the MRR, this may have skewed
observations of DSD’s by including multiple minutes of little to no rainfall in the 15-
minute average. Disdrometer observations are a negligible factor in the evaporation
calculation but may be considered when observing and comparing a significantly lower
count in DSD than the MRR presents at its lowest observable level (200 m). A
comparison to a single minute observation with the laser disdrometer during the rainfall

period would resolve the strong horizontal drift cases.

2.7 Methods for Modeling DSD’s

Accurately modeling DSDs is a challenging endeavor given the many different
environmental factors that can change the distribution. These factors create countless
feedbacks, where elements such as relative humidity, horizontal wind shear and vertical
velocities can control the rate at which DSDs change over the height of the column
(Ulbrich 1983). The methods produced within this research demonstrate the traditional
model of the gamma distribution developed by Ulbrich (1983) and the refined methods of
weather radar rain profiling developed by Testud et al. (2000) using the analytical gamma
distribution known as the method of moments (Willis 1984; Feingold et al. 1988; Willis

and Tattelman 1989). A new model was proposed that adds terms of the Gaussian
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distribution through a machine learning least of squares linear regression in order to

quantify the many different shapes of DSDs for use in the evaporation quantification.

The gamma distribution (Equation 2) relates the varying drop sizes to the
concentrations of those sizes. The method performed in Bongard (2019) to fit the
observational data collected by the MRR into a quantifiable model to use in the
evaporation equation is the method of moments (Carollo and Ferro 2015). This method
takes the 3", 4", and 6™ moment of the gamma distribution to find the mu (i) and lambda
(A) parameters which define the shape parameter and scale of the distribution

respectively.

Mz = 3 _ Ni(D;)+D? (10)
My = 2, , Ni(D;) «D* (12)
Mg = 3,._, Ni(D;) xD® (12)

Equations 10, 11 and 12 define the moments used to find the fitting parameters where
Ni(Di) is the concentration as a function of the drop diameter D raised to the specific
moment in layer i. This method aims at finding the gamma distributions median drop

volume for fitting to the MRR observation with the equation:

r=_i (13)

 MExMe
The p and A parameters are then found with the following:

_ ((11*F—8)+(F*(]"+8))0.5
B 2x(1-T)

(14)
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_ (p+4)*M3
=

y) (15)

where the p and the A parameters can be used in the Gamma distribution.

MATLAB provides a Gamma distribution fitting function that can also be used to
find the p and the A parameters through a least of squares linear regression model. These
scaling parameters are determined from built-in machine learning algorithms for a best fit
distribution. The Gamma distribution function in MATLAB is defined by the following

equation:

1

Dmax — i
fOIwA) = [ G DT x4 dD (16)

where the drop concentration f(D|u, A) is a function of the drop sizes for the 64 bins in
the MRR or the 32 bins from the laser disdrometer and given by the shape parameter, ,
and the scaling parameter, \. The gamma distribution closely approximates a normal
distribution with the advantage that the gamma has density only for positive real
numbers, and in the case of drop distributions gives weight to the higher concentrations
of the smaller drops. The values of u and A are then used to display a best fit curve into
the Ulbrich (1983) Gamma distribution (Equation 2). Figure 23 shows the Gamma fit

curve using MATLAB’s Gamma fit function.
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Figure 23 — The Gamma fitted DSD model compared to the 15-minute averaged observation of the laser disdrometer
at 19Z on August 30t2019.

The Gamma distribution in Figure 23 by the “eye test” is a well-fitting curve to
the laser disdrometer observation set. But another advantage of using the MATLAB
function for fitting a curve distribution is the ability to obtain instantaneous curve fit
statistics. For the case in Figure 23, R-square (R?) and adjusted R-square (aR?) are both
parameters that can be used to assess the fitting of the curve. For Gamma fit in Figure 23
the R? and aR? are both greater than 0.98 which represents a good fit considering 1 would

be a perfect match.

To date, a Gaussian function representing DSD’s has not been explored. The

Gaussian (Normal) function is a symmetrical, continuous bell curve given by:

D 1 _-a?
fy(D) = fDOmax — *e 202 dD (17)

where variable f,(D) represents the modeled DSD, D is the drop diameter (mm), o is the
standard deviation, and a is the mean of the distribution. ¢ and o are similar to the

shaping parameter p and the scaling parameter A of the gamma distribution respectively.
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By itself, the Gaussian distribution does not model a true drop size distribution well, as

seen in Figure 24.
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Figure 24 — 15-minute convective rain average captured by the OTT disdrometer on September 8, 2019 at 1215Z. The
Y-axis is the drop concentration and the X-axis is the Drop diameter in mm. The blue curve is the averaged observed
rain DSD and the red curve is the Gaussian distribution given by Eqn. 17

The Gaussian distribution does not accurately match the true distribution as it
underestimates the peak of the DSD and significantly underestimates the smaller
concentrations of larger drops (tail). The inaccuracy of a single Gaussian distribution also
holds true with the fit statistics giving an R? of 0.87 and an aR? of 0.86. However,
multiple iterations of the Gaussian distribution can be summed together using the linear
regression algorithm that more closely represents the real distribution. The DSD of any
instance of falling rain can have several spikes in concentrations and differ with
atmospheric conditions at various times. This method of machine-driven regression
modeling acts to resolve this fractal nature of rainfall much like the method of moments.
Using two iterations of the Gaussian function produces a better fit, and as explained later,

using three iterations is the best method.

) = 570 (o[ 2252 . (s A2252) . o[22
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Eqgn. 18 is the summation of three iterations of the Gaussian distribution (Gauss3)

1

\ 20,2

iteration determined by the regression algorithm. D is the drop diameter, o is the

where the coefficients Ay, A2 and Az are given by where o, varies with each

standard deviation and a is the mean of the distribution.
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Figure 25 —Comparison between multiple cumulative iterations of the Gaussian Function and the real-time rain
observation from September 8, 2019 at 1215Z.

Figure 25 demonstrates the comparison between the different Gaussian iterations.
Gaussl is clearly missing most of the curve, however Gauss2-Gauss4 all seem to be
representing the curve accurately. An examination of the fit statistics bears out that

Gauss4 had the best fit statistics of the four for this case.
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Gaussian Statistics Table for Single

Case Gaussl Gauss2 Gauss3 Gauss4
SSE 8.82E+04 5.20E+03  4.69E+03  7.60E+02
RA2 0.8715 0.9924166 0.9931602 0.9988932
AdjR72 0.8626 0.9909582 0.9907811 0.9982845
DFE 29 26 23 20
RMSE 55.1567 14.148593 14.286499 6.1628141

Table 2 — Fit statistics of the different iterations of the Gaussian fit for the September 8, 2019 at 12157 observation of
DSDs. SSE is the sum of squares where lower values signify better fits. DFE is the degrees of freedom in the error, and
RMSE is the root mean squared error where values closer to 0 signify better predictability.

However, the method of using the iterative Gaussian distributions has a
significant limitation. If the number of Gaussian iterations exceeds the number of curves
in the data set, the line will “blow up”. Namely, the last unresolved iteration will proceed
exponentially away from the values of the real dataset erroneously. This happens more
frequently with more iterations of the Gaussian after Gauss3. Despite Gauss4 having a
better fit in the case of September 8" at 1215Z, it is an unreliable measure to use
exclusively. Gauss3 on the other hand thoroughly models most cases of DSDs, while the
instances of blow up are seldom observed. This is demonstrated in the Gauss4 model in
Figure 26. A more thorough statistical comparison between the Gauss3 and the Gamma

distribution was made in the next section.
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OTT DSD and Gauss Models Comparison
T

Drop Concentration

Observed Drop Distribution
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Figure 26 — An example of using too many iterations of the Gaussian distribution mixture such as seen in the Gauss4
(green line), the model can ‘blow up’ and not accurately represent the real DSD curve (thicker blue line).

The MRR DSDs can be compared and modeled similarly to the laser disdrometer.

These modeled distributions will ultimately be used in the evaporation model to compare

the rates of evaporation. The MRR provides a DSD for each 200 m level, as explained in

section 2.2. This distribution is then displayed and compared on a logarithmic scale to

the disdrometer output.
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Drop Size Distributions 15min Average
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Figure 27 — Comparison of the drop size distribution from the MRR below the cloud base to the laser disdrometer at
the surface.

In Figure 27, the general trend of the drop distribution between the MRR and the
laser disdrometer is similar with much higher drop concentrations of smaller diameters
falling toward lower concentrations of larger diameters. The overarching goal is to take
the distribution derived from the bottom of the cloud base by the MRR and match a
similar distribution to the laser disdrometer at the surface. If modeled correctly, the
change in the distribution will also give LWC output at the surface that matches the
observation. In order to solve these quantities, we must first model the DSD of the MRR

correctly. Using the same methods used for the disdrometer DSD model, a Gamma and
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Gauss3 derived DSD can be applied to the evaporation equation.

Drop Size Distributions 15min Average

I

MRR Drop Distribution
Gauss 3 model
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Figure 28 — Least of squares linear regression output for the MRR DSD taken from the base of the cloud for the Gauss3
(red line) and the Gamma (green line) models. Although both models overestimate the smaller end of the DSD, these
droplets are more represented as in-cloud and will stay suspended until they are sufficiently large and will not
significantly affect the evaporation model. Both models do particularly well matching the distributions above 0.25
mm in diameter.

In Figure 28, the DSD is over-estimated by both models with diameters lower
than 0.25 mm. This did not have a significant impact on the evaporation model
considering drops below this threshold will stay suspended in-cloud or will grow into
bigger drops as they undergo collision and coalescence. Both models do well
representing the distributions above 0.25 mm, with the Gamma model producing an R? of
0.98 and the Gauss3 producing an R? of 0.99. It can be seen in Figure 28 that the Gamma
model (green line) underestimates the tail of the curve after 0.4 mm while the Gauss3
model (red line) coincides with the observation over the duration of the drop sizes. A
more in-depth look comparing the model outputs through a thorough statistical analysis

was examined in the next section.
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2.8 Comparing Gauss3 and Gamma Model Outputs

Rain concentrations fall exponentially toward larger drop diameters observed by
DSD’s in the environment (Best 1950). However, not representing all sizes in the DSDs,
especially larger drop diameter concentrations in a model can have implications for
accurately calculating evaporation as well as other parameters like liquid water content
(LWC), kinetic energy (KE), reflectivity (Z) and rain rates (RR). The following
computations wer used with the 15-minute averaged DSD’s observed from the laser
disdrometer and referred to as the Raw Calculations, to compare the modeled Gamma

and Gauss3 distribution output:

KE = % p * Tpmex N(D)D*Vt(D)? (19)
RR = g* zgglaxN(D)th(D) (20)
Z =10+ loglo(g % zggwa(D)DG) (21)
LWC =Zp+ Yo N(D)D? (22)

where p is the density of water, N(D) is the concentration, D is the diameter and V(D) is
the fall velocity given in Equation 5. The units for KE are J m2hrt, mm hr for RR,
decibels (dBZ) for Z, and g m™ for the LWC. By using these relationships and
integrating the Gamma and Gauss3 functions, calculations of these parameters based on

the model solution can be made:

T Dmax

RRyamma == * [, Nt * (D exp[-AD]) D Vt(D) dD (23)

T Dmax

KEgamma =75 * P Jpo Nt (D*exp[-AD])D*Vt(D)*dD (24)
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Dmax

Zgamma = 10 *Iogm( « [0 Nt (D*exp[~AD])D®dD) (25)

LW Cyamma = = *p fDm‘“‘

- Nt = (D* exp[—AD])D3dD (26)

where the integrations above are those of the Gamma distribution. The moment used for
these calculations was the third as this is the most reliable for accurate LWC. Nt is the
concentration parameter where m is the moment being expressed based on the parameter

being calculated:

[ N(D)D™dD

Nt = [ DH*Mexp [~AD]dD

(27)

This study will use the third moment (m=3) exclusively as it serves the purpose of
evaluating evaporation through the change in LWC. More work will need to be
accomplished to compare other methods of moments in the future studies. The Gauss3

parameters are found using following equations:

s = 150 (0 Z2) s o[ 222

A3 (exp [‘(’%‘3)2]) /6 D3 Vt(D)dD (28)

KEgquss3 = %pf;omaxAl( exp [MD + A, (exp[ —-(D Zaz) D n

A3 (exp [‘(%‘3)2]) D3Vt(D)2dD (29)

Py = 10 oo S0 0 o[22 11, g [ 22222

45 (exp [%D DS dD) (30)
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LW Causss = 2p o 4y (exp [ "2 + 4, (exp [ 222 +

012 0,2

As (exp [_(%‘:3)2]) D3dD (31)

where the units are the same as the units in Equations 19-22 and the coefficients match
those in egn. 18. While fitting the real time DSD curve with a model DSD is an important
first step, slight deviations in diameter concentrations, especially in the higher diameters,

can have profound impacts in the accuracy for calculated parameters.

- OTT Drop Size Distribution 15min Average
2000 T T

2000 — i , =

1500 — | -

Drop Concentration

500 — fl -

Figure 29 —DSD case from September 22"¢,2019 at 2000Z. This DSD will be used for the following figures to compare
how the model calculations handle the DSD as it relates to the four practical parameters.

Figure 29 displays how the two models match up from a DSD perspective. This instance
of rainfall is relatively uniform in its distribution and therefore should be well represented
by both models. The integrations under the curve in Equations 19-31 finds the total drop
size distribution and calculates the values contributed by each concentration into a final

summation of each parameter.
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Figure 30 — Calculations made from the September 22" 2019 case at 2000Z and compares the reflectivity calcula